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Abstract: Floods are one of the most devastating forces in nature. Several approaches for identifying flood-prone locations have been developed to reduce the overall harmful impacts on humans and the environment. However, due to the increased frequency of flooding and related disasters, coupled with the continuous changes in natural and social-economic conditions, it has become vital to predict areas with the highest probability of flooding to ensure effective measures to mitigate impending disasters. This study predicted the flood susceptible areas in Nigeria based on historical flood records from 1985–2020 and various conditioning factors. To evaluate the link between flood incidence and the fifteen (15) explanatory variables, which include climatic, topographic, land use and proximity information, the artificial neural network (ANN) and logistic regression (LR) models were trained and tested to develop a flood susceptibility map. The receiver operating characteristic curve (ROC) and area under the curve (AUC) were used to evaluate both model accuracies. The results show that both techniques can model and predict flood-prone areas. However, the ANN model produced a higher performance and prediction rate than the LR model, 76.4% and 62.5%, respectively. In addition, both models highlighted that those areas with the highest susceptibility to flood are the low-lying regions in the southern extremities and around water areas. From the study, we can establish that machine learning techniques can effectively map and predict flood-prone areas and serve as a tool for developing flood mitigation policies and plans.
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1. Introduction

There has been a drastic increase in climate-related disasters in the recent past [1,2]. The majority of disasters caused by climate change are influenced by changes in land use, population density, geological conditions, and geographical location [3]. Of all the climate-induced natural disasters, flood accounts for an estimated 80% of deaths globally, with an estimated annual loss of $US 60 billion, impacting people and damaging existing agricultural land and infrastructure [4,5]. These remarkable changes in the meteorological and socio-economic dynamics have increased the frequency of flood events over the years, which has triggered disaster management and policy officials to develop measures to estimate flood susceptible areas for implementing preventive flood strategies.

In Nigeria, floods have caused massive damage to human life, infrastructure, and socio-economic systems, increasing in frequency and intensity in the last few years [6–8]. The annual floods occurrence accounts for the millions of dollars in damages to infrastructure and agricultural land. The Center for Research on the Epidemiology of Disasters (CRED) states that flooding has caused over 21,000 deaths and produced losses of US$17 billion between 1969 and 2020 [9]. Similarly, the International Federation of the Red Cross...
and Red Crescent Society (IFRC) highlighted the September 2020 flood occurrence of torrential rainfall, rivers and flash flood that impacted 192,594 persons across 22 states, resulting in 825 injuries, 155 deaths, and 24,134 displaced [10].

The increased reoccurrence of flooding disasters based on recent observations explains how climatic variations have led to an increase in precipitation volume annually and increased runoffs based on a hydrological perspective, directly impacting and increasing the risk of flooding. According to Nigeria’s Hydrological Services Agency (NIHSA), the cause of flooding in Nigeria, especially in urban areas, is linked to inadequate drainage channels, poor compliance with existing zoning and planning codes and over-exploitation of vegetative land, which serves as barriers against flooding.

The phenomenon above has led to increased pressure to create accurate flood risk maps that ensure sustainable flood risk prevention and protect people and infrastructure from harmful hazards [11]. However, for Nigeria to successfully implement a chosen approach to flood management, governmental agencies, planners, and engineers must utilise complex instruments and methods for determining the precise timing, location, and magnitude of future flood episodes [12,13]. A typical approach to flood management would involve embarking on the production of flood hazards maps that help pinpoint areas at risk or prone to floods and develop and allocate appropriate measures either through structural defences or land use planning. Using Nigeria as an example, the unavailability of comprehensive floods data and the continuous expansion of settlements within flood hazard zones have increased the estimated annual loss resulting from flooding disasters. Therefore, it is now vital to assess the areas prone to flooding disasters by developing flood susceptibility maps that highlight and rank the probability of flooding on different scales, which can help ensure proper prioritisation of areas in dire need of intervention.

In previous studies, predicting flood susceptible areas comprises various hydrological or statistical model settings. For example, the hydrological rainfall and runoff models are the most common methods for estimating flood-prone areas [14]. These models require precise topographical and precipitation datasets collected over a certain period, which are sometimes not readily available and accessible for large coverage areas. However, more recent developments in flood risk assessment have utilised straightforward statistical methods. These models include logistic regression and frequency ratio (FR) [15].

Furthermore, flood prediction models are essential in assessing flood hazards and extreme events management. Using an accurate flood prediction model can contribute to disaster management strategies, policy ideas, and prioritisation of countermeasures against existing hazards. Therefore, it is crucial to integrate advanced modelling systems that can predict short and long-term floods and other hydrological events, which is essential to lessen the damage in a disaster. Current studies on flood prediction utilise mainly data-specific models involving various simplified assumptions. These models can be physical, data-driven, and machine learning (ML).

The physical-based models [16] are the most conventional flood forecasting techniques used to simulate rainfall-runoff processes and water flows of river channels or drainage basins. The Hydrological Engineering Centers’ River Analysis System (HEC-RAS) and Hydrological Modelling System (HEC-HMS) are two examples of physical models. Although these models are most effective in simulating possible flood-prone areas and multiple flooding scenarios, they largely depend on extensive hydrological and climatic information and data accumulated over a long period, rigorous computations for short and long-term flood prediction. Furthermore, physical-based models often require in-depth knowledge and expertise regarding hydrology, which are highly challenging [17].

Data-driven models (DDM) highlight the relationship between system state variables without prior knowledge of the system’s physical behaviour. Instead, they require hydrological and climatic information to arrive at a specific conclusion. For example, in estimating flash flood susceptible areas, the DDM model assumes that flash flood occurrence is a
function of rainfall events recorded over time, based on an interaction with other selected variables or conditions such as soil moisture, altitude and slope within the study area [18]. The DDM models are helpful for areas where hydrological information is highly insufficient to establish a physical model. Some well-known DDM models for modelling and predicting floods include the autoregressive integrated moving average (ARIMA) and the frequency ratio analysis [19]. However, the disadvantage is their complexity in estimation, and they require extensive data collected and processed over a period.

The machine learning (ML)-based prediction models are the more recent to flood risk modelling. Therefore, they are promoted as modelling tools that are relatively faster without extensive data requirements than the physical models. The machine learning algorithms used in this modelling approach are derived from artificial intelligence (AI), which simulates patterns and symmetries with superior performance to the well-known physical-based models. Convolutional neural networks (CNNs), recurrent neural networks and artificial neural networks (ANNs) are examples of frequently used machine learning techniques [20]. As ML methodologies are experiencing continuous advancements in predicting capability in recent years, existing literature on flood risk assessment and predictive modelling has highlighted their suitability in flood forecasting. These models can outperform the conventional modelling approaches in terms of development cost and time and maintain a high-efficiency level in modelling complex hydrological systems in short-term and long-term flood forecasts [21–23].

1.1. An Overview of Machine Learning and Its Relevance to Flood Prediction

Machine learning has become a popular tool for delving into non-linear systems and generating flood forecasts. Traditional techniques for determining hazard factors in flood forecasting usually include physical processes represented by a sequence of hydrologic and hydraulic models. Even though these models help understand a system, they frequently have significant computational and data needs. Methods based on machine learning can enhance accuracy while reducing calculation time and model building costs. Machine learning is a branch of artificial intelligence (AI) that focuses on applying mathematical and computer-based algorithms that recognise patterns within a dataset without complex and sophisticated programming. As a result, real complicated issues may be implemented more efficiently with lower computing costs and faster training, and validation, with less complexity and equally good performance as the physical models [24].

There are two types, namely, supervised and unsupervised learning.

Supervised learning is a sort of machine learning in which an algorithm learns to train itself into a function or functions that may subsequently be used to create prediction outputs or labels [25]. After sufficient training, the system will be able to provide objectives for each new input. Traditional numerical methods such as linear regression can be used in the supervised learning domains. The training is completed after an appropriate level of performance has been achieved [26]. Unsupervised learning describes a scenario in which each observation has a set of predictors but no matching response value. It can also be employed to uncover patterns from sample data and establish the connections between each variable.

1.2. Flood Prediction and Modelling with ML Models

Machine Learning models have now been utilised for prediction with good precision than standard statistical models. For example, Ortiz-Garca et al. [27] demonstrated how machine learning approaches predict complicated hydrological systems like floods [27]. Artificial neural networks (ANNs), neuro-fuzzy and support vector regression (SVR) are just a few machine learning techniques that are helpful for both short-range and continuous flood forecasting. As a result, these ML applications can be used to learn complicated flood systems adaptively. Some of the most used machine learning algorithms include artificial neural networks (ANN), logistic regression (LR) and decision tree (DT).
The artificial neural network (ANN) is a network of interconnected artificial neurons that uses statistical models to process data based on the connectivity between different variables, the properties of the data, and the data processing to provide meaningful solutions. The artificial neural network can be applied in various estimations, including prediction, classification, data conceptualisation, and data filtering. ANNs are efficient parallel-processing mathematical modelling systems that may be used to simulate a biological neural network with linked neuron units. The ANNs are reliable data-driven tools used to develop intricate models for estimating the non-linear linkage between rainfall and floods. They have also successfully forecasted river flows and discharge within a catchment area. The existing literature shows that the ANNs have also been successful in streamflow forecasting, rainfall-runoff modelling, and recently in flood susceptibility mapping [28].

Several studies in predictive mapping have utilised the ANN models; some include predicting soil changes, landslides susceptibility mapping and flooding risk assessment. For example, Islam et al. [29] utilised the ANN combined with other ensemble machine models to estimate flood susceptibility in China. The ANN model used in the study successfully predicted that 20% of the overall study area was classified as high flood zones. The model also achieved 83% and 84% accuracy for training and testing datasets [30]. Another notable study from Khoirunisa [30] used a geographic information system (GIS) and an artificial neural network (ANN) model to analyse flood risk in Keelung, Taiwan. The study revealed that the proposed approach could accurately predict flood susceptibility. According to the findings, roughly 3.5 per cent of the study area, which comprises the city’s core district and a densely populated region including the financial centre, was within the high to very high flood susceptibility zones [30].

The logistic regression model is one of the most popular machine learning algorithms under the supervised learning techniques. It can be applied to predict binary and categorical dependent variables using a set of independent variables. The logistic model has proved to be an equally effective method for determining the areas with the highest likelihood of flooding in flood modelling. Several studies, such as Al-Juaidi et al. [31], explored a logistic regression model to map flood vulnerability in the Gaza Strip’s southern parts. The research emphasised the resilience and high-performance accuracy of the supervised classification algorithms-logistic regression model. The results emphasised the significance of machine learning as a tool for decision-makers in Gaza to decrease death, suffering and infrastructure losses from flooding. Similarly, Lee [32] suggested a real-time flood extent forecast approach to reduce the period between the onset of a flood and an advisory issue. Their approach used logistic regression to build a flood probability discriminant model and then correlated the quantity of runoff induced by rainfall to forecast flood extent [32].

Based on the effectiveness and popularity of both the logistic and artificial neural networks, as shown in previous studies, we chose to utilise them to forecast flood-prone locations in Nigeria. This research aims to create a map of Nigeria’s flood susceptibility using two statistical models: artificial neural networks (ANN) and logistic regression (LR). The data utilised in these models are derived from historical flood inventory maps to forecast where future floods may occur. The models were trained and validated, and the publication discusses the results in greater detail. Additionally, the results from both models are compared to demonstrate their performance and prediction accuracies, highlighting which model is more effective in mapping and assessing flood risk.

2. Materials and Methods

2.1. Description of the Study Area

Nigeria is located between the Benin Republic and Cameroun in Western Africa (Figure 1). It has a total size of around 923,770 km² with a total landmass of about 910,770 km² and water bodies of about 13,000 km². Its coastline spans roughly 853 km along the Gulf
of Guinea. Nigeria’s topography is divided into five regions: the coast along the Gulf of Guinea; the north-central plateaus; the rivers Niger-Benue, plateaus around the north borders; and mountainous zones to the east, with Chappal Waddi at 2419 m its highest point.

Nigeria has four distinct climate zones: savannahs, Sahel, equatorial monsoon, and alpine, distributed from north to south. In the south, maximum temperatures range from 30 to 32 degrees Celsius, while temperatures range from 33 to 35 degrees Celsius in the north. There are two main seasons: the dry (November to February) and wet seasons (March to September). The average annual rainfall declines as one travels north, ranging from roughly 2000 mm at the coasts (averaging 3550 mm in the Niger Delta regions) to between 500 and 750 mm in the northern regions [33].

Nigeria’s two main water systems are the Niger-Benue and the Chad basins. The rivers Niger-Benue is the primary water source for practically most of Nigeria. The upstream river Niger (north-west), the lower Niger (south-south), and the Benue River (north-east) are the three main river portions. The Benue basin is a tributary of the Niger River that began in the Mandara highlands (forms a confluence at Lokoja with the River Niger). Kat sina-Ala, Taraba, and Gongola are the principal tributaries of the Benue River in Nigeria. During the rainy months, the upper Niger River rises to around 800 m in Guinea’s Fouta Djallon Massif and runs northeast through Mali’s interior Delta to the Niger Delta region bordering the Gulf of Guinea into the Atlantic Ocean. Other notable rivers, including the Zamfara and Kaduna, flow into the Niger River and travels south towards the lower banks through Nigeria.

Figure 1. Location of the study area.

Nigeria has a prevalent history of natural disasters. Flooding is the most frequent and destructive natural hazard in Nigeria (80%), according to the National Emergency Management Agency (NEMA). In July 2012, continuous extensive rainfall in the rivers Niger-Benue axis of Nigeria caused destructive flooding. As a result, 30 of Nigeria’s 36 states were affected by significant flooding from early July 2012 until late October 2012, following a long rainy season from April to September 2012. “Highlighted as one of the worst flooding incidents to occur in the modern history of Nigeria, with a total economic loss of US$16 billion, an estimated 2.1 million people were displaced from their homes, and 363
deaths were recorded as of September 2012. By the end of October, about 7.7 million persons had been affected, and over 2 million Nigerians were registered as internally displaced persons (IDPs)” [34]. The Niger-Benue River flood was caused by several factors, including (a) torrential continuous rainfall across multiple states resulting from over 14 days of continuous rain, (b) excess runoffs and overflows of water reservoirs and (c) dam failure due to excessive water inflow leading to the destruction of farmlands, infrastructural property, and flash floods. For example, the water levels from the riverbanks in the Niger-Benue axis rose to about 12.84 metres (42 ft). According to the data provided by the Dartmouth Flood Observatory, the climax of flooding occurred between late August and early September.

However, poor data collection and reporting issues make it difficult to effectively estimate the extent of the loss, especially to the human and natural environment. Man-made actions aggravate Nigeria’s frequent flooding, evident in the lack of preventive planning, high rate of deforestation, rapid and unregulated urban expansions and the limitations in the available infrastructural amenities to provide comprehensive defence against flooding.

2.2. Methodology

There were four main steps in the flood susceptibility mapping process (Figure 2). These include: (i) the creation of the geospatial database containing all essential elements (conditioning variables) and historical flood occurrences; (ii) building the machine learning models; (iii) models’ validation; and (iv) production of the flood susceptibility map. A detailed description of each stage is included in the subsections that follow.

![Figure 2. Flowchart of the study methodology.](image-url)
2.2.1. Inventory Map of Historical Flood Events

It is critical to identify and map historical flood locations to investigate the geographical link between flood likelihood and the factors that impact it [35]. Numerous methods for creating flood inventory maps have been explored, including utilising existing historical archives, field surveys and remote sensing. Since the coverage area is relatively large in this study, we chose to utilise historical extensive flood archives obtained from the Dartmouth Flood Observatory (DFO) [36]. The information made available in the archives was derived from new sources, governmental organisations, and remote sensing. In addition, supplementary flood information was obtained from the EM-DAT public database (Table 1). To further verify the authenticity of the obtained information, we verified the data from historical news archives from the governmental organisation in Nigeria, NEMA. Sources of data for the flood inventory map are shown in Table 1.

Table 1. Sources of data for the flood inventory.

<table>
<thead>
<tr>
<th>Period</th>
<th>Contents of the Data</th>
<th>Data Type</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985–2020</td>
<td>Location, date, validation, displaced, deaths, severity</td>
<td>Polygon (points)</td>
<td>EM-DAT, CRED</td>
</tr>
<tr>
<td>1985–2020</td>
<td>Location, date, affected</td>
<td>Polygon (points)</td>
<td>Dartmouth Flood Observatory (DFO)</td>
</tr>
</tbody>
</table>

Seven hundred and sixty-five (765) flood events between 1985 and 2020 were identified (Figure 3). In addition, we sampled 765 non-flood incident points from areas with a known history of non-flooding. The datasets from the two samples (flooded and non-flooded) were allocated values of 0 and 1, required for the model development—1 indicating the flooded area and 0 denoting non-flooded area. The total number of generated location datasets was pooled and divided into two groups, 70:30 training and testing datasets [37]. Consequently, 1071 data points were used as training sets and the remaining 459 as validation sets.

Figure 3. Flood inventory map: training and testing data (1985–2020).
2.2.2. Flood Conditioning Factors

Flood conditioning factors are the topographical, hydrological, or socio-economic variables that influence the occurrence or magnitude of flooding incidents. Each factor acts independently and in unison to form a flood incident. Existing literature on flood modelling was considered [38–42]. In addition to consulting previous literature, the selection of the final set of conditioning factors was based on conducting surveys on the factors that had a significant impact on the local territory of Nigeria.

The selection of flood conditioning factors is commonly chosen based on past research and expert opinions. However, because each region comprises diverse natural and anthropogenic components [43], it is vital to acquire geographical knowledge about the study area and its surroundings in flood modelling. As a result, the criteria for selecting the conditioning factors for this study are discussed in the following sections. The flood conditioning factors in this study are categorised into two groups, namely, natural and anthropogenic factors. The natural factors include the topographic, hydrographic, and climatic components of the study area, while the anthropogenic factors are the components influenced by human activities, including road network and land use. A digital elevation model (DEM) with a 30-m spatial resolution produced by the USGS Earthexplorer was used to derive other related parameters. Afterwards, aspect ratio (Figure 4F), slope (Figure 4E), curvature (Figure 4G), SPI (Figure 4C), and TWI (Figure 4B) were derived from the elevation data. Finally, the QGIS and SAGA GIS software was used to produce the final maps of the slope, aspect, TWI, SPI, and curvature.
New research [44,45] found that the topography of a place has a vital role in determining the severity of floods and identifying flood-prone locations. The elevation is selected as a conditioning factor due to its importance in the occurrence of floods because previous literature shows that locations with a high elevation increase runoff, whereas flat areas are more prone to flooding owing to high water discharge [46]. In the case of Nigeria, the southern regions close to the major rivers and the Atlantic Ocean have very low elevations, which makes an excellent factor for flood susceptibility mapping. Similarly, as water travels from higher to lower elevations, the degree of slope affects surface runoff and water infiltration rate [47]. Therefore, low degree slope areas are prone to flooding, which makes slope as a conditioning factor becoming vital in flood conditioning factors selection [48].

Curvature is a morphometric feature that impacts the occurrence of floods by identifying the divergent and convergent runoff zones. Curvature can either be flat (zero curvature), convex (positive curvature), or concave (negative curvature). Flooding is more likely to occur in flat and concave areas [49], as these areas tend to hold water longer than those with convex shapes [50]. The aspect of the topographic surface is the horizontal direction in which a slope face. It considers weathering consequences because of the quantity of rainfall, making it an essential factor in flood analysis [51].

Furthermore, the hydrological factors stream power index (SPI) and topographic wetness index (TWI) were also considered conditioning factors in the study. The SPI is one of the most essential and extensively utilised parameters in most flood modelling studies, as it measures the erosive strength of runoff [52]. It also indicates the erosive power and concentration of surface runoffs, which plays a vital role in terrain stability. As a result, it helps determine where soil conservation measures might help prevent erosion from surface runoff. The TWI defines the flow and accumulation of water at a given place within a watershed due to gravitational force. The TWI detects flood-prone locations within a watershed because steeper slopes have a lower filtration rate than level terrains [53]. As a result, TWI reveals the infiltration capacity in a region and flood-prone zones. Roughness deals with variations in surface changes and irregularities. These elements, such as trees, shrubs, and logs, can be found on the topographical surface. Modelling the floodplain's hydrology requires mapping the geographical distribution of these roughness characteristics at various scales [54] and how they contribute to flooding incidents. As such, the roughness was considered a conditioning factor in this study.
Soil properties vary by area due to differences in particle composition, which impacts the amount of water filtration. The amount and pace of water infiltration and runoff determine the soil’s texture, type, and structure. Soil types were selected as a conditioning factor because Nigeria possesses multiple soil characteristics which can shed light on the nature and cause of flooding across its region. The curve number (CN) was chosen as the key index for runoff circumstances. The curve number (CN) is an empirical metric for calculating direct runoff or infiltration from excess rainfall in hydrology.

In addition, land use plays an essential part in flood occurrence; urban areas are more prone to flooding owing to the presence of imperviousness surfaces such as roads and building structures, whereas vegetated regions are less likely to trigger flooding incidents, especially in areas with higher vegetative cover such as forests. As a result, land use is selected as a flood conditioning factor, as it can highlight the link between land utilisation and the probability of flooding.

In most flood studies, rainfall has been identified as an essential factor in flood occurrence [55]. Rainfall has a substantial impact on flood occurrence due to its geographical and temporal patterns; as a result, an increase in rainfall leads to a considerable rise in the likelihood of flooding [56–58]. Climate change has the potential to affect flood risk and water resource management. Mitigation planning should be able to forecast changes in floods and their occurrence. Recorded temperature correlations inform changes in hydrologic extremes, ranging from basic proportional change techniques to conditioning stochastic rainfall production based on observed temperatures. As temperature changes can potentially alter the amount of precipitation/rainfall at a given location, affecting the probability of flooding incidents. The temperature was considered a conditioning factor, as Wasko [59] highlighted the sensitivities between temperature changes, precipitation, and increase in flow volume at the peak of flooding incidents [59]. In Nigeria’s case, the considerable variation in temperature distribution across the geographical region is a cause for integration and further investigation into the factors that affect flood occurrence.

Studies show that flooding is influenced by the distance from the river, which can determine the extent and size of the flood [60]. A river floods when the volume of water surpasses the capacity of the river network [61]. In Nigeria, most flooding incidents occur when the riverbanks overflow into settlement and agricultural land areas within proximity to existing rivers. As a result, the river’s distance must be considered an influencing element.

Distances from road and rail networks can influence flooding. Road and other artificial surfaces increase water inundation due to their imperviousness and create a conduit for water flow. Hence, lowering the infiltration rate, resulting in a higher runoff rate [62]. Similarly, human settlements are likely to be situated close to roads, which exposes them to a higher probability of flooding. As a result, the distance to the road was selected as a flood conditioning factor.

Overall, the study used a total of fifteen (15) variables: elevation, roughness, slope, curvature, curve number, stream power index (SPI), rainfall, topographic wetness index (TWI), aspect ratio, soil type, land cover, distances to the road, water, and rail, and temperature to predict flood susceptible areas in Nigeria. (Table 2, Figure 4A–O). Further details on each conditioning factor are found in the subsections that follow.

Table 2. Data sources and their specific use.

<table>
<thead>
<tr>
<th>Data</th>
<th>Sources</th>
<th>Format</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall</td>
<td>Nimet, Nigeria</td>
<td>vector</td>
<td>1975–2015</td>
</tr>
<tr>
<td>Temperature</td>
<td>Global Climate data: Worldclim</td>
<td>1 km</td>
<td>1975–2017</td>
</tr>
<tr>
<td>Land cover</td>
<td>Globeland30</td>
<td>30 m</td>
<td>2020</td>
</tr>
<tr>
<td>Soil *a</td>
<td>The Harmonised World Soil Database v1.2</td>
<td>vector</td>
<td>-</td>
</tr>
<tr>
<td>Soil *b</td>
<td>Global Hydrological Soil Group- ORNL DAAC</td>
<td>250 m</td>
<td>2020</td>
</tr>
<tr>
<td>Elevation</td>
<td>USGS, Earthexplorer</td>
<td>30 m</td>
<td>2015</td>
</tr>
</tbody>
</table>
To ensure uniformity of the raster datasets with different resolutions in the modelling process, we utilised the resample function in ArcGIS to derive a standard resolution and projection at 30-m. Here, we selected the bilinear interpolation method to calculate the pixel value, which uses the distance-weighted values of the nearest pixel, a relatively efficient approach for reducing errors.

Topographic elements (slope, aspect, altitude, curvature, roughness, SPI, and TWI) are frequently utilised as conditioning variables in flood modelling because floods have a high correlation with a location’s current topography (Figure 4A–G) [63]. Previous flood modelling literature indicates that floods often occur in flat and low-lying locations, influencing the study’s selection as a conditioning element [64,65]. Aspect and curvature are related to the union, direction of flow, and contour of the ground surface contour, which influences the likelihood of flooding. TWI, SPI, and roughness are secondary parameters generated from the elevation, which provide information about the hydrological environment.

The elevation is a critical component in flood vulnerability studies. Areas with lower elevation values, particularly coastal areas, are more prone to floods than areas with higher elevations, usually prone to landslides [66,67]. We developed the topographic conditioning factors using a 30-m resolution digital elevation model (DEM) retrieved from NASA Earth explorer.

The topographic wetness index (TWI) measures the amount of water accumulated at a specific site and the likelihood of water flowing downward due to gravity. The higher the TWI number, the greater the risk of floods. The TWI is expressed as

\[
TWI = \ln \frac{A_x}{\tan \beta}
\]  

where: \(A_x\) is the local upslope area draining through a certain point per unit contour length, and \(\tan \beta\) denotes the local slope in radians.

The stream power index (SPI) measures the erosive power of flowing water at a given point on a topographic surface. The SPI is expressed as

\[
SPI = A_x \times \tan \beta
\]

where: \(A_x\) is the local upslope area draining through a certain point per unit contour length and \(\tan \beta\) denotes the local slope in radians.

Roughness measures the degree of change on a topographic surface. It also represents the resistance to flooding flows within a channel and floodplain.

In flood susceptibility mapping and hydrological investigations, the slope is one of the most often utilised conditioning variables. Since this study involves estimating flood susceptible areas, the slope was selected as there is a close relationship between the direction of the slope and the infiltration of rainfall on the topographical surface. The slope values ranged between 0 and 90 degrees.

Aspect represents the direction of the maximum slope. It is also a measure of the steepness of the topographical surface. The aspect has nine (9) categories at 45-degree intervals.

Curvature is another component that influences flood studies. It denotes the topography’s morphology. It is either flat, convex or concave.
Proximity factors: distances to water, road and railway, were also considered. The distance to water is necessary when estimating the factors that influence flood probability due to flooding typically resulting from an overflow of neighbouring water surfaces [68,69]. Similarly, the distance to infrastructural services such as road and railway were also estimated. The distance to the road and railway is an influencing element because artificial surfaces adjacent to bodies of water have a substantial effect on the soils’ hydraulic conductivity. As urbanisation continues, areas with a lower hydraulic conductivity due to infrastructure development are likely to be flooded [70]. The generation of the distances to water, road and railway map is in the SAGA GIS and QGIS 3.14 software (Figure 4I,J).

Rainfall and temperature (Figure 4K,L) are essential variables, especially for Nigeria, as the massive climate variations between regions play a vital role in determining flood probability. At this point, we took historical precipitation data (1975–2017) from 28 rainfall stations across Nigeria and interpolated the annual rainfall map using the inverse distance weighted (IDW) method. The IDW interpolation method was selected as it allows for the estimation of unknown values within a specified distance, based on the mathematical assumption that the closer values are more related than other values (Figure 4K). In addition, the mean annual temperature data were collected and analysed from the Worldclim for this study.

Land use and soil cover information were used as conditioning factors to help understand how human activities and the existing landscape modifications impact flood probability. The land use maps comprise eight (8) categories: forest, shrubs, cultivated, water, wetland, grassland, settlement, and bare areas. Land use maps were from Globeland 30 and soil information from the Harmonised world soil database v1.

The curve number (CN), used in many hydrological studies that assess runoff or infiltration from excess rainfall, was selected as one of the conditioning factors. The Curve Number estimates were derived using global hydrological soil groups (HYSOGs) data at 250 m spatial resolution [71] and land cover data for 2020 for Nigeria.

The conditioning factors (Figure 4A–O) mentioned above help assess the possibility of flood occurrence using the machine learning ANN and LR algorithms. Using machine learning methods allows assessing each conditioning factor and evaluating their correlations without classifying the independent datasets (conditioning factors). Furthermore, the methodology used in this study can be reproduced and implemented in other predictive modelling tasks such as landslides because it does not require extensive data on the hydrology and topology of the study area.

2.3. Machine Learning Models

2.3.1. Artificial Neural Network (ANN)

The artificial neural network (ANN) is a subset of techniques used in machine learning. These non-linear statistical models exhibit a complicated interaction between inputs and outputs to identify new patterns. ANNs can perform a wide range of tasks, including image identification, speech recognition, predictive mapping and medical diagnosis. They consist of multi-layered interconnected neural nets, comprising an input layer, one or more hidden layers, and an output layer [72].

The input represents the basic information required in the network represented by the activity of the inputs. The hidden identifies and houses the activities between the initial model datasets and their derived weights within each connection. Finally, the output measures the interaction and behaviours between the parameters in the model.

After collecting the conditioning factors, the artificial neural network simulated the link between the presence or absence of a flood episode (response variable) and the fifteen covariates chosen (conditioning factors- TWI, SPI, Curvature, Slope, Elevation, Land use, Curve Number, soil type, Rainfall, Distances to water, road and rail and temperature based on the cross-entropy (“ce”) method for the flood susceptibility mapping.
A typical artificial neural network model usually consists of three main layers: an input, a hidden, and an output [73]. The input layer contains all covariates (contingent variables), whereas the output layer comprises the response variables. The hidden layer(s) is between the input and output layers and is not visible. As the neural network models the relationship between covariates \( x \) and the response variable \( y \) [74], a weight is added to the modelling process to represent the effect of the variables given as signals within the neural network. A simple depiction of neural net training is

\[
O(\nu) = f \left( \omega_0 + \sum_{r=1}^{k} \omega_r x_r \right) = f(\omega_0 + W^T \nu)
\]  

(3)

where: \( O(\nu) \) is the output of the neural network, \( \omega_0 \) denotes the intercept, \( k \) is the total number of flood conditioning factors, \( \omega_r \) the flood conditioning factors’ weight coefficient and \( f \) specifies the activation function in the hidden and output layers, ranging from 0 to 1. The function is calculated by

\[
W^T \nu = (\omega_1 v_1 + \omega_2 v_2 + \cdots + \omega_k v_k)
\]  

(4)

As the ANN calculates the output \( O(x) \) based on the given inputs and current weights, there is a need to define the error function, which describes the deviations between the predicted and observed outcomes. A model with a significant deviation indicates a poor fit and would require adjustments. Therefore, our study chose the cross-entropy function over the conventional back-propagation approach.

The cross-entropy was selected as the modelling approach for the ANN because it is relatively faster than the conventional back-propagation technique in terms of system processing duration [75,76]. The cross-entropy classification method is a measure from the field of information theory built on the entropy backbone to calculate the difference between two probability distributions. The cross-entropy method measures the differences between two probability distributions for a given random variable or set of events. It extends the concept of entropy from information technology by calculating the number of bits required to describe or transmit an average event from one distribution to another. The cross-entropy error function is expressed as

\[
E_{ce} = \frac{1}{2} \sum_{l=1}^{L} \sum_{h=1}^{H} \left( y_{ih} \log(O_{ih}) + (1 + y_{ih}) \log 1 - O_{ih} \right)
\]  

(5)

where: \( l = 1 \) is the index of the observation (inputs and outputs), and \( h = 1 \) is the output nodes.

After successfully training the model, we visualised the results to understand the contributions of each conditioning factor to flood occurrence. Although the ANN can make sound predictions compared to other models, it is often challenging to interpret the results [77]. The generalised weights help define the effect and contribution of each covariate on the response variable (flood). The generalised weights expressions are as follows

\[
\tilde{w}_i = \frac{\partial \log \left( \frac{o(x)}{1 - o(x)} \right)}{\partial x_i}
\]  

(6)

where: \( i \) is the index for the covariate (conditioning factors), and \( o(x) \) denotes the result (predictions) as a function of each covariate [78].

The effect and connection between the input and output variables reflect in the output weight distribution. If the distribution of the weights accumulates around zero, it shows that the selected variable does not affect the outcome status. If the distribution is
large, the input variables have a non-linear effect. Another advantage of this method is that it represents the statistical significance of each variable in the datasets concerning its effect on the model. It is easier to visualise each predictor based on their contributions to the model outcome, allowing for easy understanding, comparison and elimination of predictors that contribute nothing to the model.

To compare the ANN’s performance and predictive power with other machine learning models, we employed the logistic regression (LR) model, another widely used approach for assessing flood risk, using the same data parameters as the ANN.

2.3.2. Logistic Regression (LR)

The logistic regression model enables the creation of a multivariate link between the independent and the dependent variable. While the dependent variable is binary, the independent variables can be binary or categorical [79,80]. Like the multiple linear regression, the logistic regression model enables an understanding of the relationship between flood and the specified independent variables. The dependent variable in this study is binary [0, 1], denoted by the existence or absence of a flood occurrence. The logistic regression model is denoted by

$$P = \frac{\exp(z)}{1 + \exp(z)}$$

where: $P$ is the chance of an event (flood) occurring, which ranges from 0 to 1, and $z$ denotes the linear combination of the selected flood conditioning elements, further expressed as

$$z = \beta_0 + \beta_1x_1 + \beta_2x_2 + \ldots + \beta_nx_n$$

where: $z$ represents a combination of all the independent variables (conditioning factors); $X_1, \ldots, X_n, \beta_0$ representing the intercept and $\beta_1, \ldots, \beta_n$ are the logistic parameters.

2.4. Correlation Analysis

It is crucial to investigate the relationships between and within the selected independent variables in predictive modelling to ensure the model produces accurate results. Correlation analysis is the process of investigating the relationship between the selected independent variables. When two or more selected independent variables have a high correlation, multicollinearity occurs [81]. Furthermore, when a group of independent variables have a very strong correlation between them, they are considered multicollinear, which, if left in the dataset samples, increases the probability of analytical mistakes in natural hazards modelling [82]. Multicollinearity may be measured using various approaches, including the variance inflation factor (VIF), the conditional index, Pearson’s correlation coefficients and variance decomposition proportions [83–85]. We chose the VIF and Pearson’s correlation coefficients in this study, popular in flood and other statistical analytical studies [86,87].

The VIF determines the degree of interdependence between the variable and other predictor variables. A higher variance means an increase in the standard error of the variable within the model. The square root of VIF represents the degree to which collinearity raises the standard error for that variable. A VIF of 5, 10, or greater means multicollinearity has emerged [88].

2.5. Pearson’s Correlation Coefficients Estimation

The Pearson correlation coefficient indicates how strong a linear link is between two variables. It ranges from $-1$ to 1, with $-1$ indicating a complete negative linear correlation, 0 indicating no correlation, and $+1$ indicating a real positive linear correlation. The Pearson correlation coefficient is estimated by
where: $r$ is the correlation coefficient, $x_i$ and $y_i$ are the values of variables $x$ and $y$, and $x_i$ and $y_i$-denotes the mean values of each variable.

The Pearson correlation coefficient analysis is presented in a table known as the correlation matrix. Each value indicates the linear relationship between each of the independent variables.

2.6. Variable Importance Estimation

The relative importance is a measure for estimating the contribution of the input variables used for predicting the dependent variable. There are numerous ways to estimate input variables’ relative importance in machine learning models.

The sensitivity analysis, Garson’s algorithm, Lek’s profile approach, connection weights algorithm and usage of partial derivatives are some of the most used variable importance estimation methods. In this study, we chose the connection weights algorithm. Olden et al. [89,90] highlight that the connection weight method has the best performance compared to the other approaches in terms of estimating and ranking the importance of all the variables in the model based on the accuracy (the degree of similarity) between the actual and estimated variables and precision (the degree of variations in accuracy). Similarly, the connection weight strategy performed the best when properly assessing each variable’s actual significance in the neural network. It is the product of the input to hidden and hidden to output connection weights established between input and output neurons and sums the products across all hidden neurons. As a result, the relative importance is determined by

$$RI_x = \sum_{y=1}^{m} w_{xy}w_{yz}$$

where: $RI_x$ is the relative importance of the input variable $x$. $\sum_{y=1}^{m} w_{xy}w_{yz}$ is the sum of the final weights of the connection from the input to hidden neurons, $y$ is the total number of hidden neurons, and $z$ is the total number of output neurons. This method correctly identifies the fundamentally important variables in the model.

2.7. Assessment of Modeling Accuracy

We evaluated the models’ accuracy with the area under the curve (AUC) and the receiver operator curve (ROC). The AUC is one of the most popular methods of quantitatively assessing the accuracy of success and predictive capacity of a diagnostic model. Multiple studies on flood susceptibility mapping have utilised the AUC approach and verified its efficiency in validating diagnostic models. The AUC was estimated in both models applied in the study (ANN and LR) by comparing the model performance results using the training and testing datasets.

As noted previously in the methodology section, flood inventory data (consisting of 1486 flood and non-flood locations) were divided randomly into 70:30 ratios to train and test the model. The success rate was determined using the training dataset of 1071 points, while the prediction rate of the model was determined using the testing dataset of 459 points.

2.8. Model Performance Evaluation

A high performing machine learning (ML) model is accessed based on the accuracy in predicting possible outcomes based on training and validation datasets. One key factor responsible for high-performance ML models is the selection of multiple parameters that influence the model outcome [91]. In ML, this process is called hyperparameter tuning. Hyperparameter tuning involves deriving a first-rate set of parameters to achieve the best
result for the model. These may include decisions on choosing the number of layers and neurons, optimisation and loss functions, learning rate, metrics and layer weights, all of which influence the model’s outcome. Hence, to derive the best parameter values for the model in this study, a trial-and-error method is adopted by testing multiple parameters before achieving an acceptable result.

We employed multiple statistical indicators to assess the performance of the ANN and LR models, including the area under the curve (AUC), receiver operating characteristic curve (ROC), accuracy, mean square error (MSE), and the root mean square error (RMSE). In this study, all the evaluation metrics were derived based on a confusion matrix of the models’ outputs. In addition, the MSE and RMSE indexes helped evaluate the model performance. After repeated model runs, we developed an ANN model structure with eight hidden layers with 64 neurons (Table 3).

Table 3. Parameter settings for machine learning models (ANN).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Model Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ANN</td>
</tr>
<tr>
<td>Training</td>
<td>70</td>
</tr>
<tr>
<td>Testing</td>
<td>30</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>8</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>64</td>
</tr>
<tr>
<td>Activation function</td>
<td>logistic</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Architecture selection</td>
<td>Trial-and-error</td>
</tr>
</tbody>
</table>

3. Results

3.1. Artificial Neural Network Model (ANN)

The artificial neural network model identifies flood conditioning elements and their effect on flood susceptibility. The analysis result shows the graphical visualisation of the ANN model training results, which explains the relative contribution of each covariate (condition factors) on flood susceptibility. In addition, the first result group (continuous data) (Figure 5) shows the generalised weights of the ANN, which is an effective method for determining the relationship between each covariate and flood.

The generalised weights distribution describes that curvature, slope, TWI, distance to water, distance to road, roughness, elevation, rainfall, distance to railway and temperature have significant positive non-linear effects on flood occurrence. Figure 5a–k shows that most covariates have negative and positive effects on flood occurrence. In interpreting the ANN generalised weights results, if all the weights are around zero (0), the covariate does not affect the outcome (flood) status. However, having most of the weights above zero (0) denotes having a positive effect on the response variable and vice versa if the majority are below 0 [92].

In this study, curvature, distance to water, roughness, road distance, SPI, TWI, rainfall, distance to rail, and temperature all exert positive and negative non-linear effects. Similarly, the lower TWI values have adverse effects on a flood. Moreover, higher temperature values positively affect flood outcomes, while slope and elevation negatively have a non-linear effect on a flood.
Figure 5. The ANN modelling generalised weights (continuous variables) (a) TWI; (b) SPI; (c) roughness; (d) elevation; (e) curvature; (f) slope; (g) distance to water (water) (h) distance to road (road); (i) rainfall; (j) distance to railway (rail); (k) temperature.
3.2. Logistic Regression Model (LR)

The logistic regression model results show each variable’s overall contribution to flood susceptibility levels in Nigeria. Table 4 contains the findings for each independent variable included in the logistic model. To understand the significance of the variables in flood susceptibility mapping, we set the significance to 5% significance ($p = 0.05$). Curvature and road distance had the highest significance in the LR model. Similarly, aspect, land use, rainfall, roughness, and distance to water were also significant to flood occurrence. The insignificant variables in the model were the elevation, temperature and distance to the railway, respectively. The results from the logistic model highlight what variables impact flooding. The results from the logistic regression analysis show that the distance to road, curvature, land use, distance to water, rainfall, roughness, and soil type have a significant impact on Nigeria’s flood susceptibility, as they have $p$-values < 0.05 (5%) significance levels. In addition, we observe that the curve number, slope, TWI, SPI, and aspect were equally significant in the LR model.

Table 4. Coefficients of each independent variable used in the logistic regression model.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$\beta$ Coefficient</th>
<th>Significance ($p$-Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect</td>
<td>$-0.0012$</td>
<td>$0.0022$ **</td>
</tr>
<tr>
<td>Curve Number</td>
<td>$0.0190$</td>
<td>$0.0219$ *</td>
</tr>
<tr>
<td>Curvature</td>
<td>$0.0009$</td>
<td>$0.0005$ ***</td>
</tr>
<tr>
<td>Elevation</td>
<td>$-0.0004$</td>
<td>$0.3717$</td>
</tr>
<tr>
<td>Land use</td>
<td>$-0.0076$</td>
<td>$0.0022$ **</td>
</tr>
<tr>
<td>Rainfall</td>
<td>$0.0001$</td>
<td>$0.0075$ **</td>
</tr>
<tr>
<td>Roughness</td>
<td>$0.0015$</td>
<td>$0.0028$ **</td>
</tr>
<tr>
<td>Soil type</td>
<td>$-0.0043$</td>
<td>$0.035$ *</td>
</tr>
<tr>
<td>Slope</td>
<td>$0.0007$</td>
<td>$0.0945$ *</td>
</tr>
<tr>
<td>SPI</td>
<td>$-0.2856$</td>
<td>$0.0271$ *</td>
</tr>
<tr>
<td>Temperature</td>
<td>$-0.0163$</td>
<td>$0.3035$</td>
</tr>
<tr>
<td>TWI</td>
<td>$0.0027$</td>
<td>$0.0934$ *</td>
</tr>
<tr>
<td>Distance to Water</td>
<td>$0.0728$</td>
<td>$0.008$ **</td>
</tr>
<tr>
<td>Distance to Road</td>
<td>$-0.2047$</td>
<td>$0.0002$ ***</td>
</tr>
<tr>
<td>Distance to Railway</td>
<td>$0.0397$</td>
<td>$0.7256$</td>
</tr>
</tbody>
</table>

Significance codes: ‘***’ $p < 0.001$, ‘**’ $p < 0.01$, ‘*’, $p < 0.05$.

3.3. Flood Susceptibility Map

The susceptibility map is the final output of the modelling process. The flood susceptibility map can help disaster planning and serve as an initial step in flood mitigation. The visualised map quickly identifies the most vulnerable locations and prompts appropriate responses. The susceptibility map produced in this study shows a flood probability index divided into five flood occurrence probabilities. We created the final maps after training and validating the machine learning models. The flood susceptible areas are derived based on the ANN & LR models. Each pixel allocates a value between zero (0) and one (1), which indicates the probability of flooding at a particular location. A score of 0 suggests a low flooding probability, whereas 1 indicates a higher probability [29].

To develop the probability map, we divided the flood susceptibility index map into five classes by adopting the quantile-based method [53], a commonly used approach in hazard research using ArcGIS 10.8, with categories ranging from very low to very high [40]. The maps of flood susceptibility generated by both the ANN and LR models are in Figure 6. In the map’s classification schemes, dark green indicates low flood susceptibility, and dark red indicates areas with very high susceptibility (Figure 6a,b).

Comparing the map produced by the ANN and the LR models, we can observe the differences in the susceptibility indexes produced due to the differences in the model classification despite applying the same data samples. For example, in the ANN-produced map (Figure 6a), regions around the northern region, coastal, and water bodies appear to have a higher flood susceptibility than the map produced by the LR model (Figure 6b).
contrast, the LR model map shows that aside from the coastal areas and Southern extremities, areas around water bodies were not classified as high susceptible zones but between low and moderate susceptible zones. Overall, despite the differences in the result produced by both models, we established a basic idea of the areas susceptible to floods in Nigeria.

Figure 6. Flood susceptibility maps produced by: (a) ANN; (b) LR.
3.4. Validation and Accuracy Assessment

We used flood training and testing datasets to validate the flood susceptibility models. 70% (train set) of the data were utilised for training, whereas 30% (test set) for validation. Similarly, the model’s accuracy in forecasting flood-prone locations was determined using the receiver operating characteristic (ROC) and the area under the curve analysis (AUC).

The ROC curve is a good way to describe the quality of the model performance, its success and predictive capacity. The ROC presents a chart that shows the proportion of true positives in a positive sample set against the false positives in a negative sample set while adjusting the discrimination threshold. The ROC can quantify the strength of a system to anticipate a predetermined event(s) correctly. The AUC is a metric that indicates a model’s performance and overall possible categorisation levels. A higher AUC indicates that a model can predict future events better. For example, if the AUC is between 0.9 and 1, the model is excellent, good between 0.7 and 0.8 and failed if less than 0.5 [93].

As shown in Figure 7a, the artificial neural network (ANN) model achieves a better AUC value (0.964) than the logistic regression (LR) model (0.677). Since we applied the training data to test the model performance success, it is not suitable to utilise the same data to test the predictive strength of the models. However, in the predictive rate results, the artificial neural network (ANN) model also possesses a higher predictive capacity than the logistic regression (LR) model, with individual AUCs of 0.764 and 0.625, respectively (Figure 7b). The model’s performance success and predictive rates prove that the artificial neural network (ANN) model has more robust capabilities than the logistic regression (LR) at predicting flood susceptibility areas in Nigeria.
4. Discussion

Identifying flood susceptible areas is one of the most common approaches to developing flood mitigation plans and ensuring adequate, timely and proper resources allocation to the most vulnerable locations. Multiple studies apply machine learning techniques to predict flood locations and generate reliable flood susceptibility maps. However, variations in data availability between locations have proven to be a challenge for regions where flood historical, environmental, and hydrological data are scarce.

In this study, we applied two machine learning models, the artificial neural network (ANN) and the logistic regression (LR), to estimate flood susceptible areas and compared their success and predictive performances for Nigeria. We chose 15 flood conditioning factors to develop our flood susceptibility maps. The results show that the ANN model had higher success and predictive capability than the LR model. Our findings from both models coincide with many flooding susceptibilities mapping studies, demonstrating that the ANN model can effectively estimate flood-prone locations. For example, Falah et al. [69] demonstrated in their study on data-scare urban regions; the effectiveness of the Artificial Neural Network (ANN) model and its capability in processing large amounts of data in a short amount of time utilising historical flood occurrences to predict future events. Other similar studies [17,26,52] have compared multiple machine learning models with the ANN to estimate the predictive success of flood susceptibility mapping, and on most occasions, the ANN model had good performance accuracies. Furthermore, our study confirms prior findings, which show that machine learning algorithms can predict flood-prone areas with good capability and reliability [18]. Similarly, several studies have successfully predicted and mapped flood susceptibilities in various places throughout the world, such as Iran [15], China [56] and Vietnam [57], using a combination of the ANN and other machine learning algorithms, including random forest (RF), convolutional neural network (CNN), recurrent neural network (RNN) [45], support vector machine (SVM) [21,38], multivariate discriminant analysis (MDA) [13], logistic regression [17] and the autoencoder neural networks [2] methodologies.

The ANN model approach offers numerous benefits that make it suitable for addressing various issues and situations. For example, because many of the relationships between inputs and outputs in real life are non-linear and complex, the ANN can represent non-
linear and intricate interactions. Moreover, the ANN does not limit the number of input variables, making it have a good capability to predict multiple possible outcomes. Similarly, the other selected model in this study, the LR model, has also been proved to be very straightforward and equally efficient in flood susceptibility mapping.

According to our findings, the high susceptibility flood areas are mainly dominant in regions of extensive human activities, such as the cultivated and settlement land areas. Similarly, areas around the coasts and water bodies were most prone to flood occurrences, indicating an increased necessity to improve the design of flood mitigation measures and infrastructural defences, providing comprehensive flood protection for people and infrastructure. Similarly, due to the extensive human activities in Nigeria, the probability of floods in the current study may change over time, which highlights the need for periodic flood susceptibility assessments to enable the implementation of better-informed flood mitigation strategies.

Our findings as a tool for flood mitigation planning are highly significant because with the present unavailability of comprehensive hydrological data for several regions of Nigeria, relying mainly on hydrological techniques to address flooding issues effectively may be difficult. For this reason, the introduction of machine learning algorithms for flood-prone areas prediction is beneficial. Therefore, the flood susceptibility maps produced can identify areas where mitigation measures are needed and assist disaster management and evacuation strategies. In addition, promote the adoption of machine learning approaches for other flood-related research where data is limited and utmost speed is critical.

4.1. Variable Importance in Flood Susceptibility

Variable importance refers to methods for calculating a score for each model’s input features. The scores simply express the “importance” of each feature in the modelling results. A higher score indicates that a specific characteristic will significantly impact the model used to forecast a particular variable. The link between the features and the target variable may be understood using the variable importance. It also aids in determining which features are unnecessary for the model. The relative contributions of the input variables to flood susceptibility are in Figure 8.

The findings of relative importance estimation showed that soil and topographical components were the most critical factors that influenced flood susceptibility. Figure 8 indicates that curvature is the most important explanatory variable. Curve number, SPI, aspect, land cover and roughness are among the top essential factors in our analysis (Figure 8). On the other hand, variables TWI, distance to rail, slope and elevation have lower importance values, which is consistent with the results of the ANN generalised weights plot and the logistic regression coefficient values. From the results, curvature (18.86%), curve number (12.48%), land cover (12.47%), SPI (12.03%), and aspect (11.08%) are the top five most essential conditioning factors.
4.2. Analysis of Flood Susceptibility Model Results

Figure 9 depicts the distribution of the two flood-prone models’ flood susceptibility classification. According to the data, the very high category has the least proportion (18.47 per cent), followed by high (18.78 per cent), low (20.60 per cent), very low (20.90 per cent), and medium (21.25 per cent) classes in the logistic model. The percentages for the very low, low, moderate, high, and very high classes in the ANN model (Figure 9) are 6.5 per cent, 23.45 per cent, 26.07 per cent, 4.1 per cent, and 39.88 per cent, respectively. It can be found on both models’ flood susceptibility maps that the areas near the two main rivers (Niger and Benue) and the Atlantic Ocean (southern region) have incredibly high and very high flood-prone zones. Also, the areas close to rivers (Niger and Benue) and the middle belt regions near the confluence of the two main rivers flowing downwards from Nigeria’s eastern and western regions are highly susceptible to flooding.

The two models have nearly identical geographic distribution patterns of flood-prone areas regarding the locations classified as having high or very high risk. The LR model classifies the very high-risk zones as 18.47 per cent, significantly lower than the ANN model’s 39.88 per cent. The LR model result has a more balanced outcome than the ANN model despite the ANN’s superior accuracy and reliability. It also explains the sensitivity of the ANN model in predicting possible outcomes. Comparing the two model results creates an avenue for understanding how different models can produce different results despite utilising the same datasets. The result also highlights the need to utilise several modelling approaches based on trial and error to target land use and policy implementation to develop hazard mitigation plans.
4.3. Correlation Analysis Results

In this study, we undertook a correlation analysis to understand better the conditioning factors used in the evaluation. A correlation analysis is typically performed prior to starting any machine learning or regression modelling to provide insight into the existence of multicollinearity between the conditioning variables. After the first round of direct modelling, the correlation analysis evaluates the conditioning factors’ interrelationships. The variance inflation factor (VIF) and Pearson’s correlation coefficient (Table 5) help identify multicollinearity among the condition components. The model omitted the variable if the results proved a high correlation and multicollinearity.

Multicollinearity exists between variables when the VIF is greater than 5, 10, or above. Table 5 shows that the most considerable VIF value is 2.248, which means that none of the 15 conditioning variables in this study is multicollinear. The Pearson correlation coefficient also checks each pair of conditioning elements (Table 5). The range of values in the correlation coefficients is between $-1$ and 1. The closer a coefficient value is to 1, the higher the degree of collinearity.

**Table 5.** Pearson’s correlation coefficients and multicollinearity results for the selected conditioning factors.

<table>
<thead>
<tr>
<th>Conditioning Factor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.03</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.58</td>
<td>-0.01</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.05</td>
<td>-0.02</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.03</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.34</td>
<td>0.01</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.03</td>
<td>0.01</td>
<td>-0.05</td>
<td>-0.65</td>
<td>0.10</td>
<td>0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.36</td>
<td>-0.04</td>
<td>0.07</td>
<td>0.22</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 9.** The flood susceptibility classification under the LR and ANN models.
In the event of a high Pearson’s correlation value between two factors, the easiest way to deal with such a scenario is to remove one of the elements from the dataset and restart the study. In addition, the analysis results provide helpful information on how each of the selected conditioning factors relates to each other. For example, among all the flood conditioning factors selected, the curve number and soil type had the highest overall correlation coefficient (0.583), which predicted that soil input values govern surface runoff values.

In flood modelling, the Pearson’s method determines the level of correlation between two variables, for example, slope and curvature assessed independently. However, for the VIF, it looks at how interdependent one variable is with all the other predictor variables, which increases the variance of the regression coefficient. Therefore, higher VIF scores imply a higher variance resulting from the selected variable. However, none of the selected variables has high multicollinearity and strong correlations from both methodologies, making all the conditioning factors necessary for the study objectives.

4.4. Performance of the ANN and LR Models

It is possible to have a high agreement between the aim and the output produced by a well-trained model. However, while there may be a good correlation between the goal and output of the testing dataset, this does not always indicate good prediction accuracy for the model. The indicators used to evaluate the performance of the ANN and LR model are the mean squared error (MSE), root mean square error (RMSE), accuracy and area under the curve (AUC) (Table 6). The mean square error (MSE) and root mean square error (RMSE) in the ANN training dataset were 0.047 and 0.217, respectively; however, these values were 0.035 and 0.188 in the testing dataset (Table 6). In the LR model, the MSE and RMSE for the training dataset were 0.195 and 0.442, respectively. However, the values in the testing dataset were 0.107 and 0.327, respectively.

Classification Performance

Once we determined the best parameters needed for the modelling, we ran the models to see which ones produced the highest evaluation measures while also producing a minor error. Using the testing dataset, we discovered that our ANN model performed better than the LR model in terms of classification and performance. Our results for the validation phase are briefly summarised below in Table 6.

In order to acquire the metrics of accuracy and AUC, we used the confusion matrix of the models as a starting point. The ANN model had a good accuracy on the testing dataset (0.875). According to the study results, approximately 87.5 per cent of flooded and non-flooded regions were categorised accurately. For the LR model, the accuracy was 0.784 in the test sets and 0.772 in the training set. The AUC of the ANN model was found to be higher (0.764) when applied to the testing dataset and 0.964 when applied to the
training dataset. While the AUC testing set (0.625) and training set (0.677) for the LR models. It showed that the ANN model has a higher accuracy when compared to the LR model (Table 6).

Table 6. Results of the performance of the ANN and LR models.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>ANN Training</th>
<th>ANN Testing</th>
<th>LR Training</th>
<th>LR Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.047</td>
<td>0.035</td>
<td>0.195</td>
<td>0.107</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.217</td>
<td>0.188</td>
<td>0.442</td>
<td>0.327</td>
</tr>
<tr>
<td>AUC</td>
<td>0.964</td>
<td>0.764</td>
<td>0.677</td>
<td>0.625</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.907</td>
<td>0.875</td>
<td>0.772</td>
<td>0.784</td>
</tr>
</tbody>
</table>

4.5. Advantages and Future Study

The advantage of this study methodology is its ability to predict flood susceptibility areas without the need for advanced hydrological models, which usually require enormous amounts of data that are sometimes readily unavailable. Another advantage of using machine learning techniques to predict flood susceptibility areas is that they may be used for much more extensive coverage areas than hydrological models, which are typically limited in their coverage. Similarly, machine learning models can be adopted and replicated in multiple locations with limited data availability. Future studies recommend combining hydrological models with climate model scenarios to estimate flood susceptibility areas. Future studies would emphasise how land use dynamics and future land use changes would affect the areas most susceptible to flood.

5. Conclusions

The frequent occurrence of flooding poses a severe threat to human life and infrastructure. Creating a flood susceptibility map is a critical first step toward minimising damage in a flooding disaster. A flood sustainability map helps to highlight areas at risk of flooding by categorising the probability of flood occurrence based on the interaction between multiple conditioning factors, ranked between low to high-risk areas. In this study, we utilised two machine learning (artificial neural network (ANN) and logistic regression (LR)) models to identify the areas that were most susceptible to flooding in Nigeria.

To successfully develop the flood susceptibility map, we selected 15 flood conditioning factors: elevation, TWI, SPI, roughness, slope, soil information, distances to water, road, railway, rainfall, temperature, curvature, and land use, aspect ratio and curve number. Firstly, we created a flood inventory map using historical flood incidents data between 1985 and 2020. We successfully identified and obtained 765 flood incidents and randomly sampled an additional 765 non-flooded points, which were combined to generate 1530 data points. Next, we randomly divided the generated data into training and validation datasets, where 70% for the training and the remaining 30% for validation. According to the findings of model validation using the ROC and AUC, the ANN model has a greater prediction accuracy (0.764) than the logistic regression (0.625) model, according to the findings of model validation using the ROC and AUC. Similarly, the model performance success also highlighted similar results, with the ANN model having a higher performance success (0.964) than the logistic regression (0.677).

We also utilised the MSE and RMSE indicators to cross-validate the performance of our models. As a result, the ANN performed better than the LR in classification and performance. Our model results also highlighted the variables with the most significant relative importance and how they impact flood susceptibility. For example, curvature, curve number, land use, SPI and aspect were the top essential flood influencing factors.
From this study, we understood that despite both models having the ability to simulate flood susceptible areas, the artificial neural network (ANN) is more advanced in simulating flood susceptible areas than the logistic regression model in the case of Nigeria. Therefore, the study’s flood susceptibility maps could help flood risk management and land use planning in Nigeria, crucial in mitigating flood disasters. Furthermore, from the results, we can quickly identify areas with high flood susceptibility and promote the development of policies and infrastructures that can reduce the potential effects of flooding.
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