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Abstract: In recent years, massive digitisation of cultural heritage (CH) assets has become a focus of
European programmes and initiatives. Among CH settings, attention is reserved to the immense and
precious museum collections, whose digital 3D reproduction can support broader non-invasive anal-
yses and stimulate the realisation of more attractive and interactive exhibitions. The reconstruction
pipeline typically includes numerous processing steps when passive techniques are selected to deal
with object digitisation. This article presents some insights on critical operations, which, based on
our experience, can rule the quality of the final models and the reconstruction times for delivering
3D heritage results, while boosting the sustainability of digital cultural contents. The depth of field
(DoF) problem is explored in the acquisition phase when surveying medium and small-sized objects.
Techniques for deblurring images and masking object backgrounds are examined relative to the
pre-processing stage. Some point cloud denoising and mesh simplification procedures are analysed
in data post-processing. Hints on physically-based rendering (PBR) materials are also presented
as closing operations of the reconstruction pipeline. This paper explores these processes mainly
through experiments, providing a practical guide, tricks, and suggestions when tackling museum
digitisation projects.

Keywords: virtual museum; digital heritage; massive digitization; depth of field; depth maps; deblur;
automatic masking; smartphones; photogrammetry; AI

1. Introduction

Following previous initiatives and programmes [1] and the objectives of the Digital
Decade [2], the European Commission (EC) has recently published new funding pro-
grammes and recommendations for creating a common data space and encouraging the
digitisation of most cultural heritage (CH) assets by 2030. The acceleration of the massive
digitisation of CH settings has been motivated mainly by: (i) the growing need for their
preservation; and (ii) the indisputable opportunities offered by digital 3D technologies,
artificial intelligence (AI) and extended reality (XR) for conservation, communication, and
virtual access purposes.

While 3D technologies and AI enable the creation of digital replicas for multiple pur-
poses and analyses, the development of XR applications (including Virtual and Augmented
Reality—VR/AR) has been encouraged to widen heritage access and attractiveness.

Among CH settings, significant attention has been addressed to museum assets,
galleries and libraries, which are extraordinary proofs and invaluable sources of infor-
mation for knowing and interpreting the past, considering that only 20% of them are
currently digitised [3].

The ability of 3D replicas to support the documentation, conservation and valorisation
of museum collections pushes towards ever wider digitisation projects, where 3D models
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can serve as tools for non-invasive analyses and set up more attractive and interactive exhi-
bitions. When artefacts are digitised for preservation but also educational and valorisation
purposes, standard requirements normally include (i) an accurate and complete representa-
tion of the object geometry, (ii) a high-quality texture and colour fidelity, and (iii) optimised
geometries (low-poly 3D models) for facilitating web visualisation or real-time rendering
in AR/VR applications.

However, 3D digitisation of museum collections is a rather tricky task. Many en-
vironmental and practical constraints condition the acquisition phase, and the adopted
processing pipeline likewise influences the quality of the final 3D results. The selection
of methods and sensors for performing 3D heritage digitization depends on numerous
factors, including [4]:

• The availability of sensors and equipment;
• The number of objects to be digitised;
• The artefact dimension, shape and material [5];
• The museum spaces dedicated to object digitization;
• The time available for tackling the acquisition and processing phases.

On the acquisition side, since projects generally involve various artefacts from ware-
houses or exhibition spaces, some research efforts have been dedicated to developing
automated solutions [5–10], relying on both active and passive technologies. While com-
plex and expensive solutions can return very accurate 3D results with a high level of
automation, low-cost alternatives need some technical skills for assembling and man-
aging the equipment. However, these solutions can mainly facilitate the digitisation of
small or medium-sized artefacts, while bigger and/or unmovable objects need different
acquisition strategies.

On the processing side, various efforts have focused on optimising the pipeline for
delivering precise and faithful results. Both active and passive techniques proved to be
effective in providing accurate 3D results. However, image-based procedures are more
flexible and often preferable for handling the digitisation of numerous objects differing in
shape, materials and dimensions.

The main steps of the digitisation workflow with passive sensors are presented in
Figure 1. While the acquisition phase is obviously crucial for retrieving high-quality data,
most of the main processing steps are currently carried out with the automation allowed
by structure from motion (SfM) approaches and multi-view stereo (MVS) algorithms. Some
automatic solutions are also available for handling pre- and post-processing operations,
needed for enabling and facilitating the reconstruction process and for increasing the
quality of the final 3D model.

Aim and Paper Contribution

The paper reports investigations and analyses on some open issues of the photogram-
metric workflow when handling the massive optimization of museum artefacts. The work
deepens and extends the studies presented in Farella et al. [11] with new results useful for
the 3D documentation community. In particular, some steps of the image-based digitisation
pipeline are examined by performing experiments and tests:

- Acquisition phase: depth of field (DoF) effects when digitisation medium and small-
sized artefacts are investigated. Experiments capturing images with different aperture
settings and several focal lengths are proposed.

- Data pre-processing phase: automatic image deblurring algorithms and object back-
ground masking are considered.

- Data post-processing phase: tests are performed with point cloud cleaning solutions,
while mesh optimization procedures are deepened by comparing software perfor-
mance for polygons decimation. Some insights on the texture mapping are also provided.
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Figure 1. The main steps of the photogrammetric workflow applied for the digitisation of museum
collections. The major operations for data acquisition and processing are reported on the two leading
horizontal bands. The topics addressed in this paper are shown in red.

The paper fits in the Sustainability journal section “Tourism, Culture, and Heritage”
and its Special Issue on “Digital Heritage as Sustainable Resource for Culture and Tourism”
as it reviews the photogrammetric pipeline—and its open issues—for the massive digiti-
zation of movable heritage artefacts. The creation of accurate and photorealistic digital
collections is vital for culture and tourism, as well as for the sustainability of museums.

2. Related Works

Figure 1 introduces the general photogrammetric workflow for handling the massive
digitisation of museum artefacts and create accurate digital twins but also low-weight
textured 3D models for virtual museum applications, including web-based visualisation or
XR solutions. The image-based pipeline consists of two leading sequences, the acquisition
and processing phases, enabling the generation of 3D digital twins of heritage assets. While
the system and sensor setup define the quality of the captured data, and the image network
the completeness of the reconstruction, the processing step is populated by numerous
phases influencing the quality of the derived 3D product. Nowadays, most processing
steps can benefit from the complete automation of structure from motion and multi-view-
stereo (MVS) algorithms, reducing the effort required to digitise extensive collections.
Nevertheless, pre- and post-processing steps still need considerable manual engagement,
and the available automatic solutions are rarely time-saving or effective for delivering
high-quality products. An overview of central matters in data acquisition (Section 2.1) and
processing (Sections 2.2 and 2.3) solutions are hereafter presented. Handled problems are
more deeply examined in Sections 3–5 through analyses and experiments.

2.1. Data Acquisition

The image acquisition phase is critical in massive digitisation of museum assets. Since
collections are generally digitised in the available museum spaces, flexible equipment
and auxiliary lights are necessary to mitigate the effects of uncontrolled image capture
conditions. While for unmovable and/or large-scale objects, the acquisition inevitably
suffers from the existing environmental and lighting situation, image capture can be more
controlled in the case of medium and small-sized artefacts. Once the acquisition system is
set (with a turntable, a uniform background, and auxiliary lights), appropriately setting up
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the sensors is a demanding and crucial operation to guarantee sufficient image quality. At
the same time, planning an optimal camera network is essential for preventing holes and
loss of geometric information, and a quite vast literature has addressed this fundamental
problem [12–18]. The following subsection deepens one of the numerous topics related to
data acquisition in museum contexts.

Depth of Field (DoF)

Selecting adequate sensor parameters is not a trivial task, since various elements dur-
ing the acquisitions (Figure 1) contribute to determining the final model spatial resolution
and quality. While the camera–object distance is conditioned by the need to achieve the
planned GSD with available sensors and lenses, ensuring a sufficient depth of field (DoF)
is crucial for returning an acceptable image sharpness, as required by image-based mod-
elling (IBM) applications. The DoF problem is especially relevant when small artefacts are
acquired with macro lenses. In addition, IBM projects require maximisation of the sensor
with the object view to improve the distribution of key points and increase the number
of tie points, which further influences the acquisition distance and the consequent DoF.
Therefore, selecting appropriate aperture settings to solve the DoF problem is fundamental
for acquiring images suitable for IBM applications.

DoF effects in 3D applications have been only partially investigated so far [19–22].
However, examining this phenomenon in different acquisition scenarios can be crucial in
a massive digitisation project for meeting the expected results. While this problem has
been solved for a few objects adopting the focus stacking [23–26] or shape from focus [27]
techniques, these solutions are impractical when digitisation includes numerous artefacts.
While the focus stacking approach requires acquiring images with shallow DoF from
different focusing distances to create a new image with a longer DoF, the shape from focus
technique generates sharper images from a multi-focus image sequence based on a local
variance criterion.

2.2. Data Pre-Processing

Image pre-processing in photogrammetric applications is a broad topic, including
colour correction and enhancement, high dynamic range (HDR) imaging, image denoising,
blur correction and image masking [28–30]. In this work, we will focus on the object
background masking and blur correction since, in our experience, they heavily condition
the processing times and data quality in massive digitisation.

2.2.1. Unsharp Images

Unsharp areas on images can adversely affect the photogrammetric pipeline, prevent-
ing the correct orientation of the images, leading to less accurate point clouds and meshes,
and reducing the texture quality. Unsharp regions can result from several phenomena such
as the image noise for high ISO, the noise related to very small sensors, the motion blur, and
the out-of-focus. When dealing with the DOF-related out-of-focus, two typical approaches
rely on: (i) masking the out-of-focus areas or (ii) restoring the same level of detail as the
in-focus areas.

On the masking side, Webb et al. [22] explored a solution based on the Adobe Photo-
shop tools ‘In-Focus Range’ and ‘Image Noise Level’, and another approach that combines
depth maps, the camera–object distance and the DoF. These masking methods increased
the tie point number and the quality of the textures while avoiding manual effort. Simi-
larly, Verhoeven [31] tested several defocus algorithms for the automatic masking of huge
image datasets.

Restoring out-of-focus areas is a delicate task, as changing the intensity and radiometric
distribution may make it hard to identify tie points correctly or reduce their accuracy. Re-
cently, image deblurring has been boosted from various studies on neural networks [32–34]
and the organisation of several international challenges [35]. Furthermore, these new
methods have begun to be applied in photogrammetry. For instance, Burdziakowski [36]
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used DeblurGANv2 [32] with UAV images to improve the 3D accuracy and the final texture
of the photogrammetric reconstruction.

2.2.2. Masking Object Background

The removal of image background is a key concept in Computer Vision, and many
approaches have been proposed in the last decades [37–39]. Modern techniques based on
artificial intelligence (AI) have gradually replaced these traditional methods. The most
well-known background subtraction strategy with AI is the semantic segmentation, in
which the basic idea is that each pixel in an image belongs to a specific class and is labelled
accordingly (i.e., background—not background).

Under the AI umbrella, unsupervised clustering, supervised machine learning (ML),
and more recent and advanced deep learning (DL) algorithms can be distinguished.
Grilli et al. [40] proposed an unsupervised approach for masking apple fruits based on
K-means clustering [41]. A similar attempt has previously been offered by Surabhi
et al. [42], where K-means was used as a pre-processing technique for face recognition.
Pugazhenthi et al. [43] also proposed a valid solution for different subjects (animal, statues,
person), masking backgrounds through a modified fuzzy C-means clustering algorithm [44].
In the medicine/biology field, different effective solutions for image segmentation and
masking background have been released. The Ilastik tool [45], for example, introduced a
supervised approach based on the random forest (RF) algorithm for biological analyses,
similar to the WEKA workbench technique [46].

Regarding the DL section, UNet [47], DeepLab [48], Tiramisu [49], and Mask R-CNN [50]
are the state-of-the-art methods for semantic segmentation model building. They are all
designed to obtain a semantic segmentation while decreasing processing costs and increas-
ing accuracy. Many studies have been based on the use of these models for background
removal purposes [51–53]. In parallel, several commercial software have been released for
background subtraction. Most of these tools are trained to identify people, and to the best
of the author’s knowledge, there are no networks trained ad-hoc for small artefacts.

Further strategies rely on depth detection for the background separation. Beloborodov
and Mestetskiy [54] proposed a “hand-crafted” method based on Kinect sensors for masking
the background in RGB-D images, using depth maps as input. As presented in the following
paragraphs, we propose a masking method that requires a set of RGB images as input,
while the depth map is calculated downstream of a structure-from-motion (SfM) pipeline.

2.3. Data Post-Processing

Once a 3D reconstruction is obtained using MVS methods, cleaning dense point clouds
before generating polygonal models is unavoidable.

2.3.1. Dense Point Cloud Cleaning

Removing noise and outliers from multi-view-stereo (MVS) reconstructions is one of
the key post-processing phases that directly influences the quality of the meshes. This oper-
ation is generally highly time-consuming if handled manually. Therefore, the development
of automatic dense point cloud cleaning solutions is increasingly capturing the research
community’s attention [55]. Based on the adopted approach, denoising and filtering algo-
rithms can be categorised mainly in neighbour, statistical, density and model-based [56–58].
The neighbourhood-based techniques assign a new position to sampling points based on
some similarity measures between the sample and neighbour points (e.g., distance, curva-
ture, angles, normal vectors, etc.) [59,60]. The statistical-based procedures identify outliers
adopting the optimal standard probability distributions of a dataset [59]. These methods
are quite popular, although the unpredictability of some data distributions could limit their
performance. The density-based category is populated by those procedures exploiting
unsupervised clustering approaches for identifying outliers. In these approaches, small
clusters with a few data are identified as outliers and removed from the points set [60].



Sustainability 2022, 14, 5740 6 of 28

Lastly, the model or learning-based group includes all methods employing training data
for learning a model and classifying outliers [61–66].

2.3.2. Mesh Simplification and Texture Mapping

Polygonal models represent the object geometry derived from the photogrammetric
pipeline. Traditional surface reconstruction approaches are usually based on 3D Delaunay
tetrahedralization [67–69] and are robust to medium levels of noise and outliers. Deep
surface reconstruction (DSR) methods have been recently proposed for incorporating
learned shape priors in the geometry generation [70–73]. In both cases, the artefact shape is
generally reconstructed through a large number of polygons and triangles.

By reducing the number of excessive polygons, mesh simplification is a typical opera-
tion for speeding up the mapping process and facilitating interaction in engines and virtual
environments [74], though it still suffers from several limitations in graphics hardware.
Leading solutions exploit distance [75,76] and geometric principles [77,78], or employ
energy functions [79], to perform the model simplification. Two main simplification ap-
proaches are based on vertex clustering and iterative edge collapsing [80]. Vertex clustering
methods [81,82] are weak when operating on the boundaries and rely on identifying vertex
clusters, which are substituted with a new single vertex representing the cluster. Repre-
sentative samples are selected, adopting the average or median vertex position, or relying
on error quadrics. The more performant edge collapsing methods operate iteratively, col-
lapsing edges into vertices and trying to preserve more salient topological features. These
approaches rely on error metrics as decimation criteria. Most of the decimation algorithms
available today in popular 3D modelling and editing software (Meshlab, Blender, Houdini,
etc.) adopt different quadric-based edge collapse method variants, relying on quadric error
matrices for approximating local surfaces [83–85].

2.3.3. PBR Rendering Pipeline

Once the high-resolution 3D textured model is generated, some rendering techniques
are available for transferring colours and more realistic physical properties to the simplified
mesh reconstruction. Physically-based rendering (PBR) is a computer graphic method that
provides a more realistic representation of how light interacts with surfaces [86–89]. These
lighting models are (i) based on the Microfacet surface model, (i) are energy-conserving,
and (iii) use a physically-based bidirectional reflectance distribution function (BRDF).

The Microfacet theory assumes that a surface is composed of small planar surfaces
at a microscopic scale. Depending on the material’s roughness, they have a variable ori-
entation that reflects light in a single direction according to the normal of the microfacet.
Rough surfaces create a more diffuse reflection since the light hitting the surface is scat-
tered in different directions. On smooth surfaces, the same reflective direction generates
sharper reflections.

Energy conservation is the second theoretical pillar of PBR methods, assuming that
outgoing lighting can never be more intense than the light hitting the surface.

Finally, PBR techniques use the bidirectional reflectance distribution function (BRDF),
which describes a surface’s reflective and refractive properties based on microfacet theory.
In particular, BRDF approximates individual light rays’ contribution to the reflected light
of an opaque surface.

These techniques have recently joined the photogrammetric workflow to enhance
surface information provided by the texture mapping process, creating photorealistic
effects for their visualization [90]. A more detailed description of some PBR texture maps
is presented in Section 5.3.

3. Image Acquisition
3.1. DoF Investigations

In massive digitisation of museum collections, both movable and unmovable artefacts
are present, although the former are typically prevalent. In this case, and when passive
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techniques are employed, a proper setting of the working environment and planning of
acquisition sensors (i.e., image network design) is crucial to prevent several issues in the
3D reconstruction process. Since movable artefacts are generally medium and small-sized
objects, longer focal lengths and macro lenses are normally employed to produce high-
resolution results. In this context, the depth of field (DoF) is a recurrent problem. In order
to investigate this issue, two examples are hereafter presented.

The first object is a richly detailed statue representing Moses (6 × 6 × 15 cm), while
the second is a 2 Euro coin (25 mm diameter) that simulates a tiny and reflective archaeo-
logical artefact. In both cases, 3D data acquired with a triangulation-based laser scanner,
with a spatial resolution of 0.015 mm for the Moses statue and 0.01 mm for the coin,
were used as ground truth. Images were acquired with a Nikon D750 full-frame camera
(6016 × 4016 pixels, pixel size of 5.98 µm) coupled with three different lenses: a Sigma
105 macro f2.8, a Nikon 50 mm f1.8 and a Nikon 60 mm AF Micro f2.8. Constrained by
the resolution requirements (planned GSD of 0.05 mm for the Moses and 0.02 mm for
the coin), the image acquisition distances were derived and fixed for each acquisition
(Figure 2). Consequently, the DoF problem can only be controlled by modifying camera
aperture settings (Figure 3), considering that a higher F-number increases the DoF but
could decrease the image sharpness and quality for some diffraction effects [31].

Figure 2. Camera networks and sparse point clouds for the 3D reconstruction of Moses statue (a) and
the 2 Euro coin (b).

Figure 3. Some zoomed views showing the effects of the depth of field (DoF) modifying aperture
settings [F5.6, F11, F16, F22] on the 2 Euro coin case and the 105 mm lens.

The Influence of DoF on 3D Reconstruction

Images were captured shooting at ISO 100 to minimize image noise, manually focusing
once on the object centre, and keeping the same camera network while modifying the
aperture settings (F5.6, F11, F16 and F22). Shutter speed values were changed in each
acquisition to ensure a consistent and homogeneous illumination.

The Moses statue was surveyed using a rotating table and shooting every 15◦ from
two viewpoints to prevent occlusions and reconstruct the entire object geometry (Figure 2a).
Given the planned GSD of 0.05 mm, the acquisition distance was set at 500, 400, 350 mm
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with the 105, 60 and 50 mm lenses, respectively. Figures 4–6 and Tables 1–3 show the
accuracy results achieved by comparing the derived dense point clouds with the available
ground truth data.

Figure 4. Cloud-to-cloud differences [mm] for the Moses statue surveyed with the 105 mm focal
length and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.50 mm].

Figure 5. Cloud-to-cloud differences [mm] for the Moses statue surveyed with the 60 mm focal length
and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.50 mm].

Figure 6. Cloud-to-cloud differences [mm] for the Moses statue surveyed with the 50 mm focal length
and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.50 mm].
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Table 1. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the Moses statue case, acquired with the 105 mm focal length. Range [0.00/0.50 mm].

F-Number F5.6 F11 F16 F22

DoF [cm] 0.61 1.22 1.72 2.43

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.1987 0.3851 0.1311 0.3147 0.1087 0.2607 0.1007 0.2501

C2Mesh −0.0498 0.4296 −0.0325 0.3383 −0.0245 0.2801 −0.0260 0.2671

Table 2. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the Moses statue case, acquired with the 60 mm focal length.

F-Number F5.6 F11 F16 F22

DoF [cm] 1.28 2.57 3.63 5.15

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.1669 0.2602 0.1166 0.1840 0.1063 0.1723 0.0877 0.1776

C2Mesh −0.0057 0.3078 −0.0069 0.2162 −0.0067 0.2007 −0.0089 0.1962

Table 3. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the Moses statue case, acquired with the 50 mm focal length. Range [0.00/0.50 mm].

F-Number F5.6 F11 F16 F22

DoF [cm] 1.43 2.86 4.05 5.74

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.2031 0.3092 0.1335 0.2236 0.1113 0.1943 0.1113 0.2141

C2Mesh 0.0096 0.3688 0.0006 0.2590 -0.0003 0.2223 −0.0023 0.2408

Similarly, the 2 Euro coin was captured with the same camera network but different
aperture settings (Figure 2b). To obtain the planned spatial resolution of about 0.02 mm,
we used a camera-to-object distance of about 200 mm with the 50 and 60 mm lenses, and a
300 mm distance with the 105 mm lens. Metric evaluation and comparisons are presented
in Figures 7–9 and Tables 4–6. The 50 mm focal length demonstrated to be inappropriate
for this kind of application, as proved by the resulting high errors.

Figure 7. Cloud-to-cloud differences [mm] for the 2 Euro coin surveyed with the 105 mm focal length
and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.20 mm].
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Figure 8. Cloud-to-cloud differences [mm] for the 2 Euro coin surveyed with the 60 mm focal length
and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.20 mm].

Figure 9. Cloud-to-cloud differences [mm] for the 2 Euro coin surveyed with the 50 mm focal length
and four aperture settings [F5.6, F11, F16, F22]. Range [0.00/0.50 mm].

Table 4. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the 2 Euro coin case, acquired with the 105 mm focal length.

F-Number F5.6 F11 F16 F22

DoF [cm] 0.18 0.36 0.51 0.72

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.0944 0.1047 0.0497 0.0568 0.0377 0.0410 0.0289 0.0279

C2Mesh −0.0575 0.1282 −0.0263 0.0702 −0.0154 0.0529 −0.0033 0.0393

Table 5. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the 2 Euro coin case, acquired with the 60 mm focal length.

F-Number F5.6 F11 F16 F22

DoF [cm] 0.26 0.53 0.75 1.06

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.0960 0.1174 0.0392 0.0461 0.0281 0.0266 0.0251 0.0213

C2Mesh −0.0513 0.1424 −0.0149 0.0580 −0.0043 0.0377 −0.0007 0.0321

Table 6. Cloud-to-cloud and cloud-to-mesh comparisons [mm] with F5.6, F11, F16 and F22 aperture
settings for the 2 Euro coin case, acquired with the 50 mm focal length. Range [0.00/0.50 mm].

F-Number F5.6 F11 F16 F22

DoF [cm] 0.41 0.81 1.15 1.63

Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev.
C2C 0.2772 0.2424 0.1147 0.1372 0.0712 0.0843 0.05436 0.0578

C2Mesh −0.0877 0.3412 −0.0121 0.1777 −0.0110 0.1085 −0.0044 0.0784

Figure 10 summarizes all results obtained for the Moses and the 2 Euro coin objects,
comparing the dense reconstructions with the ground truth data.
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Figure 10. Moses (a) and 2 Euro (b) case studies: mean and standard deviation of the cloud-to-cloud
distances between the ground truth data and the photogrammetric models generated with three
photographic lenses (105, 60 and 50 mm) and four different apertures (F5.6, F11, F16 and F22).

4. Image Pre-Processing
4.1. Deblur Images
4.1.1. Investigated Approaches

In the case of a limited depth of field, a significant portion of the images is generally
out-of-focus. These areas negatively affect the final texture of the digitization products and
should be masked. The next section reports investigations on image deblurring algorithms
to increase texture quality. A well-established technique to handle blurred areas is to apply
several convolution filters to images. In this work, a combination of the smart sharpen
and high pass filter from Adobe Photoshop [91] is used as a reference to benchmark
other methods. Tested techniques are selected based on their performance reported in
literature and whose code is available: DeblurGANv2 [32] and SRN [33]. Furthermore, two
commercial software were also tested: SmartDeblur [92] and SharpenAI [93].

Further tests, not reported here, demonstrated that dense 3D reconstructions achieved
from deblurred images do not significantly improve the geometry and the 3D accuracy with
respect to the original photos, and a better texture quality can be achieved by operating
and deblurring all the single images.

4.1.2. Experiments

The selected deblurring methods were tested on various challenging images with
different out-of-focus areas. The test aimed to qualitatively compare the ability of these
algorithms to increase the sharpness of the blurred areas.

Results on a historical bowl (Figure 11) show that SharpenAI, a commercial learning-
based deblur software, is the only method that can significantly improve image sharpness.
These and other results suggest that DeblurGANv2 and SRN were mainly trained on
motion blur and not on out-of-focus images. On the other hand, SharpenAI proposes two
independent models. The images deblurred with SharpenAI (Figure 11) refer to only the
out-of-focus model since the deblur model behaved similarly to the other two learning-
based methods. Unfortunately, SharpenAI was not able to improve the texture uniformly:
there is a clear improvement in sharpness on the top-right edge, while the bottom-left edge
remains quite blurred.
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Figure 11. Visual comparison of the performances of the investigated deblurring methods on the
bowl image dataset.

A second experiment was carried out on the entire Moses dataset (105 mm lens, F5.6)
to evaluate the effects of deblurring on the final texture quality. In these tests, only the
more performant SharpenAI was considered among the learning-based methods, and the
sharpen corrections are applied individually on each image of the dataset. Figures 12 and 13
show sharpness differences between the original image and the image modified with Adobe
Photoshop and SharpenAI filters. It is possible to see how SharpenAI can significantly
improve the final texture compared to the original and Adobe Photoshop results.
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Figure 12. Visual comparison of the deblurring capacity applied on the final texture.

Figure 13. Close view of the final Moses texture improved with the SharpenAI and Adobe methods.

4.2. Automatic Masking Backgrounds

When medium and small artefacts are digitised using turntables and not completely
uniform backgrounds, then masking object backgrounds is generally a mandatory proce-
dure. This process is especially necessary when the object is flipped on the rotating platform
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during the image acquisitions for jointly orienting all images. Alternatively, sets of images
captured from the same camera location and viewpoint can be processed in separate groups
and then co-registered. This latter approach could introduce some unwanted registration
errors in the 3D data generation process and, thus, the first approach should always be
preferred. In this case, manually masking numerous images is a very onerous processing
task, while automatic or semi-automatic procedures can reduce the required effort.

4.2.1. Masking Methods

Four different approaches for masking background were tested and compared. In
particular, we investigated unsupervised, supervised machine learning (ML) and deep
learning (DL) algorithms, as well as a depth-based approach, to identify the most rapid and
accurate strategy for masking backgrounds and preserving the artefact’s shapes (Figure 14).

Figure 14. Tested approaches for background removal and mask generation. A comparison of the
processing times is also reported.
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• Unsupervised learning approach: the K-means clustering approach breaks an unlabelled
dataset into K groups of data points (referred to as clusters) based on their similarities.
Considering that colour similarity is a fundamental feature in image segmentation,
some pre-processing is applied to improve the results. In particular, RGB images
are converted into the CIELAB colour space, where L* indicates the luminance and
a* and b* axes respectively extend from green to blue and blue to yellow. Based on
the prevailing chromatic object range, different channels can be chosen. Once the
K-means algorithm is run, outputs are used to create binary masks, automatically
refined through morphological processes (e.g., erosion and dilation) to remove minor
undesirable components or fill small holes.

• Supervised Machine Learning approach [45]: to train the random forest algorithm and
assign a class label (object or background) to each image pixel, image features and user
annotations are necessary components. Colours, edge filters and texture features are
used to characterise the pixel information in a multi-scale approach. Then, the model
is built from a few annotated images, and the semantic segmentation is extended to
the entire and/or similar datasets. Finally, the segmentation output is transformed
into binary masks and further refined with morphological processes.

• Deep Learning methods: three different commercial tools for background removal
have been tested and compared: AI background removal [94], removal AI [95],
remove. BG [96].

• Depth map-based approach: given a set of images of an artefact, depth maps are extracted
by applying photogrammetric processing at a low image resolution. Possible points
belonging to the artefact background are removed from the dense reconstruction
before exporting the depth maps, correcting correspondent brightness and contrast
values. Then, some image processing filters are applied to the exported depth maps,
such as (i) a Gaussian blur filter, or Gaussian smoothing, to minimise image noise,
and (ii) a Posterisation filter to reduce the amount of image colours while restoring
sharper edges. In the developed procedure, the post-processing phase is run in a single
round until mask generation. It is also worth noting that depth maps could be quickly
predicted using monocular techniques and deep learning networks [97]. However,
while promising for dealing with the typical ill-posed problem, these approaches
are not well suited for masking artefact datasets, and further research in this field
is required.

4.2.2. Masking Experiments

The aforementioned masking approaches were tested over a wooden bowl, the pre-
viously presented Moses statue and the 2 Euro coin (Figures 14 and 15). When objects
and background are clearly distinguishable, as for the bowl case study, the unsupervised
procedure can be effective and simple for the operator (Figure 14). On the other hand,
artefacts often share a similar pattern or colour with the background setting. In these
cases, the algorithm will incorporate some parts of the background in the same segment,
influencing the production of accurate masks (Figure 15a).
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Figure 15. Masking results achieved with four different approaches. Unsupervised approach with
K-means algorithm (a); supervised ML approach by Ilastik tool (b); DL-based approach by AI
background removal (c), depth-based approach (d).

When using supervised learning methods, patches and features for training the classi-
fier and generating the dataset model should be carefully picked. Once the efficiency of
the pre-trained model is proven, mask production is quick, manual work is reduced, and
results are generally satisfactory (Figure 15b). In the 2 Euro coin case, the wavy outline of
the mask is influenced by blurry effects on the image.

The DL- and depth-based approaches returned satisfying results for both the coin and
the Moses object (Figure 15c,d).

Further tests and analyses on DL-based background removal methods with more
complex objects are shown in Figure 16. Even if the employed tools are built for recognising
people, they can still perform well with heritage objects, such as small statues (a typical
example of transfer learning). On the contrary, when the rotating table appears in the
scene, it is frequently kept in the final output, creating issues in the 3D reconstruction when
objects are moved and flipped during the acquisitions.
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Figure 16. Results with DL-based background removal methods applied to different heritage artefacts.

5. Data Post-Processing
5.1. Automatic Point Clouds Cleaning
5.1.1. Investigated Denoising Methods

As presented in Section 2.3.1, numerous methods have been already implemented
for handling the crucial dense point clouds editing and cleaning process. In [10] three
approaches were tested and further investigations on their denoising capabilities are
hereafter proposed. The analyses are focused on one popular statistical method, a distance-
based approach and two novel learning-based techniques:

• The Statistical Outlier Removal (S.O.R.): it is a popular and efficient method implemented
in Cloud Compare [98] as part of the Point Cloud Library (PCL, [99]). Once the number
of points to be considered as neighbours is set, using a K-means nearest neighbours
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approach [100], the average distance of each sampling point to its neighbours is
calculated. Points outside the range defined by the global average distances and
standard deviation are recognized as outliers and removed from data.

• PointCleanNet (PCNet—[64]): as one of the pioneering learning-based denoising ap-
proaches, this method exploits an architecture adapted from PCPNet [101] for locally
estimating 3D shape point cloud characteristics. In its implementation, a first module
allows removing detected outliers, while some correction vectors are later calculated
for projecting noisy points on the estimated clean surface.

• Score-based denoising [66]: it relies on a neural network architecture that employs the
estimated score of some point distributions to perform gradient ascent and denoise the
point cloud. A noisy point cloud distribution is treated as a set of noise-free points p(x)
convolved with a noise model n. The (p*n)(x) mode is, in this case, the underlying clean
surface. The log-likelihood of each point is increased via gradient ascent and each
point position is iteratively updated, while outliers are neither detected nor removed.

5.1.2. Denoising Experiments

In the investigations, a synthetic bowl (40 cm diameter) was modelled, generating
three levels of random noise for verifying the cleaning capabilities of the aforementioned
denoising methods. The bowl reproduces shapes and geometries that typically can be
found among museum collections. The three levels of noise correspond respectively to the
0.5, 1, 2% of the bowl diameter. Figures 17 and 18 show the metric and visual evaluation of
the denoising results. Similar to [10], results confirm the good performance of the statistical-
based method and some unsolved issues with the learning-based approaches when the
level of noise increases.

Figure 17. Average cloud-to-cloud distance [mm] between the denoised models and the ground
truth data (the original bowl surface). Results with three increasing levels of noise (0.5%, 1%, 2%)
are reported.

5.2. Mesh Simplification
5.2.1. Investigated Tools for Mesh Decimation

Mesh simplification is a common practice for minimising model size by reducing the
number of faces while preserving the shape, volume, and boundaries. The simplification
process should always compensate for the required complexity reduction, a sufficient object
geometry representation and salient features preservation. Criteria for mesh decimation
are generally user-defined, selecting the reduction method (working on the number of
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vertices, edges, or triangles) and the reduction target. Several commercial and open-source
editing and modelling software include a mesh simplification module for handling this
post-processing task efficiently. Most of these solutions rely on edge collapsing meth-
ods (Section 2.3.2) for removing edges, triangles and vertices, adopting error metrics for
measuring the similarity of the reduced model with respect to the original one.

Figure 18. Visual comparison of the denoising results applied to different noise levels. In red, the
ground truth surface. In white, the denoised dense point clouds. Where white is prevalent in the
figures, a less denoising capacity is notable.

5.2.2. Decimation Tests

The number of polygons of two high-resolution 3D models (two small bronze stat-
uettes) was decimated by testing three significant reduction percentages (90%, 95%, 99.5%)
in Blender, Houdini and Meshlab. The high-resolution model of a bronze representation of
goodness Iside (ca 6 cm height) counts ca 430,000 faces, while the bronze reproduction of a
“Mother with the child” (ca 12 cm heigh) has ca 570,000 faces (Figure 19).

Figure 19. Examples of mesh simplification results with three levels of decimation: the Iside 3D
model (middle row) decimated with Blender and the Mother with Child 3D model (bottom row)
decimated with Houdini. Differences in the decimation outputs are hardly appreciable.
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A metric evaluation of the simplification processes with different levels of decimation
is reported in Figure 20, where the original high-resolution polygonal model is compared
to the reduced meshes. More relevant differences are evident with the smaller statuette
(Iside case study).

Figure 20. RMSE of decimated surfaces compared with the original high-resolution model. On the
left, the results of the Iside data, while, on the right, errors achieved testing the Mother with Child
models. In both cases, three percentages of decimation were investigated.

5.3. Texture Mapping
5.3.1. PBR Texture Maps

In a PBR pipeline (Section 2.3.3), the most common textures generated for simulating
the properties of the physical object are usually:

• Albedo map: this texture contains the base colour information of the surface or the
base reflectivity when texels are metallic. Compared to the diffuse map, the Albedo
map does not contain any lighting information. Shadows and reflections are added
subsequently and coherently with the visualisation scene.

• Normal map: this is a texture map containing a unique normal for each fragment to
describe irregular surfaces. Normal mapping is a common technique in 3D computer
graphics for adding details on simplified models.

• Metallic map: this map represents whether each texel is metallic or not. It is a black
and white texture acting as a mask for defining whether the texture behaves as metal
or not.

• Roughness map: this texture map defines how rough each texel is, influencing the light
diffusion and direction, while the light intensity remains constant.

• Ambient Occlusion map (AO): this map is used to provide indirect lighting informa-
tion, introducing an extra shadowing factor for enhancing the geometry surface.
The map is a grayscale image, where white regions indicate areas receiving all
indirect illumination.

• The next section presents some texture outputs and their capability of enhancing the
object visualisation.

5.3.2. Generating Texture Maps

Most commercial and open-source photogrammetric software include modules for
texture mapping and MVS-texturing. Once the high-resolution textured model and its
simplified geometry are generated, the information needs to be transferred from the high
to the low-poly reconstruction. This process, implemented and available in several mesh
editing software, is called baking. The colour and material information of the highly
detailed model, stored in texture files, are assigned to the optimised geometry from the
baking process. Most of the texture maps needed for the PBR pipelines are automatically
generated by photogrammetric software (usually the Albedo and Normal maps), or they
can be created and modified in image or mesh editing tools (e.g., Photoshop, Gimp, Agisoft
Delighter, Blender, Quixel Mixer, etc.). The Albedo map, for example, is generally obtained
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by processing the diffuse map (the typical photogrammetric output) and removing shadows
and lights. Some examples of generated PBR texture maps (Figure 21) and their capability
of reproducing material properties (Figures 22 and 23) are shown below.

Figure 21. An example of different PBR texture maps generated for the final optimised geometry of a
museum artefact.

Figure 22. An example of how materials can be differently perceived by acting, for example, on the
metallic and roughness values.
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Figure 23. Some examples of enhanced geometric details perception using the occlusion (upper
images) and normal (bottom) maps in the PBR rendering pipeline.

6. Discussions
6.1. Image Acquisition

As presented in Section 3.1, depth of field (DoF) is a recurrent problem, especially
when digitising medium and small-sized artefacts and a high level of detail is required
in the final 3D reconstruction. Experiments focused on assessing the achievable dense
reconstruction quality in several acquisition scenarios, testing three long focal lengths (105,
60 and 50 mm) and several aperture settings for digitizing two different-sized objects. With
the bigger object, the Moses statue, a general improvement of error metrics by increasing
the aperture settings is clear, with a more relevant difference among the first three F-stop
(F5.6, F11, F16). This trend can be observed with all the tested focal lengths, confirming that
a lower image quality with higher F-numbers does not affect the 3D reconstruction outputs,
although error improvements are less notable between the last two F-stops (F16–F22).
Similarly, for the 2 Euro coin, relevant differences can be found by increasing the aperture
values. In this case, the higher reconstruction errors of the 50 mm proved that this focal
length is inadequate for digitising very small artefacts.

6.2. Image Pre-Processing

Among the methods tested for restoring out-of-focus areas (Section 4.1), only the
commercial software SharpenAI proved to improve image sharpness significantly, even
if these enhancements can occur unevenly. The other deep-based approaches, returning
outstanding results in the literature for motion-blurred images, fail to achieve satisfac-



Sustainability 2022, 14, 5740 23 of 28

tory outputs for out-of-focus areas, probably requiring an ad-hoc re-training of its neural
network model.

Four different background masking approaches were also tested and compared in
Section 4.2. The unsupervised method based on a K-means algorithm proved to effectively
work in a museum context only when the background is uniform and in contrast to the
detected object. When using a standard machine learning approach, the model requires
us to specify what to detect and classify in every change of scene/object. On the contrary,
when choosing a deep learning approach for background masking, the image segmentation
performance depends on the amount and type of training data behind the model. Most of
the available commercial software are trained on dataset capturing people. Hence, they are
not suitable for segmenting most museum artefacts, although they can perform well with
some objects (e.g., statues). On the other hand, considering the possibility of integrating
new labelled datasets within the training, it is reasonable to affirm that the DL-based
approach represents the best solution in terms of quality of the results and the manual
effort required. Finally, the depth map processing proved to deliver remarkably accurate
masks, although the current pipeline requires longer processing times for providing the
desired results.

6.3. Data Post-Processing

Some data editing processes are considered in Section 5, where experimental results
on traditional and innovative point cloud denoising methods (Section 5.1), comparisons
of some mesh simplification outputs (Section 5.2), and examples of an optimal rendering
pipeline (Section 5.3) are presented.

Point cloud denoising experiments compared the cleaning performance of the statis-
tical outlier removal (S.O.R.) filter, a well-known statistical and distance-based method,
and two novel learning-based approaches, PointCleanNET and score-based denoising.
Some preliminary investigations on their denoising capabilities have been presented in
Farella et al. [11], highlighting the need for further analyses. In Section 5.1, noise reduction
is evaluated using a synthetic bowl’s cleaned geometries as a reference and adding three
levels of random noise. The bowl was modelled to simulate a typical artefact shape and
dimension in museum collections digitisation. Visual and metric achievements partially
confirm previous results on a synthetic cube case. The S.O.R. filter outperformed the
other methods with all the levels of noise tested. S.O.R. outputs are, however, strongly
dependent on the user-defined number of nearest neighbours (the KNN approach). If this
number is not correctly set, point clouds can be aggressively filtered. In this case, several
tests were performed to find optimal neighbour values, considering the density of the
generated point cloud and the quality of the output for avoiding holes and geometry losses.
The other two learning-based methods basically confirmed their good performance when
operating on objects affected by low levels of noise. The methods proved to be inefficient
by increasing this level, especially considering the additional computation time required
for the processing. The lack of a noise removal action, in the score-based case, justifies the
worse error performance when the noise is higher, while the PointCleanNET shows a more
linear behaviour.

Mesh simplification experiments, presented in Section 5.2, focused on verifying the
quality of decimation outputs, testing three tools commonly used for handling this process.
High-resolution model simplification, reducing the number of polygons and adopting three
accentuate percentages of reductions, was performed with Meshlab, Blender and Houdini.
While visually, decimation differences among the methods are hardly identifiable, metric
discrepancies between the high-resolution and simplified geometries can be compared.
Tests on the first smaller object, the bronze statuette of Iside, show more accentuated differ-
ences among the reduction outputs, with Blender metrics outperforming the other methods.
Experiments on the Mother with Child statuette returned more homogeneous and quite
similar results. Meshlab outputs are, also in this case, slightly worse compared to the other
tools, while Houdini proved to be more efficient with the lower percentage of reduction.
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However, all the tested software were able to preserve quite optimal object geometries up
to the 90% decimation, mostly sufficient for managing the models in other engines.

Section 5.3 introduced some key concepts and operations currently handled in the
digitisation practice to enhance the quality 3D models visualisation but are still scarcely pre-
sented in photogrammetry-based publications. The section presented PBR materials for the
rendering pipeline and some examples of texture maps generated from the photogrammet-
ric pipeline or extracted through further processing operations. The geometry enhancement
and more realistic visualisation of model surface details were also shown using, as an ex-
ample, the Occlusion or the Normal maps. This section mainly presented how computer
graphics techniques have currently joined and expanded the traditional photogrammetric
pipeline, deeply contributing to improving the photorealism of 3D digital replicas.

7. Conclusions

Through tests and experimental results, this paper explored some key steps of the
photogrammetric digitisation workflow for the digitization of museum objects. The creation
of accurate and photorealistic 3D heritage contents boosts the sustainability of cultural
heritage enlarging access and visualization.

The explored topics and operations are, based on a vast experience in massive museum
digitisation, critical for determining the quality of the reconstruction outputs and the time
needed for data processing.

Acquisition experiments and simulation of capturing scenarios show that higher
aperture settings (although the lower image quality and the higher acquisition times) are
preferable for limiting the DoF problem with medium and small artefacts and achieving
more accurate and less noisy reconstructions. DoF is a recurrent issue when acquisition
distance is bounded by high spatial resolutions required and the need to maximise the
object view for supporting the IBM pipeline.

Some insights on the pre-processing phase were presented, focusing on exploring some
deblurring techniques and proposing new methods for speeding up the image background
masking. Despite the broad interest of the research community on the image sharpness
topic, tested networks proved that ad-hoc training on the out-of-focus task rather than on
motion blur is required. Regarding background removal and masking generation, different
approaches have been taken into consideration. Except for the clustering method, both
the supervised machine and deep learning, and the depth-based strategies, are satisfying
solutions for accelerating an otherwise time-consuming task. Further investigations are
planned for improving the accuracy results, training a convolutional neural network (CNN)
with ad hoc images. Some of the presented masking methods are available on the 3DOM-
FBK Github page [102].

Lastly, some data editing and optimisation steps were also examined in the articles.
Three automatic denoising procedures were tested to analyse the quality of derived outputs
and compare their cleaning performance. All the methods returned cleaner point clouds
with a low level of noise, although learning-based approaches required higher computa-
tional time. The more traditional method, the S.O.R. filter, outperformed the more recent
denoising techniques with a more significant level of noise and outliers, properly setting
the number of neighbour points for the statistical and density analyses. Moreover, mesh
decimation outputs from three popular tools were tested for verifying their capability of
preserving artefacts shape. All tested tools proved to keep objects topology efficiently
up to a fairly high decimation percentage. Finally, the last part of the work presented
some inputs on the PBR materials for enhancing geometry and details. These rendering
techniques, developed in the computer graphics field, still need to be further investi-
gated by the photogrammetric community for exploiting their potential in image-based
reconstruction pipelines.
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