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Abstract: Aerial images have complex backgrounds, small targets, and overlapping targets, resulting
in low accuracy of intelligent detection of overhead line insulators. This paper proposes an improved
algorithm for insulator breakage detection based on YOLOv5: The ECA-Net (Efficient Channel
Attention Network) attention mechanism is integrated into its backbone feature extraction layer,
and the effective distinction between background and target is achieved by increasing the weight of
important channels. A bidirectional feature pyramid network is added to the feature fusion layer,
and large-scale images with more original information are combined to effectively retain small target
features. Incorporating a flexible detection frame selection algorithm Soft-NMS (Soft Non-Maximum
Suppression) into the prediction layer to re-screen the target frame, thereby reducing the probability
of mistaken deletion of overlapping targets. The effectiveness of the improved YOLOv5 algorithm is
verified in the actual aerial image dataset, and the results show that the mean Average Precision (mAP)
of the improved algorithm is 95.02% and the detection speed FPS (Frames Per Second) can reach
49.4 frames/s, which meets the real-time and accuracy requirements of engineering applications.

Keywords: insulator; small target detection; YOLOv5; Bi-FPN; ECA-Net; overlapping target detection

1. Introduction

The reliable operation of insulators is an important guarantee for the safety of high-
voltage transmission lines and even power grids. Due to long-term exposure to the complex
natural environment, the following faults are prone to exist, such as cracks in insulators
caused by external forces, lightning overvoltage leading to insulator flashover and burns
or even explosions, and fouling flash leading to cracks on the insulator surface. This paper
focuses on the insulator breakage problem. The current mainstream inspection method
for detecting insulators is to use UAVs (Unmanned Aerial Vehicles) to take pictures and
perform damage identification, which substantially reduces the workload of maintenance
personnel in field operations. However, the phenomenon of complex natural backgrounds,
a small percentage of targets and overlapping targets in the aerial photography images of
UAVs poses a great obstacle to the subsequent intelligent detection of insulator defects.

Traditional insulator image detection methods usually require manual intervention
in the feature extraction link, such as the use of Hough transform linear detection, edge
detection, watershed algorithm and the use of spatial and color information [1–7], which
have weak adaptability, poor generalization ability and limited room for improvement in
detection accuracy, and are mainly used for large target images with simple backgrounds,
which are difficult to meet the needs of target detection in complex image backgrounds.

In recent years, deep learning has gained wide application in target detection in
power systems, which can achieve precise location and fast classification of targets in
images [8–14]. Deep learning target detection algorithms are divided into two categories,
One-stage and Two-stage. Compared with Two-stage algorithms, One-stage omits the
RPN (Region Proposal Network) candidate region generation, which significantly reduces
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the computational effort and directly uses the output of the convolutional neural network
to characterize the detection results, and the YOLO (You Only Look Once) series algo-
rithm is a typical representative of One-stage, featuring fast detection speed and high
detection accuracy.

In the detection of targets with complex backgrounds, literature [15] proposed to
add Focus structure in the input layer and combine it with YOLOv3 [16] target detection
network to effectively detect small airplanes in complex backgrounds. Focus structure,
mainly through matrix transformation, achieves data dimensionality reduction while
completely retaining the original information, but YOLOv3 has the problems of inaccurate
extraction of position information and low recall rate, especially in obscured and crowded
scenes with low detection accuracy. Literature [17] improves the image clarity by SR-CNN
(Super Resolution) network [18], and then uses the YOLOv4 algorithm [19] to improve
the detection accuracy of glass insulators in complex backgrounds, but it is difficult to
achieve end-to-end real-time detection. The literature [20] combined YOLOv2 [21] with
CapsNet [22] to retain the insulator angle and direction and other feature information,
which can identify insulator breakage in complex environments, but the model has more
redundant information to increase the computational burden. The literature [23] used
SENet (Squeeze and Excitation Network) attention mechanism [24] to improve the accuracy
of the SSD (Single Shot Multi-Box Detector) network [25] for remote sensing building
detection in complex backgrounds, but the computational effort of the fully connected
structure used in the SENet attention mechanism for channel compression increases sharply
with the increase of feature dimensionality.

In terms of small target detection, literature [26] combined cavity convolution in FPN
(Feature Pyramid Network) [27] to increase the perceptual field and improve the small
target detection accuracy of Faster R-CNN [28] for UAVs aerial photography. Literature [29]
replaced the backbone of Faster R-CNN with DenseNet [30] and combined the FPN fea-
ture pyramid structure to improve its ability of small target detection, but the network
structure based on Faster R-CNN has the problems of complex model and large compu-
tation. Meanwhile, literature [31] first used the SSD algorithm to locate the connection
part of the defective bolt, and then used YOLOv3 to locate the defective bolt to achieve
the detection of small targets, but the whole computation process is cumbersome and
requires multiple models to locate. Literature [32] used an SSD network with residual
structure, combined with a SENet attention mechanism to improve the detection of small
targets of pin defects in transmission lines by models, but the lack of multi-scale feature
fusion structure improves the detection speed. However, the detection accuracy will be
subsequently reduced, especially not applicable to the detection of aerial images with
multi-scale target characteristics.

In terms of overlapping target detection, literature [33] used the YOLOv4 model with
ASPP (Atrous Spatial Pyramid Pooling) [34] structure to improve the overlap detection rate
of hazardous materials under X-ray, although ASPP can be used to increase the perceptual
field of the convolutional neural network. As the void rate increases near the feature map
size, its ability to capture the full image context ability degrades to the role of an ordinary
1 × 1 filter, which is not conducive to feature extraction. The literature [35] improves the
detection of overlapping targets in SSD networks by fusing manually extracted features:
HOG features [36], RGB features, LBP features, and convolutional features, and combining
them with NMS algorithms [37], which have a tedious feature extraction process. Further-
more, [38] uses the Cascade R-CNN algorithm [39] that uses a cascade of NMS values to
select multiple candidate frames to locate overlapping insulators, comparing the work of
selecting accurate candidate frames to reduce the detection speed of the model.

In 2020, Ultralytics introduced YOLOv5 [40], which combines the Focus structure,
GIoU loss [41], and feature pyramid structure with the potential to handle complex back-
grounds, small targets, and overlapping target problems in general images. Due to the high
similarity between the background of insulators in aerial images such as forests, houses,
etc., and glass and ceramic insulators, the smaller percentage of broken insulators in the
images, and limited by the shooting distance, the proportion of broken insulators in the
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image is much smaller. Thus, the insulators photographed will overlap due to the angle of
aerial photography. The current results of YOLOv5 directly applied to insulator detection
do not meet the engineering requirements.

In summary, this paper uses YOLOv5 as the base model for insulator breakage detec-
tion of aerial images, and mainly makes three important improvements:

1. Fuses the attention mechanism ECA-Net [42] in its backbone feature extraction layer
to compensate for the lack of information between channels by enhancing the infor-
mation interaction between each channel and adaptively assigning the weights of
background and target features;

2. Increases the proportion of small target feature maps in the feature fusion layer of the
network through a two-way feature fusion network; the proportion of small target
feature maps in the network is increased to effectively prevent the loss of small target
information to detect small targets;

3. The Soft-NMS algorithm [43], which uses a reassignment of the scores of the origi-
nal candidate frames to prevent overlapping candidate frames from being rejected,
improves the detection accuracy of overlapping insulators.

2. Yolov5 Model
2.1. Principle of YOLOv5 Algorithm

The YOLOv5 algorithm consists of three parts: feature extraction layer, feature fusion
layer, and prediction layer, as shown in Figure 1.

Figure 1. YOLOv5 model diagram.

2.1.1. Principle of YOLOv5 Algorithm

The feature extraction layer of YOLOv5 mainly uses Bottleneck-CSPNet as the back-
bone feature extraction structure. In Figure 1, CBH is composed of convolution, batch
normalization, and activation function, where HardSwish is used for the activation function,
which is calculated as Equations (1) and (2).
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ReLU6 = min(6, max(0, x)) (1)

HardSwish(x) = x
ReLU6(x + 3)

6
(2)

Compared with the LeakReLU of YOLOv3 and the Mish function of YOLOv4, Hard-
Swish is numerically stable and computationally fast [44]. BCSP is the core structure
of Bottleneck-CSPNet, as shown in Figure 2. The input features are divided into two
branches on the left and right: the left side is a residual edge that maximizes the retention
of the original information; the right main part carries out the residual stacking under the
bottleneck structure, which can reduce the computation and also facilitate the model depth
in deepening while its training process can converge better.

Figure 2. Structure of Bottleneck-CSPNet.

2.1.2. Feature Fusion Layer

The feature fusion network is shown in Figure 3, and its network is PANet (Path
Aggregation-Network) [45]. The input image is first convolved and downsampled several
times to get three scales (80, 40, 20) of features, and the features are subjected to bottom-
up and top-down convolution and feature fusion processes to get three new outputs.
The output features are continuously fused and stacked to improve the detection capability
of targets at different scales.

Figure 3. Structure of PANet.

2.1.3. Prediction Layer

The prediction layer maps the output three scale feature maps to the original image,
locates targets at different scales by the different scale candidate frames obtained by the
adaptive k-means clustering algorithm, and predicts the classification results.
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2.1.4. Loss Function

The loss function of the YOLOv5 series contains three parts.
(1) The error loss between the prediction frame and the true frame is evaluated by

GIoU (Generalized Intersection over Union) loss, as in Equation (3) and Figure 4.

GIoUloss(A, B) = 1− (IoU(A, B)− |C− (A ∩ B)|
|C| ) (3)

where A and B represent the real frame and the predicted frame, respectively, C represents
the smallest peripheral rectangle containing A and B frames, and A ∩ B is the overlapping
area of the real frame and the predicted frame.

Figure 4. GIoU diagram.

(2) The loss of whether there is a target (0 for no target and 1 for target) is represented
by the binary cross-entropy as in Equation (4).

Lobj = −[ylogx + (1− y)log(1− x)] (4)

Lobj is the objective loss, where y is the true label, which takes the value of 1, and x is
the predicted label, which takes the value of 0 or 1.

(3) The Lcls (classification loss) and Lobj (objective loss) are the same, just like Equation (3),
but x is the number of predicted labels taking values between [0, 1]. The Lcls is used to
calculate the loss into which category the target is classified, consists of a binary cross-
entropy loss function. For a single feature map, the total loss is as in Equation (5).

Lloss = GIoUloss + Lobj + Lcls (5)

Since there are three scales of the output feature maps, in general, large feature maps
contain more information and are given a larger percentage of loss, and small feature maps
contain less information and are assigned a smaller loss share, resulting in a total loss of
Equation (6).

Tloss = 4× LOSS80×80 + LOSS40×40 + 0.25× LOSS20×20 (6)

2.1.5. Comparison of YOLOv5 and Each Model

Several basic algorithms of the YOLO series were compared in terms of algorithm
complexity, detection speed of a single image, and detection speed of a video, and the
results are shown in Table 1. The hardware environment tested was a local computer
NVIDIA GeForce RTX 2060 SUPER 8G.
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Table 1. Comparison of each base algorithm of YOLO.

Algorithm Model Model Size (MB) Video Detection
Speed (FPS) FLOPs (G)

YOLOv3 235 25.00 66.096
YOLOv4 244 22.21 60.334
YOLOv5s 27.8 68.18 17.060
YOLOv5m 83.2 40.62 51.427
YOLOv5l 182 25.12 115.603
YOLOv5x 340 10.00 219.026

The complexity of the algorithm is reflected by the FLOPs of the algorithm model.
With the same software and hardware environment, larger FLOPs indicate a more complex
model. In general, the lower the complexity of the algorithm, the faster the model can
converge during training, which is beneficial for the embedded application of the model
in mobile, while for video detection, speed is performed on the local computer graphics
card NVIDIA GeForce RTX 2060 SUPER. As can be seen from Table 1, YOLOv5s algorithm
complexity is the lowest, which is more than 83% lower than YOLOv3 and YOLOv4, and is
only 27.8MB; the video detection speed is improved by more than 180%. Therefore, this
paper improves and optimizes the algorithm based on YOLOv5s.

3. Improved Algorithm Based on YOLOv5
3.1. Backbone Feature Extraction Based on Attention Mechanism ECA-Net

The attention mechanism stems from the fact that humans selectively focus on the
important parts of the received information. In mathematical language, this means that a
set of weight coefficients is learned by the model autonomously, and this series of weights
is assigned to each region of the input features so that the target information is weighted
more and the irrelevant information is weighted less to achieve attention to the target.

As Figure 5 shows, the SENet network structure enhances channel relevance by down-
scaling and upscaling through full connectivity after global pooling. The fully connected
layer is mainly calculated by combining the global feature maps with weight matrices,
which is not conducive to the differentiation of complex background and target features.
ECA-Net is an improved channel attention model based on SENet, which uses a one-
dimensional convolution of convolution kernel size k instead of the fully connected layer
for channel weighting of k proximity ranges to achieve local crossover and channel interac-
tion, thus enhancing the network’s attention to the local feature [45]. The ECA-Net network
structure is shown in Figure 6.

Figure 5. Structure of SENet.

Figure 6. Structure of ECA-Net.
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The k-value is calculated as in Equation (7), where channels is the number of chan-
nels of the input features. In Figure 6, every five channels are output as one channel,
and padding is used to maintain a constant number of channels.

K =
log2(channels) + 1

2
(7)

3.2. Bi-Fpn-Based Feature Fusion Network

In order to avoid the problem of information loss of small targets in multi-layer
convolutional changes as the feature map becomes smaller, the fusion of multi-scale features
can avoid the loss of small targets to some extent. Meanwhile, one-way feature fusion
structures such as FPN and PANet only consider the connection between the current layer
and the adjacent layers, which makes it still easy to lose the original feature information
during the convolutional feature extraction process, especially in the final output layer.

The feature fusion layer of YOLOv5 is replaced with a bi-directional feature fusion
network Bi-FPN [46], which considers not only the current layer features and the adjacent
layer features but also the original input layer features [47]. The structure is shown in
Figure 7, and the loss of small targets is prevented by fusing large-scale feature maps with
more information about small targets. Furthermore, to reduce the computational effort,
Bi-FPN censors the top and bottom layer features in the middle structure.

Figure 7. Structure of Bi-FPN.

3.3. Soft-NMS-Based Candidate Frame Algorithm

After the candidate frames are obtained, they are sent to NMS (Non-Maximum Sup-
pression), which searches for local maxima and suppresses non-maxima to determine the
final prediction frame. The flow is shown in Figure 8.
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Figure 8. Structure of NMS.

In NMS, when the IoU value of the remaining detection frame and the maximum
score detection frame are greater than the set threshold, their scores are forced to zero,
which easily causes the real target to be undetected when it appears in the overlapping
region. For this reason, the NMS algorithm of YOLOv5 is improved by using a flexible
detection frame algorithm, Soft-NMS. Using the score and overlap information of the
original candidate frames with lower scores, the new candidate frame scores are obtained
by a weighted form of downscaling so that the two adjacent detection frames remain in
the sequence of target detection instead of being directly set to 0 and then rejected, and the
higher the overlap area of the candidate frames, the lower the score, while the score of
frames with very small overlap is not affected too much. The score is calculated as in
Equation (8). The formula for the Gaussian function f(x) is Equation (9), its flow chart is
shown in Figure 9.

F(si) =

{
si, IoU(M, bi < N)

si(1− IoU(M, bi)), IoU(M, bi > N)
(8)

f (x) =
1√

2πσ2
e−

(x−µ)2

2σ2 (9)

si = sj × e−
IoU(M,bi)

2

σ (10)

where si is as in Equation (10) (here, si is taken as the product of the IoU(M, bi) Gaussian
exponent and the original score sj is taken to satisfy that the function F(si) is close to
continuous at point N). Theoretically, the smaller the threshold N, the less the overlap of
candidate frames, the better the diversity of candidate frames will be. At the same time, it
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will produce fewer candidate regions, which leads to worse detection effect. Taking this
into account, N is taken as 0.3 in this paper.

Figure 9. Structure of Soft-NMS.

3.4. Improved YOLOv5 Algorithm Structure

In summary, the overall structure of the improved YOLOv5 algorithm is shown in
Figure 10, and the algorithm flow is shown in Figure 11. In the improved network, the input
image is first cropped to 640x640 size without distortion, and then fed into the enhanced
backbone feature extraction network to output four feature layers with sizes of 80, 40, 20,
and 10, respectively, followed by feeding the four features into the dual-scale feature fusion
network to better fuse the multi-scale features and improve the detection of large and small
targets. Finally, the decoding of the original image and the feature map is used to locate the
insulator and its broken area.
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Figure 10. Improved YOLOv5 network diagram.

Figure 11. Improve network calculation process.

4. Example Analysis
4.1. Insulator Aerial Image Data Processing

The dataset used by the algorithm has 1800 images, partly from the public dataset [48]
and partly from the field collection, including 800 images of broken insulator targets and
1000 images of normal insulators. The ratio of the training set, validation set, and test set is
8:1:1. Figure 12 shows several representative aerial UAVs images, (a) with insulator-like
house background, (b) with mainly broken insulators and small targets with insulator-like
tree background, (c) and (d) with inconsistent target size and target overlap due to different
shooting angles and different insulator distances and proximity.
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(a) (b)

(c) (d)

Figure 12. (a) Insulators similar to the background of the house. (b) Damaged insulator; (c) multi-scale
insulator target; (d) overlapping insulator.

4.2. Experimental Environment

Deep learning framework based on PyTorch 1.6 environment, Ubuntu 16.08 system,
Python as 3.6.8, CUDA = 10.0, where the training graphics card configuration is 2 NVIDIA
TITAN RTX 24G memory graphics cards. The local computer NVIDIA GeForce RTX 2060
SUPER 8G was used for the trained model test.

4.3. Experimental Procedure

Before training, the dataset needs to be clustered by the K-means algorithm. Compared
with the a priori frame of pre-trained weights, the clustering a priori frame for this data can
be more consistent with the target distribution of this data, so as to improve the detection
accuracy of the model, and the clustering results are shown in Figure 13.

Figure 13. K-means clustering prior frame distribution.

For the YOLO series base algorithm, the migration learning idea is used to initialize
its backbone part by the pre-training model of YOLOv5 obtained on the COCO dataset
and loaded using the pre-training model for freeze training and thaw training. The freeze
layer is trained with 50 epoch rounds and a batch-size of 16, and the thaw training with
300 rounds and a batch-size of 8. For the improved algorithm, the model is retrained with
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the same setting of 300 rounds. For the learning rate setting, the model uses a cosine
annealing learning rate for the weight layer and BN layer, respectively, and linear decay
learning rate for the bias layer. Furthermore, Warmup is used in the update of the learning
rate to go for the warm-up of the learning rate, and the process first uses 1/10th of the size
of the preset initial learning rate for the initial training, and then adjusts to the initial set
learning rate after five generations of training. It is mainly used for initial training when
the weights of the model are initialized randomly, and at this time, if a larger learning
rate is chosen, it may bring about instability of the model, i.e., oscillation of the model.
As for the model bias, since it has less impact on the model, a larger learning rate is used
in the warm-up layer to make the parameters update faster so as to improve the overall
convergence speed of the model. The learning rate curve is shown in Figure 14 below.

(a)

(b) (c)

Figure 14. (a) Weighted BN layer learning rate curve. (b) Learning rate curve of the weighting layer.
(c) Learning rate curve of the bias layer.

From Figure 15, it can be seen that YOLOv5s converges the fastest, and the Ours 1
(YOLOv5s+ECA-Net+Soft-NMS) also converges faster and basically leveled off at 100 rounds.
It can be seen that the Ours 2 (YOLOv5s+Bi-FPN+Soft-NMS) and the Ours 3 fusion algo-
rithm (YOLOv5s+ECA-Net+Bi-FPN+Soft-NMS) converge slower and level off at about
200 rounds, which is due to the increase in computation due to the increase in model size,
and it sacrifices the convergence speed in exchange for higher accuracy.

(a) (b)

Figure 15. (a) Training loss convergence for each of the improved models. (b) Validation loss
convergence for each of the improved models.
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4.4. Experimental Results

In this paper, Precision (PR), Recall (RE), Average Precision (AP), and mAP are used
as the performance metrics of the algorithm.

(1) Precision (PR):

Precision =
TP

TP + FP
(11)

As in Equation (11), TP denotes positive samples that are correctly classified, and FP
denotes negative samples that are incorrectly classified. The specific meaning of Precision is
the proportion of the part of the classifier that is considered positive and is indeed positive
to the proportion of the classifier that is considered positive.

(2) Recall (RE):

Recall =
TP

TP + FN
(12)

As in Equation (12), FN denotes the positive samples that are misclassified. Recall
means specifically the fraction of the classifier that is considered positive and is indeed a
positive class as a proportion of all that is indeed a positive class. AP is the sum of the area
of the curve enclosed by Precision and Recall. It reflects the average accuracy of the model
in detecting the target. mAP is the average of the AP of the target to be classified.

Table 2 compares the metrics of YOLOv3, YOLOv4, YOLOv5s, and their improved
algorithms in insulator detection and their breakage identification, with the following
conclusions:

(1) YOLOv5s has faster detection speed compared to YOLOv3 and YOLOv4. Overall,
YOLOv5s has better mAP than the YOLOv3 algorithm, but slightly lower than YOLOv4
by 0.48%. However, the accuracy of YOLOv5s in insulator target detection is comparable
to that of YOLOv4, both about 93.3%, but is inferior to YOLOv4 in insulator breakage
(small target) detection, and its advantages are mainly reflected in its lower algorithm
complexity and faster detection speed, and its lightweight feature makes it more suitable
for embedded applications.

(2) Ours 1 (YOLOv5s+ECA-Net+Soft-NMS) has an overall mAP of 94.93%, an improve-
ment of nearly 3% over the original network. Mainly for images with complex backgrounds,
the accuracy rates of both insulators and their breakage are greatly improved with only
0.3 MB increase in algorithm complexity. Compared with YOLOv4, the AP of insulator
detection is improved by nearly 1% to 94.35%, and the AP of breakage recognition is im-
proved by nearly 4% to 95.51%, indicating that the improved algorithm 1, after mitigating
the effect of complex backgrounds of images, also helps to improve the performance of the
algorithm for small target recognition.

(3) Ours 2 (YOLOv5s+BiFPN+Soft-NMS) mAP improved to 92.88%. The improvement
is mainly for the small target of insulator breakage, and the detection accuracy of broken
insulators is improved from 90.63% to 93.19% compared to YOLOv4, which has a significant
effect. The overall performance of the improved algorithm 2 is still improved despite the
slight decrease in AP for insulator detection.

(4) Ours 3 (YOLOv5s+ECA-Net+BiFPN+Soft-NMS) superimposed the fusion of Ours 1
and 2, and its mAP improved from 91.96% to 95.02%, outperforming Ours 1 by nearly 0.1%
and outperforming Ours 2 by nearly 2.14%. Compared to the original YOLOv5s, the fusion
algorithm improves the accuracy by 3.06% by sacrificing about 30% of the detection speed.
Moreover, the fused model is 10% smaller than the YOLOv5m model, and the mAP is
1% higher.

The detection results are shown through the images of the test set, and, as shown in
Table 3, image 1 is a typical overlapping target image. The fusion algorithm, which is able
to detect smaller targets that are obscured by the pole tower, has the best performance.
Image 2 is a typical multi-target image, and the fusion algorithm is able to detect all targets.
Image 3 is a typical multi-scale target image; large and small targets exist at the same time,
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and the fusion algorithm can be applicable to the detection of both large and small targets,
which verifies the effectiveness of this model improvement.

Table 2. Comparison of different algorithms (with a confidence threshold of 0.5).

Models Insulators
(AP%)

Insulator
Broken
(AP%)

(mAP%) Model Size
(MB)

Video
Detection

Speed (FPS)

YOLOv3 93.21 88.34 90.78 235 25.00
YOLOv4 93.32 91.56 92.44 244 22.21
YOLOv5s 93.30 90.63 91.96 27.8 68.18
YOLOv5m 93.52 94.50 94.01 83.2 40.62

Ours1 94.35 95.51 94.93 28.1 63.81
Ours2 92.57 93.19 92.88 74.6 53.02
Ours3 94.68 95.36 95.02 74.8 49.40

The confidence threshold is taken as 0.5 in the table. In this paper, insulator and insulator breakage are two targets,
and when the probability of detecting this target is greater than 0.5, it means that the probability of the other
one is lower than 0.5, so the category with probability greater than 0.5 is taken as the final predicted category.
The threshold value here is not the same as the threshold value taken in Soft NMS. Furthermore, the improved
models all add the Soft NMS algorithm.

Table 3. Test set image detection results.

Models Image 1 Image 2 Image 3

YOLOv5s

Ours 1

Ours 2

Ours 3

To further visualize the regions of interest in the model, the paper concludes with a
score heat map visualization analysis of the predicted results of the fusion model [49].

As can be seen from Figure 16, the heat map focuses on the center of the target detection
frame, with the red color being the central focus area, and the proportion of attention
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spreading outward decreases. It shows that the area of concern of the model is exactly the
area to be detected, which further verifies the effectiveness of the model improvement.

(a) (b)

(c) (d)

Figure 16. (a–d) Predicted thermal diagram under various insulators.

5. Conclusions

In this paper, based on YOLOv5, an enhanced channel feature extraction mechanism is
embedded in its backbone feature extraction network to improve the multi-target detection
capability in complex backgrounds. In the feature fusion layer, a bidirectional feature
fusion network is used to enhance the recognition capability of small targets with broken
insulators. In the prediction layer, the traditional candidate frame selection algorithm
NMS is replaced with a more flexible Soft-NMS to improve it. In the prediction layer,
the traditional candidate frame selection algorithm NMS is replaced with a more flexible
Soft NMS to improve the recognition of overlapping insulator targets. The experimental
results show that the recognition accuracy of the improved algorithm increases from 91.96%
to 95.02%, and the detection frame rate reaches 49.4 frames/s, which confirms the feasibility
and effectiveness of this paper.

The algorithm proposed in this paper is currently used for the detection of insulator
self-burst and drop string problems due to high voltage, and will be followed by research
on overcurrent, and flicker-induced insulator flashover burn cracks. Finally, the algorithm
is expected to be extended for effective monitoring of other major power equipment and
devices, and to achieve cloud-side collaboration, placing part of the target detection function
at the lightweight side end.
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