A Study on the Factors Affecting Academic Achievement in the Non-Face-to-Face Class Environment Due to COVID-19: Focusing on Computer Liberal Arts Education Class
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Abstract: As a result of the COVID-19 pandemic, many universities have shifted to non-face-to-face classes resulting in numerous changes in the educational system. Since programming education includes a greater proportion of practice than theory-oriented courses, non-face-to-face classes have several constraints. As a result, to properly execute software education and enhance educational performance for non-major students, it is required to conduct research. Students’ psychological moods and activities collected in online classrooms were used to investigate factors impacting academic success as measured by scores and grades. Multiple regression analysis and logistic regression analysis were conducted by using data mining analytical approach. Attendance, effort expectancy, hedonic motivation, confidence, frequency of communication in mobile chat rooms, and Python programming intention factors were retrieved as an outcome of the performance. The relevance of the factors was confirmed, and it was revealed that hedonic motivation was crucial for students in Class A, while attendance had a significant impact on academic progress for students in the other grades. The goal of this research is to assist university organizations in making decisions by enhancing computer liberal arts education and offering implications for future non-face-to-face teaching environments such as during the COVID-19 pandemic.
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1. Introduction

Digital transformation has been conducted in various industrial areas, and the demand for software (SW) engineers and developers has increased. Even though the information systems have been enormous and complicated, which has also increased the demand for information technology (IT) outsourcing companies, acquiring appropriate IT members is still difficult [1]. Furthermore, one of the reasons for the company’s failure is the absence of proficient developers [2], as fostering proficient developers is demanding. Therefore, several countries and private organizations, including the United Kingdom, Brazil, the United States, and Australia, are focusing on developing SW talent with the help of quite a few corporations [3]. In Korea, education is conducted in elementary and middle schools to enhance the public’s understanding of SW and spread the use of SW by revising the SW Promotion Act [4], and related education is being conducted for non-major students through the SW-centered university project [5]. In accordance with this SW-centered national strategy, universities promoted the expansion of opportunities for technical education to non-major students, who do not belong to IT-related departments.
Meanwhile, due to the COVID-19 epidemic, many schools in Asia have introduced many changes in the education system by closing or by converting non-face-to-face classes using IT. In Hong Kong, after-school activities for adolescent students were completely stopped, but artistic intelligence education was conducted using social networking services (SNS) such as Edmodo [6]. In Indonesia, the outcome of using the WhatsApp application resulted in students’ perception of online classes being positive [7]. South Korea’s education system is no exception, the Ministry of Education recommended that schools be postponed for several weeks and then hold telecommuting classes such as remote classes and classes for using assignments [8]. However, according to research by Kaffenberger (2021), after three months of school closures, students will experience more than a year of learning loss because they will have fallen behind the curriculum when they re-enter school, which requires systematic efforts centered on mitigation strategies [9]. Therefore, a novel term, emergency remote teaching (ERT), has been proposed, which is a concept distinct from planned and designed online classes and is a temporary teaching method for sustainable education in crisis situations. The decisive difference between ERT and online classes is that ERT returns to its original offline class when the crisis is over [10].

In this unusual circumstance, where non-face-to-face online classes have replaced face-to-face classes, it is essential to examine the elements that influence academic accomplishment to properly perform SW education and improve educational performance to non-major levels. Furthermore, due to a shortage of trained SW workers, academic accomplishment might be a significant signal for minimizing future company failures and developing sustainable SW education. In addition, via analysis, assessment, and feedback, the quality of classes may be increased by such a virtuous cycle approach.

As a result, from the second semester of 2020 to the first semester of 2021, this study gathers the characteristics of 463 college students who took Python programming classes in a non-face-to-face categorization. The extended unified theory of acceptance and application of technology (UTAUT2) model in Venkatesh, Thong, and Xu (2012) was used to collect survey data on Python programming intention and Keller’s confidence (1987). In addition, there is a class attendance rate and the frequency of interactions in the online chat room. Through multiple regression analysis and logistic regression analysis, we statistically conduct building, evaluation, and forecasting. Additionally, decision trees are utilized to compare the effect of distinctive characteristics.

The level of learning completion by students can be used to assess the efficacy of a class [11]. Academic accomplishment is an index that may indicate the degree of learning, and elements impacting academic achievement are retrieved in this study. It is noteworthy in this regard since an empirical study was conducted to examine the features of non-majors who finished programming topics in a non-face-to-face way. Furthermore, unlike most research on programming challenges that assume a face-to-face setting, this study extracts characteristics that impact academic accomplishment in non-face-to-face classrooms and offers aspects that need to be considered for effective online programming programs. This research intends to enhance computer liberal arts education and offer implications for responding to future changes in the non-face-to-face educational environment, such as COVID-19.

The following are the components of this research. The theoretical underpinning of this study is explained in Section 2, as well as the differences and uniqueness it has in comparison to previous investigations. The analysis methodologies and processes utilized to carry out the study are discussed in Section 3. The findings of the analysis are described in Section 4. Conclusions and future research are discussed in Section 5.

2. Theoretical Background
2.1. A Study on Online Education on COVID-19 Situation

The COVID-19 pandemic situation, which was suddenly encountered around the world, also had a significant impact on education. A 2020 report published by UNESCO found that the studies of nearly 90% of learners worldwide were disrupted by school closures in March 2020 [12]. Furthermore, from K12 to universities, offline face-to-face
classes converted to online classes without sufficient consideration [13]. Therefore, various studies have been conducted according to this situation.

Allam et al. (2020) investigated the readiness of 631 students in the Mass media department for online remote education programs that were implemented unexpectedly due to COVID-19 [14]. Understanding students’ preparedness for online remote education, which includes computer literacy and Internet access, is critical to the effectiveness of online remote education. As platforms such as Google Meet, Zoom, and Cisco Webex demand computer literacy, such as receiving invitation links, turning on cameras and microphones, waiting for manager approval, and being ethically awake when participating in conversations, it is difficult to use e-learning platforms effectively if you do not have these skills. Furthermore, self-directed learning is an important aspect of online learning, and the success or failure of online remote learning is dependent on the motivations of students. Students were randomly selected, and questionnaire survey approaches were utilized to achieve this goal. Seven items on computer, smartphone, and Internet use, as well as demographic data and 16 e-learning readiness ratings, are included in the survey. Students had a very good degree of digital literacy, yet low self-directed learning capacity and learning desire, according to the findings of the study. Students found that online distance learning is strange to them, that they have little contact with teachers, and that stress management is difficult, resulting in poor academic performance. As a result, the instructor encouraged students to describe how the online environment may be used in class while conducting online remote lessons. It was suggested to give appropriate learning resources that can interact, collaborate, and motivate students in order to increase learning motivation. It was also recommended that a study group be formed so that students may make online acquaintances with one another.

Almusharraf and Khahro (2020) investigated the factors that impact students’ happiness with online learning, as well as technical training and appropriate guidance [15]. This study conducted online English as a foreign language (EFL) classes for college students and investigated their attitudes and performance outgrowths of changes in the classroom setting, online platforms, and preferred teaching and learning techniques. During the COVID-19 pandemic, an analysis of 283 students indicated that all students were extremely happy with online education and teacher follow-up management through Moodle, an open-source e-learning platform, as well as WhatsApp and e-mail, a social networking tool for group communication. Alternative assessments were deemed to be satisfactory by students, with projects, question-based, open examinations, assignments, and presentations proving to be useful evaluation methods. More significantly, self-efficacy and self-regulated learning were shown to be mediated by the online environment.

Many individuals have become psychologically exhausted as a consequence of the COVID-19 epidemic. As variables such as anxiety, sadness, and exhaustion diminish learning motivation in e-learning, Dirzyte et al. (2021) emphasized the importance of mental health-related factor research [16]. In the COVID-19 setting, this study tried to examine the association between mental health characteristics and learning motivation of students studying computer programming through e-learning. They examine how the current emotional states of learners are connected to learning motivation, as well as how sadness, anxiety, and exhaustion scores are related to learning motivation, as well as how external learning motivation variables influence mental health aspects. The research involved 444 students, of whom 189 (42.6%) learnt computer programming through e-learning, while others studied social science through e-learning. Among participants in e-learning-based computer programming courses, the study discovered that internal motivating variables of individual attitudes and expectations minimized fatigue, whereas clear guidance, rewards and perceptions, anxiety, and depression increased overall fatigue. Participants and nonparticipants in e-learning-based computer programming courses had different relationships with learning motivation variables, anxiety, depression, and weariness. It is unclear why students’ attitudes and expectations during computer programming e-learning indicated a decrease in general weariness, whereas other e-learning students’
attitudes and expectations suggested an increase. This study discovered that scores of intrinsic and external learning motivation components were correlated with mental health indicators, such as sadness, anxiety, and weariness. Furthermore, the mental health of participants and non-participants in e-learning-based computer programming courses was closely connected to the motivational elements of difficult objectives.

2.2. A Study on Programming Education

The importance of programming education is being emphasized in the educational field. In SW education, educational core values are re-established, and computational thinking (CT) is recognized as a key element in educational activities [17,18]. Dr. Seymour Papert used the original notion of CT for the first time in academic research, and Dr. Jeannette Wing supplemented the academic definition of CT [19]. The term CT refers to a technological activity that designs systems that can solve problems in computer science and improves the scope of human thinking. Previous research suggests that SW education helps both students with majors and non-majors improve their scientific thinking skills [20]. In addition, SW education is important in terms of improving students’ logical thinking ability and problem-solving ability in the process of learning programming [21].

However, programming courses are among the ones with a higher failure rate. In this respect, Bosse and Gerosa (2016) investigated why programming is difficult to learn [3]. From 2010 to 2014, the study’s classes served as the foundation for programming classes at the University of Sao Paulo. At first, 18,784 people applied for the course, but 30% dropped out or earned an F. There was a difference in failure rates between majors and non-majors, with 25.1 percent of majors failing compared to 30.3 percent of non-majors failing. The reasons why students find it difficult were “grammar error”, “variable type”, “parameter transfer when using a function”, and “use an array”. Logical reasoning was the reason why the instructor’s pupils found it challenging. In the case of the language C, it was found that the choice of programming language also affects students because it has more specific grammatical characteristics.

Dawson et al. (2018) created and established distinct programming sessions for non-majors to provide positive computer science experiences, with the learning aim of completing data analysis and visualization projects to systematically solve their academic challenges particularly [22]. Students spent most of their time listening to brief lectures and working in small groups to solve problems, and they were able to receive peer help during this process.

2.3. A Study on Factors of Learner’s Characteristics

This research examines learners’ psychological states and actions in online classrooms. Intention and confidence to utilize Python programming are examples of psychological state, whereas activity content includes attendance and frequency of communication in open chat rooms.

The learner’s psychological condition comes first. The actual action is heavily influenced by one’s intentions [23]. Venkatesh, Thong, and Xu (2012) proposed an extended unified theory of acceptance and use of technology (UTAUT2) model to investigate the elements that influence consumers’ adoption of new technologies as well as their behavioral intentions [24]. UTAUT2 is the most inclusive as it has been developed through integrating other theories or models; independent variables affect the parameters of the behavioral intention, and consequently, the dependent variable, use behavior. This model has been utilized in various fields of research. In Chao (2019)’s research, which conducted an analysis of the structural equation model between the effort expectancy, performance expectancy, and behavioral intention of the UTAUT model for mobile learning of college students, it was found that effort expectancy is lower than performance expectancy, and even in the absence of a modulator main effect, the effort expectancy was found to be statistically insignificant [25]. Another study by Bilegjargal and Hsueh (2021) involved research on online judge systems via the UTAUT2 model which graded assignments that
students had completed in the programming class, and it was concluded that hedonic motivation exerts the greatest statistical influence on behavioral intentions of both the CS and non-CS students [26]. Lastly, Cheon et al. (2022) verified this model regarding the Python programming being novel technology to the non-major students [27,28].

In this paper, researchers use the UTAUT2 model’s performance expectancy (PE), effort expectancy (EE), social influence (SI), facilitating conditions (FC), hedonic motivation (HM) factors, and predictors to assume that students’ Python programming intention (PPI) and academic achievement would be high if they continued to use it. Furthermore, behavioral intention (BI) is converted to Python programming intention (PPI) according to the Python programming course and then used as a predictor.

Keller’s ARCS model [29] identifies variables such as attention, relevance, confidence, and pleasure that are important in motivating learners, as well as tactics that assist in their implementation. Among them, student motivation is influenced by confidence. People’s anxiety levels will be reasonably low if they are confident in their skills and the work is not too demanding [30]. They will consistently endeavor to attain their objectives if they are confident in their abilities and the task is not too difficult. According to research by Stankov, Morony, and Lee (2014), confidence is statistically connected to mathematical success and has the most impact [31]. Huett et al. (2008) mentioned that even though the student has high education motivation, their confidence might be affected by the learner’s isolation, unfamiliar virtual education environment, and distance between professors [32]. Burger and Blignaut (2007) analyzed South African students’ computer literacy performance predictions based on psychological characteristics, and confidence was shown to be a statistically significant component [33]. Furthermore, Stankov (2013) conducted literature research about psychological non-cognitive factors with potential influence on academic performance, and it was revealed to have a high correlation by yielding a confidence score greater than 0.45 [34].

In this paper, students who have complete confidence expect that their academic success would be high, and Keller’s course interest survey includes several confidence questions as predictors. The following are the questions that were chosen.

1. With even little luck, I’ll be able to achieve good grades in this class.
2. My ability to succeed in this class is dependent on my efforts.
3. I am confident that if I study well with this subject, I will succeed.
4. I believe the level of challenge in the class is acceptable since it is neither too easy nor too challenging.

The following is the content of the learner’s activities. According to Morgan (2015), attendance and academic faithfulness are complicated for teachers who supervise the virtual school environment. Even though there were many conclusions indicating that the relationship between attendance rate and academic achievement had a positive correlation at the beginning of active research, subsequent studies suggested that it was not a significant factor or even did not possess any relationship [35]. Woodfield, Jessop, and McMillan (2006) claim that attendance is important for both male and female students in their final degree [36]. According to a study by Halpern (2007), even if students’ attendance has a significantly positive influence on academic achievement [37], it was somewhat insufficient compared to other factors. Credé, Roch, and Kieszczynka (2010) and Guleker and Keci (2014) also found a positive correlation [38,39]. Choi (2016) used demographic, school life, psychological, and learning management system data to predict test performance, and the association between absence days and test scores was the strongest, but it was determined to be negligible in multiple regression analysis [40]. Choi-Lundberg et al. (2020) also exhibited minimal correlation [41]. However, according to an examination by Xhomara (2017), a correlation was calculated between lecture attendance and grades and bivariate linear regression, which was found to be statistically noteworthy [42], and Lu and Cutumisu (2022) found that attendance encourages performance through online learning participation and formative evaluation results [43].

Since text messaging and group chatting are now feasible all around the world thanks to the widespread use of smartphones, incorporating these technologies into the classroom
has become straightforward. A mobile-based social media platform can influence not only how people communicate, but also create learning processes [44]. Although some students and teachers feel distant due to communication rather than physical distance [45], the total amount of time learners spend communicating with teachers positively affects students’ attitude toward instruction, helping and motivating students to better understand the content of instruction [46]. According to Ingerhan (2012), the efficacy of online learning declines dramatically when students have trouble connecting with teachers [47]. Students responded that Kakao Talk chats helped them comprehend other students’ perspectives and experiences, according to the research by Wrigglesworth (2019), as a consequence of using Kakao Talk, one of Korea’s most popular mobile messengers, in foreign language class sites [48]. Choi et al. (2021) utilized SNS communication tools for group chat in online classes and performed a focus group interview with students, which made them feel it was convenient to check class information immediately and they were satisfied that they could contact their instructors in real time [13]. Khan et al. (2017) conducted a cross-sectional study of the performance of three groups (1. control group, 2. face-to-face class + WhatsApp, 3. face-to-face class + WhatsApp + learning management system) and used WhatsApp messenger to help students participate in the discussion and escalate the learning ability [49].

In this paper, online class attendance and conversation frequency in open chat rooms are used as predictors of academic achievement.

3. Proposed Model

Data mining, also known as knowledge discovery, machine learning, and predictive analysis [50], is the process of searching for meaningful patterns in data. Data mining analysis is carried out in this study by using procedures shown in Figure 1.

![Figure 1. Procedure for performing data mining analysis.](image)

Data preparation based on business knowledge in Step 1 comprehends the data generation process and prepares the data for data mining analysis.

The second step is exploratory data analysis, process of finding features through data preparation and the search for a fundamental knowledge of data. The Cronbach’s alpha value is used to assess the questionnaire’s reliability. In addition, to determine the main features of students’ academic accomplishment, a comparison analysis of the average of the questionnaire items is undertaken.

The goal of Step 3 is to limit the number of characteristics in the dataset without sacrificing model performance, as containing too many attributes in the dataset increases the model’s complexity [50].

Stage 4 is to build a model using an algorithm, which is a step that involves choosing and implementing an acceptable analytic approach. The prediction of score and grade is achieved by using multiple regression analysis and logistic regression analysis approaches, respectively, centered on the factors chosen in step 3.
Step 5 is the verification of the model. In general, the predictive analysis construction method divides data into two categories: learning and testing [50]. If the procedure of confirming performance with a fixed test set is repeated in this scenario, the model becomes a model that only performs well for the test set. As a result, cross validation is utilized, which divides the data into $k$ sections and conducts $k$ assessments.

In step 6, decision trees are used to assess the relevance of variables. The relative significance of a variable may be confirmed using standardized regression coefficients in a four-step regression analysis, but it is not feasible to assess whether the variable is significantly important [51]. Decision trees, on the other hand, are simple to utilize from the perspective of an analyst and to interpret the findings from the perspective of a business user [50]. Furthermore, decision tree analysis is used to determine the hierarchical link between elements.

4. Experiment Result

4.1. Step 1

First, the understanding of business in step 1 is as follows. Creative programming liberal arts courses for non-majors were opened in the second semester of 2020 and the first semester of 2021, and Python programming sessions were held for 15 weeks. The class covered both theory and practice of web scraping for data analysis using Python. In the second semester of 2020, there were two divisions, and in the first semester of 2021, there were four divisions. One division for each semester was committed to a class that could only be taken by liberal arts students. Due to COVID-19, all six classes were held via online recording lectures, and the same instructor taught the same class and evaluated by the same students.

The contents of Table 1 indicate how attributes are divided into students’ psychological states and activities.

<table>
<thead>
<tr>
<th>Section</th>
<th>Feature (Abbreviation)</th>
<th>Number of Questionnaire Questions or Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological state</td>
<td>Performance expectancy (PE)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Effort expectancy (EE)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Social influence (SI)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Facilitating conditions (FC)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Hedonic motivation (HM)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Python programming intention (PPI)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Confidence (C)</td>
<td>4</td>
</tr>
<tr>
<td>Activities</td>
<td>Attendance (Attendance)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Open KakaoTalk with high frequency (Kakao)</td>
<td>1</td>
</tr>
</tbody>
</table>

The psychological conditions were assessed using a questionnaire approach. The surveys all employed a seven-point Likert scale, and the measurements were taken right before the final test in Week 15. Prior to the survey, all students were requested to discuss the study’s goal, ensure the confidentiality of personal information, and perform the survey independently. A total of 509 students were surveyed, with 463 responding (excluding F credits and unresponsive students). The proportion of students attending humanities universities is the greatest, as indicated in Figure 2.
The psychological conditions were assessed using a questionnaire approach. The surveys all employed a seven-point Likert scale, and the measurements were taken right before the final test in Week 15. Prior to the survey, all students were requested to discuss the study’s goal, ensure the confidentiality of personal information, and perform the survey independently. A total of 509 students were surveyed, with 463 responding (excluding F credits and unresponsive students). The proportion of students attending humanities universities is the greatest, as indicated in Figure 2.

Figure 2. Number of students at each college.

Academic achievement is defined as the sum of a final score (numerical type) and a grade (binary type). Actual students receive a total of 100 points, with 10 points given for attendance, 10 points granted for assignments, 40 points allocated for midterms, and 40 points assigned for final examinations. Since attendance is a factor in this study, this score is removed, resulting in a total score ranging from 0 to 90. The grade is based in part on the school’s relative evaluation 4 policy, which is implemented in actual courses. Relative evaluation 4 employs a ratio of up to 40% achieving grade A in the number of students in one class, with the other students achieving B, C, D, and F. This researcher set A at up to 40% in the real class, but confirmed in the final study data that the score fluctuates depending on the class. For example, one class scored an A with 75 points, whereas the other obtained a B. As a result, students with 70 points or more were assigned to A, while the remainder of the students were assigned to B. A grade accounted for 36% of the total 509 students, and 185:278 of the 463 students who eventually achieved an A grade, accounting for 40%.

4.2. Step2

In the second step, exploratory data analysis was performed centering on the collected data, and the analysis SW used was SPSS v. 24 (IBM Korea, Seoul, Korea). First, we investigated the Cronbach’s alpha value, which evaluates the reliability of a measurement method consisting of several items, to measure the reliability of the questionnaire questions. All questionnaire questions are judged to be 0.8 or higher, as shown in Table 2, and the reliability of the measurement item is high.

Table 2. Cronbach’s alpha of questionnaire items.

<table>
<thead>
<tr>
<th></th>
<th>PE</th>
<th>EE</th>
<th>SI</th>
<th>FC</th>
<th>HM</th>
<th>PPI</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cronbach’s alpha</td>
<td>0.923</td>
<td>0.919</td>
<td>0.945</td>
<td>0.815</td>
<td>0.955</td>
<td>0.949</td>
<td>0.803</td>
</tr>
</tbody>
</table>

As a result of checking the distribution of scores of the following students, it is confirmed that the 70 points range is the most common and the 60 points range is the second most common, as shown in Figure 3.
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Figure 3. Students’ score histogram.

The following is an example of Student’s \( t \)-test. The \( t \)-test was used to compare the characteristics of pupils with A and B grades. The \( t \)-test results are presented in Table 3 below. According to Levene’s equal variance test statistic F value, if the significance probability is greater than 0.05, it is performed as equal variances assumed, and if it is less than 0.05, it is performed as a \( t \)-test as equal variances not assumed. Except for Kakao Talk, all factors were judged to be statistically significant because their values were less than 0.05. Taking this into account, it is judged that the average of psychological state and activity factors of the students are different, between the students who received grade A and those received grade B.

Table 3. \( t \)-test between A and B.

<table>
<thead>
<tr>
<th>Mean</th>
<th>Levene’s Test for Equality of Variances</th>
<th>( t )-Test for Equality of Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>df</td>
<td>Sig.</td>
</tr>
<tr>
<td>Attendance</td>
<td>14.96</td>
<td>14.57</td>
</tr>
<tr>
<td>Kakao</td>
<td>4.82</td>
<td>5.43</td>
</tr>
<tr>
<td>PE1</td>
<td>5.76</td>
<td>4.98</td>
</tr>
<tr>
<td>PE2</td>
<td>5.73</td>
<td>4.98</td>
</tr>
<tr>
<td>PE3</td>
<td>5.19</td>
<td>4.49</td>
</tr>
<tr>
<td>PE4</td>
<td>5.50</td>
<td>4.74</td>
</tr>
<tr>
<td>EE1</td>
<td>4.14</td>
<td>3.25</td>
</tr>
<tr>
<td>EE2</td>
<td>4.82</td>
<td>3.89</td>
</tr>
<tr>
<td>EE3</td>
<td>4.75</td>
<td>3.61</td>
</tr>
<tr>
<td>EE4</td>
<td>4.45</td>
<td>3.40</td>
</tr>
<tr>
<td>SI1</td>
<td>4.28</td>
<td>3.85</td>
</tr>
<tr>
<td>SI2</td>
<td>4.25</td>
<td>3.77</td>
</tr>
<tr>
<td>SI3</td>
<td>4.44</td>
<td>4.05</td>
</tr>
<tr>
<td>FC1</td>
<td>5.13</td>
<td>4.26</td>
</tr>
<tr>
<td>FC2</td>
<td>4.92</td>
<td>3.92</td>
</tr>
<tr>
<td>FC3</td>
<td>4.32</td>
<td>3.60</td>
</tr>
<tr>
<td>FC4</td>
<td>5.15</td>
<td>4.65</td>
</tr>
<tr>
<td>HM1</td>
<td>5.50</td>
<td>4.40</td>
</tr>
<tr>
<td>HM2</td>
<td>5.24</td>
<td>4.15</td>
</tr>
</tbody>
</table>
4.3. Step3

Stage 3 is a feature selection step for score and rating labels, with RapidMiner studio v. 9.10 (RapidMiner Korea, Seoul and Korea) as the analytic SW. RapidMiner’s feature selection includes a filter method and a wrapper technique. The filter technique ranks a criterion and picks only the top characteristics, whereas the wrapper approach iteratively adds or excludes attributes from the current set of attributes to improve accuracy [52–54]. The filter technique is typically employed when the number of attributes is very large or computational cost is an essential concern, but the number of attributes in this study is not great, thus, the wrapper approach is utilized.

First, here are the findings of the score analysis. RapidMiner was used to accomplish wrapper-type forward selection and backward elimination. Checking R squared revealed that the forward technique yielded a greater value compared to the backward approach, whose values were 0.343 and 0.323, respectively. The following are the attributes and contents that were chosen.

Score: Attendance, EE3, HM2, PPI2, C3

- EE3: Python programming is easy for me to use.
- HM2: I find Python programming interesting.
- PPI2: I will always attempt to utilize Python in my schoolwork and other activities.
- C3: I feel that if I work hard in this class, I can succeed.

Second, we present the outcome of the grade analysis. Forward selection and back- ground estimation were performed as in the previous example, and it was proven that the former had an accuracy of 72.35 percent, while the latter had an accuracy of 69.11 percent, which was greater than the latter. The following are the attributes and contents that were chosen.

Grade: Attendance, Kakao, EE3, HM1, PPI1

- EE3: Python programming is easy for me to use.
- HM1: I find Python programming to be enjoyable.
- PPI1: I intend to continue to use Python.

Attendance and EE3 were often chosen in scores and grades, as demonstrated in Figure 4. Hedonic motivation and Python programming intention were retrieved in common, even though the detailed components were distinct. In addition, both the difference set of scores and the difference set of grades have confidence qualities and Kakao attributes.
4.4. Step4

Stage 4 explains the relationship between the independent variables chosen in the previous step and the dependent variable, and a model capable of predicting the dependent variable is developed. Multiple regression analysis was performed using numerical scores, logistic regression analysis was performed using categorical ratings, and statistical verification was performed using SPSS.

Table 4 shows the results of the multiple regression analysis first.

<table>
<thead>
<tr>
<th>Pearson Correlation</th>
<th>Coefficients</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstandardized Coefficients</td>
<td>Standardized Coefficients</td>
<td>Beta</td>
<td>Sig.</td>
</tr>
<tr>
<td>(Constant)</td>
<td>−29.210</td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Attendance</td>
<td>10.376</td>
<td>0.348</td>
<td>0.371</td>
<td>0.000</td>
</tr>
<tr>
<td>EE3</td>
<td>2.944</td>
<td>0.248</td>
<td>0.426</td>
<td>0.000</td>
</tr>
<tr>
<td>HM2</td>
<td>0.938</td>
<td>0.076</td>
<td>0.394</td>
<td>0.184</td>
</tr>
<tr>
<td>PPI2</td>
<td>0.727</td>
<td>0.059</td>
<td>0.386</td>
<td>0.284</td>
</tr>
<tr>
<td>C3</td>
<td>2.772</td>
<td>0.191</td>
<td>0.374</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Model summary

Adjusted R square = 0.352
Std. Error of the estimate: 16.39147
Durbin–Watson = 1.816

ANOVA

F = 51.263
Sig. = 0.000

When the Pearson correlation coefficient was used to examine the relationship between the score and each independent variable, it was discovered that EE3 had a relatively high correlation of 0.4 or more, while the rest had a low correlation, and the significance probability between all variables and scores was significant at 0.05. The regression line explains 35.2 percent of the final score, and the adjusted R squared is 0.352. Durbin–Watson’s figure is 1.816, which is near 2, indicating that it is independent. The F value was found to be 51.263, and the regression equation was 0.000, which was significant. The HM2 and PPI2 variables were found to be insignificant through using significance probability in the coefficient, and as both VIFs are smaller than 10, there is no difficulty with multicollinearity. In addition, the non-standardization coefficient is used to generate the regression equation.

Score = −129.210 + 10.376 × Attendance + 2.944 × EE3 + 0.938 × HM2 + 0.727 × PPI2 + 2.772 × C3

(1)

The verification results for the regression model are shown in Figure 5. The histogram of the normalized residuals for the dependent variable is included on the left, and the solid line indicates a normal distribution. The normalized residuals create a conventional normal distribution.
table in the center picture, with the points lying on a 45-degree straight line. Finally, the picture on the right demonstrates how to test the equal variance assumption. Standardized residuals and standardized predictions have no relationship.

Figure 5. Verification result of the regression model.

The outcomes of the logistic regression are reported in Table 5 below.

Table 5. Result of binomial logistic regression.

<table>
<thead>
<tr>
<th>Variables in the equation</th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attendance</td>
<td>-1.819</td>
<td>0.395</td>
<td>21.205</td>
<td>1</td>
<td>0.000</td>
<td>0.162</td>
</tr>
<tr>
<td>EE3</td>
<td>-0.245</td>
<td>0.089</td>
<td>7.688</td>
<td>1</td>
<td>0.006</td>
<td>0.782</td>
</tr>
<tr>
<td>Kakao</td>
<td>0.011</td>
<td>0.009</td>
<td>1.594</td>
<td>1</td>
<td>0.207</td>
<td>1.011</td>
</tr>
<tr>
<td>HM1</td>
<td>-0.301</td>
<td>0.112</td>
<td>7.266</td>
<td>1</td>
<td>0.007</td>
<td>0.913</td>
</tr>
<tr>
<td>PPI1</td>
<td>-0.091</td>
<td>0.102</td>
<td>0.795</td>
<td>1</td>
<td>0.373</td>
<td>0.913</td>
</tr>
<tr>
<td>Constant</td>
<td>30.365</td>
<td>5.933</td>
<td>26.193</td>
<td>1</td>
<td>0.000</td>
<td>1.5401×10^13</td>
</tr>
</tbody>
</table>

Omnibus tests of model coefficient

Chi-square: 119.452
df: 5
Sig.: 0.000

Model summary

Cox and Snell R square: 0.227
Nagelkerke R square: 0.308

Hosmer and Lemeshow test

Chi-square: 12.327
df: 8
Sig.: 0.137
The Chi-square for step, block, and model in the Omnibus tests of model is 119.452, and the regression equation is found to be meaningful since the p-value is less than the significance level of 0.05. In the model summary, the logistic regression equation exhibits $-2 \text{ LL}$ of 500.192 and explanatory power of 30.8% of the dependent variable, with Nagelkerke R square of 0.308. As the significance probability is larger than 0.05, the null hypothesis that the estimated model is suitable can be chosen as a consequence of completing the Hosmer and Lemeshow test to examine the overall fit of the regression model. Factors apart from Kakao and PPI1 were determined to be significant at the 0.05 level in the developed regression equation, and the regression equation is as follows.

$$\log(\text{Grade}) = 30.365 - 1.819 \times \text{Attendance} + 0.011 \times \text{Kakao} + -0.245 \times \text{EE3} - 0.301 \times \text{HM1} + -0.091 \times \text{PPI1}$$

(2)

4.5. Step5

Cross validation with k set to 10 was used to verify the model in step 5. The mean of root mean squared error applied to the square mean of the residual is 16.444 as a consequence of verifying the score. Additionally, the average squared correlation is 0.347, indicating how well the model predicts the observed value.

Second, the grade verification results are described in Table 6. The average sensitivity, or capacity to correctly select A, is 59.46%, while the average specificity, or ability to accurately identify B, is 77.70%. In addition, the average of precision, which is actually related to grade A among the found grade A results, is 63.95%. The accuracy average, which is a broad measure of classifier performance, is 70.41%.

Table 6. Confusion matrix of logistic regression.

<table>
<thead>
<tr>
<th></th>
<th>True B</th>
<th>True A</th>
<th>Class Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. B</td>
<td>216</td>
<td>75</td>
<td>74.23%</td>
</tr>
<tr>
<td>Pred. A</td>
<td>62</td>
<td>110</td>
<td>63.95%</td>
</tr>
<tr>
<td>Class recall</td>
<td>77.70%</td>
<td>59.46%</td>
<td>Micro average 70.41%</td>
</tr>
</tbody>
</table>

Further significance evaluation of the hit rate of the logistic regression model can be performed as a criterion of group size and probability. The ratio of the sum of the largest rows to the sum of all matrices is 0.629 = (216 + 75)/463. Additionally, 0.533 = (0.629)^2 + (1 – 0.629)^2 is the square of the greatest row’s ratio plus the square of the probability that this does not belong to that group. The resulting model can be regarded to be significant since the hit rate of 0.7041 is greater than these two.

The following are the AUC–ROC curve findings. The average AUC, or area under the ROC curve, is 0.762, as shown in Figure 6, which is a graph that demonstrates the performance of all classification models. Although it is usual for AUC to choose classifiers with a score of 0.8 or above [50], the logistic regression model used in this work does not match this criterion, suggesting that the performance is unsatisfactory.

4.6. Step6

The next stage is to use decision trees to assess the relevance of variables. The upper nodes in the decision tree are chosen based on factors that are significant for segmenting a certain data set [50]. The criteria were set to least squares, centered on the score. Furthermore, the maximum depth was set to 4, and cross validation was performed with K equal to 10. As shown in Figure 7, if EE3 is greater than 4.5, it is confirmed that it consists of students with the highest average score since the root node and attendance is greater than 14.5.
4.6. Step6

The next stage is to use decision trees to assess the relevance of variables. The upper nodes in the decision tree are chosen based on factors that are significant for segmenting a certain data set [50]. The criteria were set to least squares, centered on the score. Furthermore, the maximum depth was set to 4, and cross validation was performed with K equal to 10. As shown in Figure 7, if EE3 is greater than 4.5, it is confirmed that it consists of students with the highest average score since the root node and attendance is greater than 14.5.

If EE3 is less than 1.5 and PPI2 is less than 2.5, students with the lowest average score are distributed. Attendance had the greatest impact on score, followed by EE3 and PPI2. Among the factors influencing Python programming intention, the relative impact of effort expectancy was the lowest, and it was determined to be negligible even in the structural equation model [27,28]. When it comes to interacting with students’ scores, however, this is chosen through feature selection and confirmed to be a critical component that has the biggest effect after attendance.

Second, except for the criteria of the previous score, the remainder of the grade was kept the same. The criterion has been set to accuracy. As shown in Figure 8, it is proven that HM1 is greater than 5.5 as the root node, EE3 is greater than 3.5, attendance is greater than 13.5, and 93:44 represents more than a majority of students with A grades. If, on the other hand, HM1 is 5.5 or less, EE3 is 5.5 or less, and PPI1 is 6.5 or less, students with B grades are allocated at 203:69. Furthermore, PPI1 had the greatest impact on grade, followed by EE3, Kakao, attendance, and HM1.
Second, except for the criteria of the previous score, the remainder of the grade was divided into HM2, EE3, and PPI2 with factors chosen in the score, as shown in Table 7.

Table 7. Weight of attributes and decision tree based on grade between A and B.

<table>
<thead>
<tr>
<th>Grade</th>
<th>Attribute</th>
<th>Weight</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>HM2</td>
<td>0.562</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EE3</td>
<td>0.291</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPI2</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Attendance</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Attendance</td>
<td>0.371</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPI2</td>
<td>0.322</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EE3</td>
<td>0.296</td>
<td></td>
</tr>
</tbody>
</table>

After dividing the students in grades, A and B, the decision tree was executed again with factors chosen in the score, as shown in Table 7.

Attendance, PPI2, and EE3 are all shared by both, however, only the root node of Class A contains HM2. The factors that have the largest impact on grade A are HM2, EE3, PPI2, attendance, and on grade B—attendance, PPI2, and EE3. In other words, it is essential for A-grade students, since the weight of pleasure through Python programming is considerably larger, that the lecturer should concentrate more on their hedonic motivation in order to improve their academic performance. For B-grade students, on the other hand, EE3 has a smaller weight than attendance and PPI2, although the difference is slight. Students find Python programming difficult since this is in the root node of decision tree, and we feel that there is a need to provide a range of approaches to make it easier for students to think logically and write code. Furthermore, students with A grades have a low weight for attendance, whereas students with B grades have the largest weight for attendance. This is thought to be important to motivate students with B grades to attend class and show interest.

5. Conclusions

In the first semester of 2020, the COVID-19 pandemic, which began in early 2020, forced the introduction of non-face-to-face class in the educational area. There were various con-
straints in SW education, which involves a significant portion of practice, compared to theoretical class that merely delivers lecture videos. We attempted to objectively validate how the pandemic condition influenced pupils' academic success during this procedure. The objectives of this work were to develop more effective SW education methodologies through educational design and to find solutions to non-face-to-face SW education's constraints.

Using student information obtained for students in the same subject and the results of the academic performance evaluation, the factors that affected academic accomplishment over the COVID-19 period were investigated. This research examined SW education academic achievement evaluation results and student survey results through analytical modeling in this procedure. Academic accomplishment in non-face-to-face SW classrooms was investigated, and elements that may be included in SW education design were provided.

A six-step data analysis process, including exploratory data analysis, feature selection, building model, model evaluation, and checking variable importance, was established to confirm the factors of academic accomplishment. The influence of factors by individual characteristics on college students' academic success in the second semester of 2020 and the first semester of 2021 during COVID-19 was estimated and validated. Furthermore, the relevance of each variable was verified by using an analytic approach. EE3 (ease of use) was an essential element in levels such as A and B, as a result of examining the achievement level and aspects of students' academic accomplishment. Many classes in the computer science curriculum spend a considerable amount of time at the start of the lecture setting up programming preferences. Students frequently assist one another or get help from assistants during this procedure. Due to COVID-19, it was difficult to acquire this assistance in non-face-to-face education, particularly in large-scale lectures with more than 50 students. Therefore, the simplicity of use of practical instruments became a more essential component in accomplishment. Particularly in the group that achieved an A grade, satisfaction via programming development such as HM2 became a significant element. This is closely connected to the qualities of computer programs that may be created by a single individual. Creating a curriculum that reflects this feature in non-face-to-face SW education will provide students with an opportunity to improve their performance. The finding that the attendance factor differed between students receiving grades A and B is closely tied to the features of non-face-to-face classes. In addition, along with the components of HM3 and EE3, PPI2 was identified as an important factor, which is the third most important factor for students who obtained A grades. These three characteristics, when considered together, suggest that students who enjoy programming and want to apply it eventually improve their SW education success. The process of students designing and utilizing their own apps may be considered as a tremendous incentive in SW disciplines due to the nature of the subjects.

Since recorded videos were delivered separately due to the nature of non-face-to-face classes, absenteeism is not an issue for students with strong learning motivation even if they are absent, unlike real-time lectures. However, there is a concern that attendance may weaken the enthusiasm to continue the class for students who do not have a high learning motivation. Especially, the SW class curriculum is difficult to understand when learners do not follow the procedure in the sequence of each chapter.

This research identified any changes in non-cs students’ academic success as well as the factors that impact students’ academic achievement at the individual and school levels during the pandemic. Based on the outcomes, the intellectual gap between students grew because of the pandemic, and SW education design was sought to provide implications.

This paper makes the following contributions.

First, the traditional offline programming class was converted to an online programming class so that education would not be interrupted even in a COVID-19 pandemic situation. In this way, students’ right to learn was protected and sustainable education was pursued. Since the class was ERT, it would go offline after the endemic, but it could be an indicator that can be referenced in case of another disaster in the future.
Second, it was shown that programming classes, in which practice is generally regarded as important, can be successfully conducted with asynchronized video classes. To this end, various channels such as instant chat were provided so that students could easily ask questions at any time. In addition, the pre-recorded video remained available so that learners could watch it whenever they wanted without limiting the number of times. In addition, it is expected that this experience will be helpful in expanding the educational service provision method of universities (pre-planned online learning rather than ERT).

Third, factors that significantly affect students’ academic achievement in online liberal arts programming classes were identified. For this reason, this study provides important considerations when designing liberal arts software education.

However, there is a limit to inferring priorities between factors only by analyzing academic achievement and factors in the second semester of 2020 and the first semester of 2021. Through follow-up studies, it is necessary to observe the data linked to the results of this study on an annual basis. It is possible to provide clues that indicate the aspects that contribute to the educational accomplishment of SW education in curriculum design through this procedure. Furthermore, it offers a chance for a systematic learning assistance system for populations with low SW education attainment. Empirical investigations on pandemics, online SW education, and academic accomplishment will be conducted as part of a follow-up study based on this study, contributing to the overall quality improvement of SW education and policy elements that can alleviate the problem of academic gap between student groups.

A limitation of this study is that it did not perform classification according to additional internal characteristics for students not majoring in SW programming. If SW programming beginners have background knowledge of computing, they will be able to reduce the difficulty they feel when establishing the procedure for problem solving in the computing environment and easily specify the process of work. However, we plan to conduct a comparative study on students with a background in computing. Through this follow-up study, we will be able to confirm in more detail the educational effect of logical problem solving provided by CT.
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