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Abstract: Decentralisation and sector coupling are becoming increasingly crucial for the decarbonisation of the energy system. Resources such as waste and water have high energy recovery potential and are required as inputs for various conversion technologies; however, waste and water have not yet been considered in sector coupling approaches but only in separate examinations. In this work, an open-source sector coupling optimisation model considering all of these resources and their utilisation is developed and applied in a test-bed in an Israeli city. Our investigations include an impact assessment of energy recovery and resource utilisation in the transition to a hydrogen economy, with regard to the inclusion of greywater and consideration of emissions. Additionally, sensitivity analyses are performed in order to assess the complexity level of energy recovery. The results demonstrate that waste and water energy recovery can provide high contributions to energy generation. Furthermore, greywater use can be vital to cover the water demands in scarcity periods, thus saving potable water and enabling the use of technology. Regarding the transition to hydrogen technologies, resource energy recovery and management have an even higher effect than in the original setup. However, without appropriate resource management, a reduction in emissions cannot be achieved. Furthermore, the sensitivity analyses indicate the existence of complex relationships between energy recovery technologies and other energy system operations.

Keywords: resource utilisation; energy recovery; sector coupling; greywater; energy system modelling

1. Introduction

The increasing trend towards decentralisation in energy systems requires additional generation technology options due to the lower-rated power of decentralised generation units. Many resources used in everyday life are associated with high energy recovery potential. In particular, waste and water treatment may have an impact on the operations of energy systems. Resource treatment of waste and water can be considered in sector coupling applications, but resource use should not lead to a negative impact on the environment. To achieve the sustainability and efficiency of resource utilisation in energy systems, the sustainable development goals of the United Nations are leading guidelines to be considered [1]. Of these 17 goals, the goals of sustainable water management, energy availability, and sustainable consumption and production patterns are the most important for achieving sustainability in the whole resource extraction and utilisation process. By considering these aspects, sustainable resource treatment and implementation in the entire energy system can help to reach the goals of the Paris Climate Agreement [2] in order to reduce global CO₂ emissions.

Sector coupling is seen as a critical action for sustainability in energy systems by reducing emissions in sectors that are more difficult to decarbonise. Sustainability can be achieved by decreasing the amount of wasted energy and resources in technological operations and through resource utilisation. Such reductions are expected to lead to an...
overall increased energy system efficiency [3]. Waste contributions to other energy sectors include incineration for electricity and heat generation, as well as anaerobic digestion for biogas generation [4]; however, the waste must be collected and processed for efficient use. The inclusion of water into the energy system can be considered from multiple perspectives. For many electricity generation processes, water is required as an additional input; for example, hydro power plants, cooling in thermal power plants, and electrolysis are processes requiring water. Furthermore, electricity is needed for water treatment processes, such as in sewage treatment plants [5]. In addition, energy can be recovered from water treatment processes, for example, through the further processing of sewage sludge by combustion and anaerobic digestion [6]. The recovery of water from sewage is another important aspect from the perspective of resource sustainability.

To investigate the energy recovery potential of waste and water, a case study considering the inclusion of resource utilisation in the energy system was carried out. Therefore, a test-bed in a small city in Israel was set up, where waste and water conversion technologies are implemented. This test-bed considers the resource supply and an energy demand in the city. Previously mentioned decentralised energy recovery technologies for waste and water were implemented in the test-bed. Emphasis is also placed on the interactions of waste and water with other decentralised energy systems conversion technologies, such as power-to-heat or gas conversion technologies. In an extension of the test-bed, the impact of resource utilisation in the same city due to the transition from gas to hydrogen is investigated. However, the overall goal of the case study is sustainable resource utilisation and treatment. For the investigations in the test-bed, a linear optimisation model for the considered energy system is set up, in which conversion and energy recovery technologies for waste and water are implemented. Technologies requiring additional water input are modelled accordingly. By performing this optimisation, the optimal operations in the energy system, considering efficient resource utilisation, can be determined.

The core objective of this paper is to investigate the energy recovery potential and resource utilisation of waste and wastewater treatment in a holistically considered energy system. In this context, we mainly focus on the energy system technological operations and on the impact of energy recovery on these operations. Water is considered as a limited resource. Therefore, water scarcity investigations and greywater use are further core objectives. Furthermore, the impact of resource utilisation on CO$_2$ emissions is examined. This results in the following research questions:

- What are the energy recovery and resource utilisation potentials of waste and wastewater treatment in a holistically considered energy system, and how do they affect the operation of other energy system technologies?
- What is the impact of water as a limited resource, and what benefits to energy system operations emerge through greywater use?
- Which CO$_2$ emissions are generated by the use of energy recovery technologies combined with conventional technologies, and can a transition to a hydrogen-based energy system lead to emission reductions?

All of our investigations were carried out in the defined test-bed, with additional consideration of the transition to a hydrogen economy.

The remainder of this paper is organized as follows: In Section 2, the state-of-the-art on the topic is presented. The method applied in the investigations is described in Section 3. Furthermore, the results regarding energy recovery potential, greywater use, and impact on CO$_2$ emissions are presented in Section 4. Building upon this, the potential of and barriers to energy recovery and greywater use and the transition to a hydrogen economy are discussed in Section 5. The final conclusions of the investigations are presented in Section 6.

2. State-of-the-Art

To set up the test-bed appropriately, a review of the existing work on energy recovery in the literature was performed. Section 2.1 presents the existing work on resource recovery and utilisation, while Section 2.2 gives an overview of papers investigating greywater
use. The state-of-the-art on sector coupling is presented in Section 2.3. Finally, Section 2.4 concludes the chapter with a presentation of the progress beyond the state-of-the-art.


Both waste and water have a high potential for energy recovery. Various investigations, such as Thormark [7], Moya et al. [8], and Giugliano et al. [9], have highlighted the potential of energy and material recovery from waste treatment. Dlamini et al. [10] and Milutinović et al. [11] described waste energy recovery processes, such as incineration and anaerobic digestion, as conversion technologies to prevent environmentally harmful land-filling. The results in Yi et al. [12] and Chen [13] have demonstrated that waste energy recovery may lead to increased CO$_2$ emissions, while Yaman et al. [14] have outlined the potential for greenhouse gas reductions. Such contradictions highlight the complexity of energy recovery utilisation, and show that the implementation of waste and sludge energy recovery is dependent on the considered energy system. Regarding water energy recovery, sewage sludge, as a by-product of sewage treatment, has a similar energy recovery potential to waste, as the resource can be incinerated or digested into biogas, as has been investigated by Peccia and Westerhoff [15]. Hong et al. [16] have shown that sludge treatment could reduce the overall environmental impact of sludge, whereas Wang and Nakakubo [17] have found that the energy recovery options are dependent on the design of the sewage treatment system. Furthermore, Singh et al. [18] have found that sludge energy recovery has a positive impact on energy demand and land use. However, the moisture content of sludge can lower the efficiency of sludge energy recovery, as reported by Quan et al. [19]. It must be considered that, as with waste treatment, sewage and sludge treatment leads to CO$_2$ emissions, as reported by Masuda et al. [20]. Not only can energy be recovered through sewage treatment, but also potable water, as has been mentioned by Verstraete et al. [21]. As waste and sludge energy recovery is a widely considered topic, different real-life case studies have been set up in various publications. Amulen et al. [22] have designed an energy recovery facility in Uganda, while Medina-Mijangos and Seguí-Amórtegui [23] have analysed the economic impact of an energy recovery facility in Spain. The investigations in the mentioned literature have emphasised the importance of considering waste and sewage treatment in energy system analyses.

For an efficient treatment of waste and water, preliminary resource management, considering concepts such as those of Kan [24], Vasanthi et al. [25], and Hasan et al. [26], are mandatory for resource utilisation. Waste management should focus on prevention and operation, including the treatment and disposal of resources, as reported by Tseng et al. [27]. Zhang et al. [28] have declared that future waste management developments should promote a transition from linear to circular management. However, according to Khan et al. [29], successful waste management implementations are associated with challenges such as the improvement of waste collection. According to Corsten et al. [30], waste management can contribute to CO$_2$ emission reductions by implementing high-quality recycling and ensuring the energy efficiency of waste treatment processes. Water management concepts aim to treat water in all processes as a valuable and limited commodity. According to Sharafatmandrad and Mashizi [31], the overall goal of water management is a sustainable balance between demand and resource availability. The investigations of Willis et al. [32] and Zhang et al. [33] have highlighted the importance of water management and conservation to address critical water issues regarding scarcity and sustainability. Aivazidou [34] has introduced a potential water management framework, while Lee et al. [35] have emphasised that such frameworks are dependent on national water policies. However, not only energy recovery implementation but also resource utilisation must be considered in holistic energy system analyses.

2.2. Greywater Utilisation

The efficient resource utilisation of water can be achieved through the implementation of greywater, which is defined as wastewater from baths and laundries. Kitchen and
toilet wastewater is excluded due to their higher contamination [36–38]. According to Sudarsan et al. [39], greywater is becoming increasingly important due to the depletion of natural water sources. Early concepts by Christova-Boal et al. [40] and Al-Jayyousi [41] in Australia and Jordan have identified greywater as an option for sustainable water use. The latter highlighted its potential in arid regions. A similar study has been carried out by Mandal et al. [42] in India, where greywater has emerged as a feasible solution to overcome scarcity problems. Furthermore, Knutsson and Knutsson [43] have developed a simulation model for water and energy-saving that underlined the importance of greywater implementation. However, Khajvand et al. [44] have found that greywater utilisation is dependent on the status of greywater within national frameworks. Due to increasing water scarcity in many countries in the world, Santasmasas et al. [45] have reported that potable water should only be used for purposes where the highest water quality is required. Couto et al. [46] have carried out a study in a Brazilian airport, where the use of greywater was sufficient to cover non-potable water demands, highlighting the potable water-saving potential. Furthermore, the studies of Ángel López Zavala et al. [47] and Zhang et al. [48] have described rainwater harvesting as an additional opportunity to generate greywater. However, this is associated with uncertainty, due to a dependence on statistical rainfall data. Furthermore, rainwater harvesting is less cost- and energy-effective than greywater recycling, as found by Stang et al. [49].

Greywater use has additional benefits besides water saving. A further benefit of greywater use is a load reduction at sewage treatment plants, as reported by Ahmad and EL-Dessouky [50]. However, Radingoana et al. [51] have also identified potential environmental and health risks if greywater is not used with caution. Anuja et al. [52] have reported that greywater utilisation is highly dependent on quality standards. A particular awareness of greywater as a resource is, therefore, required, as declared in the studies of Mourad et al. [53] and Soong et al. [54]. However, according to Cureu and Ghisi [55] and Al-Husseini et al. [56], greywater is still the most viable strategy for water-saving and reduction of potable water consumption.

2.3. Sector Coupling

To include waste and water energy recovery in the energy system, sector coupling concepts must be implemented. Much of the existing literature in the field already focuses on sector coupling, such as the study of Wietschel et al. [57], in which general perspectives of technology use in sector coupling have been investigated. Fridgen et al. [58] have described sector coupling as a purposeful interaction of energy sectors to increase the flexibility of energy demand and supply. Brauner [59] and Edtmayer et al. [60] have emphasised that a further advantage of sector coupling is the effect of peak load shaving. Moreover, sector coupling implementations require the interaction of many different sectors and conversion technologies for efficient operations, according to Mokhtara et al. [61] and Gea-Bermúdez et al. [62].

Resource utilisation and treatment play fundamental roles in sector coupling concepts. Waste can be integrated into the energy system in the form of energy recovery processes, such as incineration and anaerobic digestion [8,10,11]. The implementation of waste in sector coupling has a direct effect on energy infrastructure planning, as reported by Arnaudo et al. [63]. However, Puttachai et al. [64] have found that there is no consistent conclusion on the effect of waste-to-energy on other energy system operations yet. According to Ohnishi et al. [65], waste utilisation in the energy system is important for promoting the transition to low-carbon cities. For the affordable implementation of waste into sector coupling, the income from the output must be maximised, as stated by Thabit et al. [66]. Energy recovery from sewage treatment can also be integrated into sector coupling approaches. Schäfer et al. [67] have investigated the impact of sewage treatment plant inclusion, and concluded that the water sector should be included in sector coupling due to the energy recovery potential of sewage treatment. Furthermore, the energy demand of sewage treatment plants should be considered in this context, according to
Mitsdoerffer [68]. Due to the variety of opportunities for sewage treatment implementation in sector coupling, Neugebauer et al. [69] have provided an overview of the energy recovery potentials of sewage treatment plants. According to Michailos et al. [70], the generated profits are dependent on the techno-economic environment. Wastewater can be coupled with the thermal energy supply, as stated by Lichtenwoehrer et al. [71]. Additional energy recovery from sewage treatment can be gained through sludge combustion and anaerobic digestion, as reported by Mills et al. [72]. Sayegh et al. [73] and Ni et al. [74] have identified further potential for heat recovery from sewage, while Sarkar et al. [75] and Hadad et al. [76] have found potential in using microturbines for sewage flow energy recovery. However, processes in other energy sectors require water as an additional input, which should also be considered in sector coupling, as reported by Nouri et al. [77].

To date, various sector coupling optimisation models have been developed, and some of them have been declared as open-source. Rinaldi et al. [78] have described the development of an open-source framework for the investigation of heat pumps and retrofitting impact. Certain developments, such as the models proposed in Bernath et al. [79] and Hörsch et al. [80], have a major focus on one sector and only partly consider the interaction with other sectors. Other models, such as that of Robinius et al. [81], put the major focus on sector interactions. With the open-source “Dieterpy” framework proposed in Gaete-Morales et al. [82], capacity expansion investigations for sector coupling can be performed. Hilpert et al. [83] have presented the open energy modelling framework “OEMOF”, which provides technological operation analyses in multiple energy sectors.

2.4. Novelties and Progress beyond the State-of-the-Art

Many works have investigated waste and water energy recovery potential in particular, but a combined investigation and inclusion into the energy system has not been examined yet. In energy systems with a large variety of considered energy and service sectors, the complexity of the impact of energy recovery on other energy system operations has not yet been addressed. Furthermore, at present, greywater utilisation in energy system investigations has not been widely addressed. To investigate the energy recovery potential of waste and water, as well as their impact on energy system operations, analyses using sector coupling models must be performed. Even though many existing open-source sector coupling models have already been developed, a model extension is needed to meet the analysis requirements.

The novelties and contributions beyond the state-of-the-art of this work can be summarised as follows:

(i) Inclusion of both waste and water resource utilisation and energy recovery technologies into a multiple energy sector coupling approaches with additional consideration of CO₂ emissions.

(ii) Impact assessment of greywater use in sector coupling with particular analysis considering water scarcity periods.

(iii) Comparison of waste and water energy recovery potential and greywater utilisation in gas- and hydrogen-based energy systems.

(iv) Development of an open-source energy system model “RUTIS” (Resource Utilisation in Sector Coupling) [84] based on the modelling framework “OEMOF” [83], featuring an extension of the framework functionalities.

(v) Identification of the relationship between energy recovery technologies, conventional conversion technologies, and external procurement in gas- and hydrogen-based energy systems.

3. Materials and Methods

For the elaboration of the research questions, a linear optimisation problem with the hourly resolution was set up. With this model, the flows between sectors are optimised based on minimum costs [84] (dispatch optimisation model). The model was implemented within the open modelling framework (OEMOF). This has proven to be the most suitable
framework for the investigation, due the simple implementation of interactions between multiple sectors.

3.1. Investigation Setup

In order to address the research questions, a test-bed setup in a fictional city in Israel with a population of approximately 12,000 was investigated. Israel is a suitable country for the investigation of the research questions, as the decentralised energy generation in Israel is based, to a large extent, on gas [85]. As gas conversion technologies cause moderately high CO$_2$ emissions, investigation of the energy recovery potential in Israel is crucial. Furthermore, Israel is one of the countries with the highest level of water scarcity in the world, making investigations regarding water scarcity in Israel of utmost importance [86,87]. Figure 1 presents the configuration of the use-case setup. The technologies considered in all investigations are highlighted in yellow, whereas technologies only considered in the investigations with decentralised gas technologies are highlighted in grey. In an additional impact analysis, considering the transition from gas technologies to hydrogen technologies was carried out. Hydrogen can be generated through the electrolysis and anaerobic digestion of waste and sludge. The technologies and sectors studied in this analysis are highlighted in green. For certain conversion technologies, the input is changed from natural gas to hydrogen. Gas blockheat generation plants are replaced by fuel cells. Furthermore, greywater is presented as an additional sector. As not all investigations consider greywater, the associated technologies are separately highlighted in blue.

The developed optimisation model was applied to the setup in Figure 1, in order to evaluate the optimum flows between the sectors.

3.2. Energy Recovery Optimisation Model

With the model, it was possible to determine the contribution of resource treatment energy recovery to the overall inputs of the considered sectors. This was performed by evaluating the flows between the sectors through minimum costs using a dispatch optimisation. To analyse the energy recovery potential in the Israeli city, the model was applied to the setup in Figure 1. In the setup, decentralised generation and energy recovery from resource treatment were prioritised over external purchases. The latter were implemented to cover the remaining demand. To consider renewable electricity generation in Israel
from photovoltaics (PV), a share of 30% of the decentralised generation was assumed to come from PV, and the remaining 70% was covered by decentralised gas conversion technologies [85].

3.2.1. Workflow

The presentation of the workflow is fundamental to understanding the functionality of the model. All steps required to determine the optimum flows are presented in this section. For the mathematical description of the model, the variables determined in the optimisation are defined using lower-case letters and pre-defined parameters with capital letters.

In the first step, the considered energy and service sectors must be defined. To connect the sectors, conversion technologies are required. Additionally, storage is implemented. For each sector, input and output sets are defined, with conversion technology flows allocated to these sets.

\[
\text{set}^{\text{in}}_{\text{sector}} = \{x_{\text{tech,1}}, x_{\text{tech,2}}, \ldots, x_{\text{tech,n}}\},
\]

(1)

\[
\text{set}^{\text{out}}_{\text{sector}} = \{x_{\text{tech,1}}, x_{\text{tech,2}}, \ldots, x_{\text{tech,m}}\}.
\]

(2)

Sectors can also be interpreted as sets, where the gas sector is a set element in the general examinations and the hydrogen sector in special examinations. Greywater is a set element in corresponding investigations.

\[
\text{Sectors} = \{\text{Elec}, \text{Heat}, \text{Waste}, \text{Water}, \text{Sewage}, \text{Sludge}, \text{Gas}, \text{H}_2, \text{Greywater}\},
\]

(3)

The allocations of the inputs and outputs of the conversion technologies are summarised in Table A1 (Appendix A). Sewage, sludge, and greywater sectors are assigned to the water sector. Storage, grid inputs, and demands are not considered in the table, as they are only allocated to a single sector. After the sectors and technologies are defined, the energy system is built up in the second step. This includes the conversion technology connections and the allocation of operational and purchase costs to technologies. After setting up the energy system, the optimisation is performed by cost minimisation. The results of the model are the dispatched flows between the sectors. An overview of the workflow is presented in Figure 2.

![Figure 2. Optimisation Model Workflow.](attachment:image.png)

3.2.2. Objective Function

The objective of the optimisation model is to determine the manner of operation of the energy system components that leads to the least total costs. The costs consist of conversion, storage, technological operation and maintenance costs (O&M costs), as well as the costs associated with external energy purchases from grids. For grids, there exists a
difference between the modelled costs and real incurred costs. The model costs are set at a relatively high level compared to the technology O&M costs. By using high model costs, the decentralised technologies are prioritised in the optimisation process. The real costs must be defined in order to be able to reflect reality in the results. For evaluation of the incurred costs, real costs, in the form of procurement costs, are considered.

Conversion technologies can be summarised in sets, where each element has assigned O&M costs. The inputs and outputs of technologies are considered as sets, as some have multiple inputs or outputs. Furthermore, specific costs are assigned to each input and output. If no costs are incurred, the specific costs are set to zero.

$$Technologies = \{ \text{Power2heat, Battery, Boiler, } \ldots \},$$

$$c^{O&M}_{i,t} = \sum_{\text{Inputs}} C^{in}_{i,t} \cdot x^{in}_{i,t} + \sum_{\text{Outputs}} C^{out}_{i,t} \cdot x^{out}_{i,t} \quad \forall i \in Technologies.$$ (4)

The sources can equivalently be summarised as sets:

$$Sources = \{ \text{Electricitygrid, Gasgrid} \},$$

$$c^{\text{purchase}}_{j,t} = C^{\text{purchase}}_{j,t} \cdot x^{\text{purchase}}_{j,t} \quad \forall j \in Sources.$$ (5)

The objective function minimises the sum of technological O&M ($C^{O&M}_{technology}$) and external purchase costs ($C^{\text{purchase}}_{source}$), which are incorporated into the total costs ($C_{total}$) (see Equation (8)). Total costs are considered for the whole period $T$.

$$\min(c_{total}) = \min \sum_{t=1}^{T} \left( \sum_{i \in Technologies} C^{O&M}_{i,t} + \sum_{j \in Sources} C^{\text{purchase}}_{j,t} \right).$$ (8)

3.2.3. Constraints

The cost minimisation is limited by model constraints. Due to the use of technology in the energy system, technological processing limitations are considered. The maximum energy that can be processed in each time step $\Delta t$ is limited by the maximum power ($P^{\text{max}}_i$) of the technology. Similar limitations arise for maximum processed masses ($V^{\text{max}}_i$) and volumes ($M^{\text{max}}_i$), with maximum flows per time unit. The constraints are described in Equations (9)–(11).

$$\frac{q_{i,t}}{\Delta t} \leq P^{\text{max}}_i \quad \forall i \in Technologies, t \leq T,$$ (9)

$$\frac{v_{i,t}}{\Delta t} \leq V^{\text{max}}_i \quad \forall i \in Technologies, t \leq T,$$ (10)

$$\frac{m_{i,t}}{\Delta t} \leq M^{\text{max}}_i \quad \forall i \in Technologies, t \leq T.$$ (11)

As storage is considered in the model, storage equations are also implemented as model constraints. Some storages, such as waste, are only emptied in certain time steps. For these technologies, disposal periods ($T^{\text{disposal}}$) are defined. Such disposal periods are combined together into a set ($Period^{\text{disposal}}$), with a number of elements equal to the disposal actions in the total time steps $T$. For all other time steps, no storage output is possible.

$$Period^{\text{disposal}} = \{ t^{\text{disposal}}_1, t^{\text{disposal}}_2, \ldots, t^{\text{disposal}}_d \}.$$ (12)

Each set element is calculated using the following equation.

$$T^{\text{disposal}}_d = \frac{T}{d \cdot T^{\text{interval}}},$$ (13)
The state of charge (SOC) for the storage equations is calculated using the SOC of the previous time step; the charge, discharge, and standby efficiencies ($\eta$); and the input and output decision variables. In the first time step, an initial value for the SOC is set.

$$soc_t = \eta^{sb} \cdot soc_{t-1} + \eta^{in} \cdot x^{in}_t - \frac{x^{out}_t}{\eta^{out}},$$  \hspace{1cm} (14)$$

$$soc_{t=0} = SOC_{\text{start}},$$  \hspace{1cm} (15)$$

$$soc_t = 0 \quad \forall t \in \text{Period}_{\text{disposal}},$$  \hspace{1cm} (16)$$

$$x^{out}_t = 0 \quad \forall t \notin \text{Period}_{\text{disposal}}.$$  \hspace{1cm} (17)$$

Furthermore, the conversion equations for each technology are implemented as model constraints through the technology conversion factor ($F_{\text{conversion}}$) in Equation (18). Depending on the technology, the conversion factor may also be time-dependent.

$$x^{out}_{i,t} = F_{\text{conversion},i,t} \cdot x^{in}_{i,t} \quad \forall i \in \text{Technologies}.$$  \hspace{1cm} (18)$$

Some conversion technologies have additional required inputs from other sectors that are dependent on the primary input (Equation (19)). Electrolysis, for example, requires water in a manner depending on the electricity input in order to generate hydrogen. Such relationships are implemented through additional constraints for technologies with at least two dependent inputs ($n_{\text{inputs}}$).

$$x^{resource}_{i,t} = F_{\text{resource},i,t} \cdot x^{in}_{i,t} \quad \forall i \in \text{Technologies}, \quad n_{\text{inputs}} \geq 2.$$  \hspace{1cm} (19)$$

Finally, a balance rule for all sectors, equating the inputs and outputs of sectors, is implemented. The sets in Equations (1) and (2), in addition to the sector set in Equation (3), are considered in this constraint.

$$\sum_{k \in \text{set}_{in}} x_{k,t} = \sum_{l \in \text{set}_{out}} x_{l,t} \quad \forall k \in \text{Sectors}.$$  \hspace{1cm} (20)$$

### 3.3. Water Scarcity

To investigate the impact of water scarcity in Israel, additional constraints are added to the model. The main focus here is to analyse the impact of water scarcity on technology use and the opportunities emerging through greywater utilisation. In all scarcity investigations, the sector set in Equation (3) includes the greywater sector. For the setup in Figure 1, a total water demand $D_{t}^{\text{water}}$ is given as a parameter at each time step. The water demand can be covered by either potable water from the water sector ($d^{\text{potablewater}}_t$) or greywater from the greywater sector ($d^{\text{greywater}}_t$). Both coverage options are implemented as variables, which are determined in the optimisation process. The demand coverage is added to the model as an additional constraint.

$$D_{t}^{\text{water}} = d^{\text{potablewater}}_t + d^{\text{greywater}}_t.$$  \hspace{1cm} (21)$$

The share of the water demand that can be covered by greywater is limited. A limitation for $Share^{\text{greywater}}$ of 50% is assumed, based on the greywater re-use potential presented by Christova-Boal et al. [40].

$$d^{\text{greywater}}_t \leq Share^{\text{greywater}} \cdot D_{t}^{\text{water}}.$$  \hspace{1cm} (22)$$

For the potable water share, no limitations are assumed. This means that the potable water coverage for the demand ranges between 50% and 100%. The water scarcity constraint is implemented through the consideration of time-dependent scarcity factors $F_{t}^{\text{sarcity}}$. 
Potable water used for the demand coverage and for electrolysis are limited by these scarcity factors.

\[ d_{i_{\text{potable water}}} + d_{i_{\text{electrolysis}}} \leq F_{i_{\text{scurarity}}} . D_{i_{\text{water}}}. \]  

(23)

By evaluating the decision variables for potable water demand coverage and electrolysis, the impacts of water scarcity on technology use and greywater are examined. As mentioned above, Israel is a country with one of the highest water stress levels. The scarcity factors used in the model were based on previously reported data [86–88]. In the summer months, the scarcity factors are assigned the lowest values. By assuming after-effects from the summer, scarcity factors in autumn are lower than in the winter.

3.4. CO\textsubscript{2} Emissions

\[ \text{CO}_2 \text{ emissions are considered in two different ways. At first, the impact of the CO}_2 \text{ price on the dispatch of the flows was investigated. In a further analysis, the model was reconfigured to include an emissions minimisation objective function. This led to an alternative objective function, which served to minimise the emissions.} \]

3.4.1. CO\textsubscript{2} Price

\[ \text{Emissions are considered as additional outputs of some technologies. For the conversion technologies of the set in Equation (4), local emissions are considered; whereas, for the source emissions in Equation (6), pre-chain emissions in the generation and transmission steps are considered. To implement the CO}_2 \text{ emissions in the model, the set of sectors in Equation (3) was extended with a CO}_2 \text{ sector. Furthermore, the sets in Equations (1) and (2) were created for the CO}_2 \text{ sector. The balance rule of Equation (20) was also applied to the CO}_2 \text{ sector. However, the output flow set of the CO}_2 \text{ sector only consists of one variable } e_{i_{total}}, \text{ in which all of the CO}_2 \text{ emission inputs are summed.} \]

\[ e_{i_{\text{total}}} = \sum_{i \in \text{set}_{\text{in}}} e_{i_{total}} \forall k \in \text{Sectors, } k = \text{Emissions}. \]  

(24)

The CO\textsubscript{2} price is multiplied by the total emissions to obtain the total costs caused by the emissions:

\[ \sum_{i=1}^{T} p_{\text{CO}_2} \cdot e_{i_{\text{total}}}. \]  

(25)

The emission costs are considered as additional costs in the objective function. Therefore, Equation (8) is extended using the emission costs in order to take into account the influence of emissions in the optimisation, resulting in the adapted objective function:

\[ \min \left( \sum_{i=1}^{T} \left( \sum_{j \in \text{Technologies}} F_{i_{j_{\text{CO}_2}}} \cdot x_{i_{j}}^{\text{in}} + \sum_{j \in \text{Sources}} F_{i_{j_{\text{CO}_2}}} \cdot x_{j_{\text{out}}} \right) \right). \]  

(26)

To determine the impact of the CO\textsubscript{2} price on the total emissions and the dispatch of the energy, mass, and volume flows, a sensitivity analysis of the CO\textsubscript{2} price was conducted. The prices were set based on the data of [89–91]. For the basic investigations, a price variation from 30 €/t\textsubscript{CO}_2 to 500 €/t\textsubscript{CO}_2 was considered. As extreme values, prices of 800 €/t\textsubscript{CO}_2 and 4000 €/t\textsubscript{CO}_2 were additionally examined.

3.4.2. CO\textsubscript{2} Emission Minimisation

Another option to consider CO\textsubscript{2} emissions is to perform a CO\textsubscript{2} minimisation approach with the optimisation model. Therefore, the objective function of the model must be altered to minimise emissions.

\[ \min \left( \sum_{i=1}^{T} \left( \sum_{j \in \text{Technologies}} F_{i_{j_{\text{CO}_2}}} \cdot x_{i_{j}}^{\text{in}} + \sum_{j \in \text{Sources}} F_{i_{j_{\text{CO}_2}}} \cdot x_{j_{\text{out}}} \right) \right). \]  

(27)
The minimum cost objective function in Equation (8), in combination with the cost evaluation in Equations (5) and (7), is similar to the minimum emission objective function in Equation (27). Therefore, only the costs in the original objective function were replaced with the emissions factors $F_{CO_2}$ in the optimisation. Technologies without emissions were considered to have an emissions factor of zero and had no contribution to the objective function. For sources, real emissions factors and comparably high emissions factors for the promotion of local technologies were both investigated. Otherwise, no changes to the optimisation problem were required, and the other steps in the workflow were equivalent to the steps presented in Figure 2. The constraints in Section 3.2.3 remain valid for both objective functions. The goal of the emissions minimisation was to determine the impact of CO$_2$ emissions on technology use.

3.5. Case Study Setup

A short introduction to the investigations performed with the model, with respect to the case study setup, is presented in this section. The execution of the examination was carried out in several steps. In the first step, the gas-based energy system in Figure 1 was set up using the “RUTIS” model. A major focus was placed on decentralised conversion technologies, which, in the first case study, consisted mainly of gas conversion and resource energy recovery technologies. All technologies, demands, and generation units in the setup were scaled and aggregated to the size of the considered city in Israel. In general, this setup represents the technology and resource utilisation in the city. In the second step, the energy recovery potential of resource treatment in the setup was assessed. The method presented in Section 3.2.1 was applied for this assessment. Additionally, the change in technology use without resource treatment energy recovery implementation was determined. Investigations of the CO$_2$ emissions were further conducted in the second step. However, in the third step, the setup was extended with water scarcity constraints (see Section 3.3). In this step, the focus was placed on technologies requiring potable water as a resource. A further emphasis was placed on the change of technology use when scarcity constraints were applied. Furthermore, the impact of greywater on technology use is a significant aspect of the third step. While CO$_2$ investigations were a part of all investigations conducted, they were the main focus of the fourth investigation. The impact of CO$_2$ prices and the change in the energy system optimisation with respect to emissions minimisation were analysed in this step. As in the previous steps, the goal was to assess the change in technology use. In the fifth step, the setup in Figure 1 was altered to a hydrogen-based energy system. The same investigations as in the gas-based energy system (Steps 1–4) were conducted for the hydrogen-based system. Furthermore, both setups were compared regarding technology use and CO$_2$ emissions. Finally, in the sixth step, sensitivity analyses of the disposed waste and sludge were carried out in both the gas- and hydrogen-based setups, with the goal of analysing the relationship between energy recovery technologies and the overall energy system operations. Based on this analysis, the inherent complexity of the processes was identified. In summary, the six steps in the case study allowed for the elaboration of the research questions.

3.6. Model Validation

For validation of the model, an energy system with all model functionalities and conversion technologies was set up for the operation of test scenarios. In these scenarios, the impact of the model configuration was tested. Technologies and energy sectors were removed from the energy system, and technological parameters such as costs were set to extreme values to force a specific model behaviour. The functionality of the model was then validated through the corresponding reactions of the model. A detailed description of the model validation process can be found in Appendix C.
4. Results

The results presented in this section include the results for energy recovery in Section 4.1, the impact of water scarcity in Section 4.2, CO₂ emission investigations in Section 4.3, and the results regarding the transition to a hydrogen economy in Section 4.4. Finally, the relationships between energy recovery and other energy system operations are presented in Section 4.5.

4.1. Energy Recovery

The main results for energy recovery from waste and water are described in this section. Waste and water have non-negligible energy recovery potential, as they can provide high contributions to electricity and heat generation. The results with empty waste and sludge storage at the beginning of the year, in addition to the total costs, can be seen in Figure 3.

![Energy Recovery Contribution to Electricity and Heat](image)

The contribution of waste combustion to electricity generation was 5903 MWh, and the contribution of sludge combustion was 1325 MWh. Together, waste and sludge combustion can cover about 52% of the electricity generation. For the heat sector, the total contribution was 8261 MWh (22%). Gas, which is used at 22% for electricity and 15% for heat, can be covered by 79% through anaerobic sludge digestion. The total waste is further treated for energy recovery, and less than 1% of the sludge resources are disposed of without further restrictions. Regarding the costs, electricity and gas costs mainly emerged through grid
purchasing, with costs between 158 and 193 kEUR. Technological O&M costs were low compared to grid procurement costs. The cost-intensive processing of sewage sludge is a special case, with costs of 170 k€. However, as its disposal without recovery of energy would also cause costs, sludge treatment is still the most efficient option. The overall costs of the gas-based setup for one year were 735 k€.

For the efficient use of resources, the adaption of resource treatment to demand profiles is necessary. By changing the planning horizon of waste treatment, with the storage being half full at the beginning of the year, the contribution of waste combustion to electricity could be slightly increased, and the total costs were decreased by over 100 k€. Therefore, long-term treatment planning can lead to higher efficiencies. Another important aspect is efficient resource processing. If the waste storage disposal periods are set too low, the waste cannot be treated when the recovered energy is needed; however, if no waste and water energy recovery potential are considered at all, the electricity purchased from the grid rose to 10,178 MWh (80%), and all gas had to be purchased from the grid. This resulted in a total cost increase to 3.8 Mio €, due to increased grid purchase and high waste and sludge disposal costs. The impact of non-usable waste on the energy contributions and on the CO₂ emissions can be seen in Figure 4. For this investigation, a constraint imposing a minimum disposed waste amount was added, and a CO₂ price of 30 €/tCO₂ was considered.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Impact of non-usable waste energy recovery.

Until 20% of waste is disposed of, the contribution of gas technology to electricity significantly increased. From this share on, sludge must be saved for winter, and less was incinerated. However, the gas grid purchase decreased at first due to the increasing anaerobic digestion of sludge. At higher shares, decentralised gas technologies could not cover the electricity demand in the city, and electricity had to be procured from the grid (i.e., central power plants). As with the previous results, the total costs increased with increasing disposed waste. The right figure shows that emissions increased with higher disposed waste and rose even more when grids were increasingly needed.

4.2. Water Scarcity

The water scarcity results, based on the assumptions in Section 3.3, are presented for the hydrogen-based setup. Without electrolysis, greywater was only used to cover the demand in scarcity periods. Over the whole year, the contribution of greywater to the total water demand was about 18%. When the hydrogen economy scenario was considered (green in Figure 1), an impact on the technology use of electrolysis also emerged due to Equation (23). Table 1 shows the impact of scarcity on greywater and electrolysis use.
Table 1. Impact of water scarcity on greywater and electrolysis use.

<table>
<thead>
<tr>
<th>Case</th>
<th>Greywater Share %</th>
<th>Electrolysis in MWh</th>
<th>Electrolysis Water in m³</th>
</tr>
</thead>
<tbody>
<tr>
<td>No scarcity constraint</td>
<td>0</td>
<td>9330</td>
<td>2640</td>
</tr>
<tr>
<td>Limit (f_{scarcity} = 1)</td>
<td>0.3</td>
<td>9330</td>
<td>2640</td>
</tr>
<tr>
<td>Scarcity time-series</td>
<td>17.9</td>
<td>9330</td>
<td>2640</td>
</tr>
</tbody>
</table>

It can be seen that greywater was implemented to cover the water demand in scarcity periods and to provide water for electrolysis. With other economically feasible hydrogen generation technologies, electrolysis was reduced in scarcity periods; however, with few available technologies, electrolysis must be enabled in the energy system, even in scarcity periods. Additional conversion technologies for hydrogen, apart from electrolysis, must, therefore, be provided in hydrogen-based energy systems.

4.3. CO₂ Emissions

In this section, the impacts of CO₂ price and emission minimisation, as described in Section 3.4, are presented. At maximum waste and water energy recovery, annual CO₂ emissions of about 4700 t per year can be evaluated from the graph in Figure 4. Table 2 provides an overview of the impact of the CO₂ price and CO₂ minimisation on similar parameters as in Figure 4.

Table 2. Impact of CO₂ price and emissions minimisation.

<table>
<thead>
<tr>
<th>CO₂ Price (€/tCO₂)</th>
<th>El. Grid %</th>
<th>Gas-Grid %</th>
<th>Comb. to El. %</th>
<th>CO₂ in t/year</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.5</td>
<td>20.6</td>
<td>22.5</td>
<td>51.6</td>
</tr>
<tr>
<td>30</td>
<td>7.5</td>
<td>20.9</td>
<td>22</td>
<td>52.1</td>
</tr>
<tr>
<td>120</td>
<td>7.5</td>
<td>21.6</td>
<td>21.6</td>
<td>52.6</td>
</tr>
<tr>
<td>500</td>
<td>7.5</td>
<td>21.1</td>
<td>22.9</td>
<td>51.1</td>
</tr>
<tr>
<td>800</td>
<td>7.3</td>
<td>23.4</td>
<td>19</td>
<td>55.8</td>
</tr>
<tr>
<td>Opt Grid</td>
<td>0</td>
<td>48.3</td>
<td>18.6</td>
<td>62.9</td>
</tr>
<tr>
<td>Opt Local</td>
<td>0</td>
<td>40.1</td>
<td>31.3</td>
<td>55.7</td>
</tr>
</tbody>
</table>

With CO₂ prices over 800 €/tCO₂, an impact on the energy system with reduced gas technology use was determined. The impact of CO₂ price was low due to the few technology options. In the minimisation, the results differed between the consideration of grids (Opt Grid) and primary local technology usage (Opt Local). As the gas grid has only a low amount of pre-chain emissions (0.02 kgCO₂/kWh), compared to the emissions in the electricity mix in Israel (0.6 kgCO₂/kWh), the gas grid was used in favour of the electrical grid [92,93]. The local gas technology emissions do not exceed the electricity grid emissions. For waste combustion, only the fossil share (0.22 kgCO₂/kgwaste) of the total emissions (1.1 kgCO₂/kgwaste) was considered [94]. In the CO₂ price scenario, sludge combustion increased with increasing CO₂ prices. A similar behaviour was determined in the minimisation scenarios, where gas technologies were increasingly replaced by energy recovery technologies. Greywater emerged as a further option to reduce CO₂ emissions; however, financial incentives or high CO₂ prices were necessary to promote greywater utilisation from a financial perspective. From an emissions perspective, greywater was implemented, as in the CO₂ minimisation scenario, with a greywater contribution of about 4%.

4.4. Hydrogen Economy

The results of the green highlighted setup in Figure 1 are presented in this section, in which gas technologies are replaced by hydrogen technologies. To cover the hydrogen demand, electrolysis (at 11.861 MWh per year) was required. All hydrogen was obtained
by electrolysis. Sludge anaerobic digestion is currently not economically feasible due to its low efficiency. The heat from sludge combustion in the summer could not be used in the considered setup and was lost as waste heat. Alternative use as processing heat could help to reduce this waste heat. Furthermore, the increased electrolysis led to an increase in electricity grid consumption (7764 MWh) compared to the original setup, while the contribution of decentralised technology decreased. The overall electricity demand increased by 9932 MWh. With total costs of 2.58 Mio €, the costs were at a higher level compared to the gas-based setup. As in the original setup, efficient resource utilisation was mandatory. With additional resource treatment adapted to the given demand parameters, grid consumption (−2267 MWh) and electrolysis (−2533 MWh) could be reduced. Thus, the costs could be lowered to 2.2 Mio €, but were still about 1.5 Mio € higher than those in the gas-based setup. If no energy recovery potential of waste and water is used, the electricity grid consumption increased to 29.522 MWh, and 7477 MWh additional electrolysis operation was required compared to the original hydrogen-based setup. Furthermore, the total costs increased to 6.2 Mio €. The electricity inputs and outputs with the implementation of energy recovery and half-full waste storage are presented in Figure 5.

![Figure 5. Hydrogen Economy Electricity Demand and Generation.](image_url)

By transitioning to hydrogen technologies, the total CO₂ emissions increased by 2000 t/year, due to the high emissions share in the Israeli electricity mix. With efficient
resource management, the emissions in the hydrogen economy could be lowered to be only about 900 t/year above the minimum emissions in the gas-based system. Due to few technological options, the CO$_2$ price only had a minor impact on the emissions reduction. Furthermore, greywater had only a slight influence, as treated sewage was needed for energy recovery. Regarding CO$_2$ minimisation, hydrogen technologies were promoted due to the absence of local emissions.

### 4.5. Relationship between Energy Recovery and Energy System Operations

The results of the sensitivity analyses considering waste and sludge disposal in the gas- and hydrogen-based energy systems are presented in this section. Figure 6 shows the results for the gas-based setup. The disposed waste and sludge are displayed on the horizontal axis, whereas the value (in percentage) applies to both resources (e.g., 50% disposal means that 50% of waste and 50% of sludge are disposed of without energy recovery).

**Figure 6.** Gas-based sensitivity analysis.

For the gas-based setup, the impacts of resource disposal on electricity grid purchase, gas grid purchase, and gas technologies are presented. The values on the vertical axis describe the contribution of the technologies and grids to the respective energy sectors in relation to the total contributions of all technologies (in per cent). Furthermore, the impact on the CO$_2$ emissions is presented. Until disposal of 35%, the electricity grid consumption was constant, at about 8%. Between 35% and 90% disposal, an increase in electricity grid consumption to 75% emerged due to lower electricity generation from waste and sludge combustion. The gas grid purchase steadily increased with increased disposal. At 75% disposal, a sharp increase in gas grid consumption occurred, as not enough sludge can be utilised in anaerobic digestion to cover the gas demand. Regarding the gas technologies with electricity as an output, a constant contribution until disposal of 50% was identified. As less gas from anaerobic digestion was available at higher shares and the remaining gas was required for heat provision, the electricity generated by gas technologies decreased. With additional disposal, increasing gas conversion technologies for heat provision were required. Recovered heat from waste and sludge combustion could not be utilised, as the heat pumps were already operating at their capacity limits. Therefore, heat must be provided by gas technologies. The increased grid purchases and gas-to-heat technological operations led to increased CO$_2$ emissions with increased disposed waste and sludge. However, the complex relations in the gas-based setup lead to non-linearity between energy system technology operations and disposed waste and sludge.

In Figure 7, the impact of disposed waste and sludge on electricity grid purchase, electrolysis, and hydrogen-to-heat conversion technologies, as well as the effects on CO$_2$ emissions, are presented.
Regarding the electricity grid and hydrogen-to-heat technologies, the contribution to the overall electricity and heat provision to the energy system is presented. For electrolysis, the share of electricity needed for electrolysis, compared to the overall electricity demand, is presented. Electricity grid purchase, electrolysis, and hydrogen-to-heat technology operation increased almost linearly with increased disposal. Due to less electricity and heat being provided by energy recovery technologies, additional hydrogen for hydrogen boilers was required to cover the heat demand. This hydrogen must be generated by electrolysis, leading to increased electricity grid purchase. Due to these direct relationships, an almost linear relationship between waste and sludge disposal emerged.

5. Discussion

Based on the results presented in Section 4, the significant findings are discussed. In Section 5.1, the potential of energy recovery in the considered city is discussed. Section 5.2 discusses the impact of and potential barriers to greywater implementation. The discussions in Section 5.3 address the transition to a hydrogen economy. Finally, the complexity of the relationships between waste and water energy recovery and energy system operation is discussed in Section 5.4. Figure 8 presents an overview of the importance of the discussion points regarding the impact on emissions under a CO$_2$ price of 30 €/tCO$_2$.

5.1. Potential and Implementation of Energy Recovery

Energy recovery through waste and water is expected to become increasingly crucial in future sustainable energy systems. The results in Section 4.1 demonstrated that energy
recovery from waste and water can provide major contributions to energy demand coverage in the considered Israeli city. Waste and sludge combustion have a direct impact, while anaerobic digestion of the resources can also provide major contributions through the generation of biogas. However, it is not only required to utilise energy recovery of the resources but also to exploit the energy recovery potential when it is needed. A lack of opportunities for coordinated resource utilisation or the missing option for the use of resources at the point of demand can reduce the energy obtained through resource utilisation, as was presented with an emphasis on the planning horizon in Section 4.1. From the emissions perspective, the efficient treatment of resources—especially waste—is a mandatory aspect, as the emissions increase with increasingly disposed waste (see Figure 4).

The combustion of waste and sludge, as efficient resource treatment processes, can help to reduce the total CO\(_2\) emissions and are essential for reducing the electricity procured, which is associated with emission-intensive grid consumption in Israel. By comparing the results of the cost and CO\(_2\) minimisation (see Table 2), it can be seen that energy recovery technologies should be promoted for emissions minimisation. As such, energy recovery should not be considered purely from a cost perspective but also from an environmental perspective. Conversion technologies with local zero emissions (e.g., waste anaerobic digestion) become more important in the emissions minimisation analysis. Therefore, it can be concluded that future energy system planning should be carried out not only in accordance with cost minimisation but also with consideration of emissions minimisation. Technologies should not be fundamentally excluded due to comparatively high costs, provided that they can contribute to a reduction of emissions.

For evaluation of the results, optimisation was performed, in which resource utilisation was only affected by certain constraints and conversion efficiencies. In real-life implementations considering energy recovery from resources, the additional efforts needed for coordination and management of resources may lower the outcome from energy recovery. In particular, the decentralisation of resource utilisation and treatment may be associated with barriers to implementation. Operators must be found for the plants, as decentralisation to privately operated plants for resource treatment might not be expedient, thus leading to high barriers [95]. Connection of the technology energy outputs to the household energy system for direct use can lead to high costs, as grid connections for all of the energy outputs would be required. Furthermore, resource collection and management would have to be completely taken over by households, where there might be a lack of expertise. This leads to the conclusion that an upscaling of resource treatment plants would be the most efficient implementation.

Further implementation barriers might emerge due to the high requirements for the coordination of resource management. The allocation of the energy recovered to the resources collected by certain consumers cannot be determined exactly. This might lower the motivation of consumers for efficient resource utilisation, as the associated business models are complex to implement, and the perspective of sustainable resource treatment might not be motivation enough for some consumers. Moreover, this can lead to free-riders not implementing efficient resource management [96]. Furthermore, for allocation, the resources of multiple consumers need to be measured, which may be too complicated in real-life implementations [97]. This leads to the conclusion that resource utilisation for energy recovery must be implemented and considered with respect to larger use-cases rather than individual consumers.

In summary, efficient resource utilisation for energy recovery requires demand-dependent coordination and the cooperation of many consumers with the operators of waste and sewage treatment plants. A sustainable consumer mindset is an additional requirement for the efficient use of resources.
5.2. Greywater: Opportunities and Barriers

Greywater, as a resource in sector coupling, has been barely considered to date. In times where water is becoming a more and more valuable and precious resource, the recycling of water is becoming increasingly relevant, as well as in the context of energy system operations. Drinking water should only be used for purposes where no other option is available. Therefore, the use of greywater for non-potable water demand coverage is an efficient possibility to use recycled water.

The options for using greywater in the most efficient way are manifold. In addition to laundry and bath sewage, the inclusion of rainwater to cover non-potable water demand is possible [47,48]. All of these recycling technologies can be key factors in getting the maximum utility out of water as a resource. Especially in countries with a high level of water scarcity, the use of greywater may be mandatory in helping to cover the water demand. Considering increasingly electrified systems, with hydrogen as an often-discussed energy carrier needing water, the inclusion of other water provision options than potable water can help to make the inclusion of hydrogen technologies possible, even in dry regions (see Table 1). In an optimised system, greywater use can be implemented to provide potable water for technological use. Furthermore, greywater can help to reduce CO$_2$ emissions in energy systems with many emissions-intensive decentralised generation technologies.

Greywater use not only has numerous advantages but also disadvantages that can arise as barriers. For the use of greywater, two separate sewage pipeline systems are required in households. These are associated with high installation costs, and conversions tend to be even more costly in already existing buildings [98,99]. Furthermore, greywater is water with a low quality level, which makes it unsuitable for many water demand purposes and technologies. In addition, greywater cannot be stored over long periods due to biological processes decreasing the water quality. The results in Section 4.2 indicated that, as energy recovery has a higher impact on energy systems than greywater use, greywater should only be considered in the context of scarcity constraints. In other scenarios, the higher share of energy recovery due to more sewage emerging from potable water use had a higher contribution to energy system operations. Therefore, the sewage from greywater should also be further treated in order to take advantage of the whole available energy recovery potential. However, greywater can still contribute to more sustainable energy system operations, as major advantages arise due to the sustainable utilisation of water as a resource.

5.3. Transition to Hydrogen in Water-Scarce Countries

For future sustainable energy systems, the transition to a hydrogen economy—in which gas technologies are replaced by hydrogen technologies—has been widely discussed. Water is required as a resource for hydrogen generation through electrolysis; however, in water-scarce countries, where the available water for demand coverage is limited, the technological use of potable water is controversial.

Greywater use can help to save water for hydrogen generation by electrolysis, as presented in Table 1. However, additional hydrogen generation technologies, apart from electrolysis, must be provided in hydrogen-based energy systems. The anaerobic digestion of waste and sewage sludge can contribute to hydrogen generation without the additional direct use of potable water, but this is dependent on the emergence of relevant resources. Both technologies are not yet economically feasible compared to combustion technologies, as no contribution was seen in the results of Section 4.4. Therefore, further technological development is required. Electrolysis was a more flexible option in the investigated city, as the electricity that is required as input was available in all time steps; meanwhile, potable water availability was dependent on the scarcity assumptions.

The transition to a hydrogen economy is connected with an increase in total primary energy consumption due to the low efficiencies of hydrogen generation technologies such as electrolysis. The results in Section 4.4 indicated that the absence of energy recovery can lead to a sharp increase in electricity grid consumption and electrolysis operations due to the
high demand for hydrogen. In cities implementing a hydrogen economy, energy recovery from waste and water gains even more relevance. If the decentrally generated energy cannot be provided by waste and sewage treatment processes, the remaining energy demand must be covered by decentralised hydrogen conversion technologies, as shown in the sensitivity analysis in Figure 7. This led to an increase in the total primary energy consumption.

The main purpose of a transition from gas technologies to hydrogen technologies is to achieve the goal of reducing total CO\textsubscript{2} emissions. Hydrogen combustion technologies are associated with locally zero CO\textsubscript{2} emissions. However, if the demand for hydrogen increases, the use of electrolysis also increases. This, again, leads to higher electricity demand, where a large share of the demand must be covered by electricity purchases from the electricity grid. In Israel, the generation of electricity is based on a large share of fossil fuels (0.6 kgCO\textsubscript{2} / kWh). Due to the high emissions intensity, increased hydrogen demand in Israel led to higher CO\textsubscript{2} emissions. The results in Section 4.4 presented that the emissions in the hydrogen economy were 2000 t/ year higher than those in the original setup, whereby an alignment is possible with resource management. This leads to the conclusion that the transition to a hydrogen economy is not necessarily associated with lower emissions. For a target-oriented implementation, it is necessary to reduce the emissions associated with the generation of electricity. Therefore, the transition to a hydrogen economy must be associated with a preliminary transition of electricity generation from fossil fuels to renewable energy sources.

5.4. Complexity in Energy Recovery Relations

The results in Section 4.5 detailed the complexity of the relationships between waste and sludge energy recovery and other energy system operations. Relationships between energy recovery technologies and other energy system operations differed from the presented energy system setups. Thus, a universally valid assumption for the impact of energy recovery technologies on energy system planning is not possible, and detailed, energy system-dependent analyses must be performed. The relationships between energy recovery and energy system operations are strongly reliant on the energy system configuration, which, in turn, depends on the available technologies. Increasing procurement from central sources can lead to increasing complexity. Additional sensitivity analyses on conversion technology capacities in both setups showed that the relationships are also dependent on capacity. If the capacity of a conversion technology is too low to cover the demand, additional generation through other conversion technologies is required. Further implementation of greywater led to increased complexity. Table 1 shows that electrolysis operation was not affected by scarcity constraints due to the provision of greywater for water demand coverage. The interdependence between greywater utilisation, conversion technology operation, and scarcity constraints led to increased complexity in the system. Furthermore, the interdependence between technology capacities, implemented energy recovery technologies, and energy system operations underline the complexity of the described relations.

For further analysis, a parameter describing the influence of energy recovery, \( r_{\text{recovery \ component}} \), was introduced, where the component in the index can be a specific energy system component. This parameter describes the impact of energy recovery on other energy system operations with respect to the associated technologies. Thus, this parameter describes the relationships presented in Figures 6 and 7; however, this parameter is only introduced for theoretical discussion. In a linear relationship, this parameter only depends on the disposed waste and sludge.

\[
\Gamma_{\text{recovery \ component}} = f(m_{\text{waste, disposed}}, m_{\text{sludge, disposed}}).
\]  

(28)

The results in Section 4.5 demonstrated that the influence of one energy system technology is dependent on various parameters of all available energy system components (e.g., capacities or the energy system configuration). In most energy system configurations,
a more complex relationship than in Equation (28) will occur. Such a relationship can be described with Equation (29): 

$$\Gamma_{\text{recovery component}} = f(m_{\text{waste disposed}}, m_{\text{sludge disposed}}, Q_{\text{max}}^{\text{i}}, \text{Technologies}, P_{\text{CO}_2}, F_{t^{\text{sarcity}}}, \ldots).$$   (29)

For investigations on the energy recovery potential of waste and sludge in energy systems, such a relationship must be determined. If this relation is not available, a detailed simulation of the energy system, with consideration of all energy sectors, must be performed. However, regardless of the applied method, the potential assessment of energy recovery is coupled with a high level of complexity.

6. Conclusions

This work proposed the integration of waste and water as sectors in sector coupling approaches in order to achieve efficient resource utilisation by implementing waste and water energy recovery. The functionality of the developed model was demonstrated through the use of an energy system test-bed considering resource utilisation under sector coupling.

The results showed that waste and water energy recovery could make significant contributions to energy generation in other energy sectors. Losses due to non-efficient treatment planning led to the conclusion that, even though there is a lot of energy recovery potential in waste and water, associated implementations in real-life might be hindered due to failures in preliminary management or in the treatment processes. Additionally, the implementation of greywater was investigated as an option for higher water sustainability. However, greywater utilisation requires the installation of separate sewage systems, which may prevent many households from its implementation. Investigations of the transition to a hydrogen economy showed that such a transition is not automatically connected with a reduction in emissions. This is due to the increasing primary energy demand in hydrogen-based systems and the high emissions intensity of the Israeli electricity generation sector. Furthermore, the complexity of the relationships between energy recovery technologies and energy system operations was investigated. The relationships are strongly dependent on the energy system configuration and are usually non-linear.

In future energy system analyses, waste and water energy recovery should be considered in order to increase the overall energy efficiency. Therefore, waste and water should be implemented in sector coupling. Investigations on the energy recovery potential of waste and water in the energy system involve a high level of complexity. Options for the analysis include defining general relations for a considered energy system or performing a detailed analysis of the energy system. However, due to the complexity of the connections, and energy system configuration-dependent analysis might be the more efficient method. Furthermore, the inclusion of greywater is additionally recommended for the more sustainable use of water; before abandoning water-intense conversion technologies from the energy system in water-scarce countries, the alternative use of greywater should be considered. All of these inclusions should be considered in conjunction with CO₂ emissions. In particular, preliminary resource management can be essential for CO₂ reductions. However, resource utilisation will have a major impact on energy system operations, as some resources, such as water, are becoming a valuable commodity. The disposal of resources without recycling or energy recovery might be declared unsustainable or even environmentally harmful.

With the developed optimisation model, the impacts of energy recovery, greywater, and emissions could be determined accordingly. The setup test-bed could be appropriately processed, as the energy system operations were performed in the most efficient way. Through the modular design of the model, the future extension to more conversion technologies and sectors, as well as its application in other energy system setups, can be carried out without high effort. Through the use of an open-source approach, further model development can be carried out by anyone with expertise in energy system modelling.

The limitations of the model arose through the simple mathematical description of the conversion technologies, as our focus was set on the interactions rather than the behaviours
of individual technologies. A further limitation of the approach was the aggregation of
consumers and conversion technologies as the interactions between technologies of the
same type were not modelled. Furthermore, grids and resource distribution streams, as well
as component locations, that could have an impact on the energy system operations were
not implemented in the model.

Future work should consider a similar approach with multiple consumers and conver-
sion technologies, allocated to a particular location. Such investigations may include the
optimisation of energy system operations, as well as the implementation of specific business
models for a more efficient resource utilisation by individual consumers. Additionally,
future work should combine the cost and emissions minimisations (e.g., through Pareto
optimisation) in order to determine the optimal technological operation mode. Moreover,
future work should also focus on the complexity of energy recovery potential assessment
in energy recovery analyses.
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Nomenclature

Model parameters and decision variables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{\text{in}}$</td>
<td>Sector inputs</td>
</tr>
<tr>
<td>$S_{\text{out}}$</td>
<td>Sector outputs</td>
</tr>
<tr>
<td>$S_{\text{sector}}$</td>
<td>Set with all considered sectors</td>
</tr>
<tr>
<td>$S_{\text{Sources}}$</td>
<td>Set with implemented sources</td>
</tr>
<tr>
<td>$T_{\text{disposal}}$</td>
<td>Set of all disposal time steps</td>
</tr>
<tr>
<td>$T$</td>
<td>Total time steps</td>
</tr>
<tr>
<td>$C_{\text{in}}$</td>
<td>Technology input costs</td>
</tr>
<tr>
<td>$C_{\text{out}}$</td>
<td>Technology output costs</td>
</tr>
<tr>
<td>$C_{\text{purchase}}$</td>
<td>Specific purchase costs</td>
</tr>
<tr>
<td>$p_{\text{max}}$</td>
<td>Maximum power</td>
</tr>
<tr>
<td>$V_{\text{max}}$</td>
<td>Maximum processed volume</td>
</tr>
<tr>
<td>$M_{\text{max}}$</td>
<td>Maximum processed mass</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
</tr>
<tr>
<td>$T_{\text{disposal}}$</td>
<td>Disposal interval</td>
</tr>
<tr>
<td>$T_{\text{disposal}}$</td>
<td>Disposal time step</td>
</tr>
<tr>
<td>$\eta^{\text{disposal}}$</td>
<td>Storage standby efficiency</td>
</tr>
</tbody>
</table>
Appendix A. Case Study Setup and Assumptions

The setups for the test-bed in Israel and the corresponding energy system flows between sectors are presented in this section. Figure A1 presents the gas-based energy system. The use of greywater is also implemented but not presented in the graph in order to keep it compact.

![Gas-based energy system](image_url)

The same setup for the hydrogen-based energy system is presented in Figure A2.
Figure A2. Hydrogen-based energy system.

The assigned technological input and output sectors are presented in Table A1.

Table A1. Input and output sector allocation to conversion technologies.

<table>
<thead>
<tr>
<th>Tech</th>
<th>Elec</th>
<th>Heat</th>
<th>Waste</th>
<th>Water</th>
<th>Gas</th>
<th>H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV Generation</td>
<td>Out</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Desalination</td>
<td>In</td>
<td>/</td>
<td>/</td>
<td></td>
<td>Out</td>
<td>/</td>
</tr>
<tr>
<td>P2H</td>
<td>In</td>
<td>Out</td>
<td>/</td>
<td></td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Hot Water</td>
<td>In/Out</td>
<td>In</td>
<td>/</td>
<td></td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Waste Comb.</td>
<td>Out</td>
<td>Out</td>
<td>In</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Waste Biogas</td>
<td>/</td>
<td>/</td>
<td>In</td>
<td>/</td>
<td>Out</td>
<td>/</td>
</tr>
<tr>
<td>Waste H2</td>
<td>/</td>
<td>/</td>
<td>In</td>
<td>/</td>
<td>/</td>
<td>Out</td>
</tr>
<tr>
<td>Gas CHP</td>
<td>Out</td>
<td>Out</td>
<td>/</td>
<td></td>
<td>In</td>
<td>/</td>
</tr>
<tr>
<td>Gas Boiler</td>
<td>/</td>
<td>Out</td>
<td>/</td>
<td></td>
<td>/</td>
<td>In</td>
</tr>
<tr>
<td>Blockheat</td>
<td>/</td>
<td>Out</td>
<td>/</td>
<td></td>
<td>In</td>
<td>/</td>
</tr>
<tr>
<td>Sewage Treat.</td>
<td>In</td>
<td>Out</td>
<td>/</td>
<td>In/Out</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Sludge Comb.</td>
<td>Out</td>
<td>Out</td>
<td>/</td>
<td>In</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Sludge Biogas</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>In</td>
<td>Out</td>
<td>/</td>
</tr>
<tr>
<td>Sludge H2</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>In</td>
<td>/</td>
<td>Out</td>
</tr>
<tr>
<td>Electrolysis</td>
<td>In</td>
<td>/</td>
<td>/</td>
<td>In</td>
<td>/</td>
<td>Out</td>
</tr>
<tr>
<td>H2 CHP</td>
<td>Out</td>
<td>Out</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>In</td>
</tr>
<tr>
<td>Fuel Cell</td>
<td>Out</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>In</td>
</tr>
<tr>
<td>H2 Boiler</td>
<td>/</td>
<td>Out</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>In</td>
</tr>
</tbody>
</table>

To conclude the test-bed setup, the assumed data are shortly described. A total of 560 single-family houses and 200 multi-family houses in Israel were assumed [101]. With about eleven households per multi-family house, this resulted in a total of 2800 households. Regarding decentralised technologies, a share of 30% of renewable energy generation and 70% gas-based generation was assumed [85]. In the following tables, the assumed
maximum values (i.e., maximum power and maximum flows), as well as the conversion factors and costs, are summarised for each sector.

**Table A2. Electricity Assumptions.**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elec. grid</td>
<td>80 MW</td>
<td></td>
<td>15 ct/kWh</td>
<td>11 kW per household [102]</td>
</tr>
<tr>
<td>PV</td>
<td>1.73 MW</td>
<td>Standard profile</td>
<td>/</td>
<td>Half of households with PV</td>
</tr>
<tr>
<td>Heat pump</td>
<td>12.6 MW</td>
<td>COP time-series</td>
<td>0.15 ct/kWh</td>
<td>[103,104]</td>
</tr>
<tr>
<td>Battery</td>
<td>0.285 MW</td>
<td>η of 0.95</td>
<td>0.3 ct/kWh</td>
<td>6% of households [105]</td>
</tr>
<tr>
<td>Desalination</td>
<td>150 m³</td>
<td>3 kWh/m³ elec.</td>
<td>44 ct/m³</td>
<td>[106,107]</td>
</tr>
<tr>
<td>Demand</td>
<td>/</td>
<td>3400 kWh</td>
<td>/</td>
<td>[108]</td>
</tr>
</tbody>
</table>

**Table A3. Heat Assumptions.**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiler</td>
<td>33 MW</td>
<td>η of 0.95, water of 171 kWh</td>
<td>/</td>
<td>[109]</td>
</tr>
<tr>
<td>Heat storage</td>
<td>473 m³</td>
<td>η of 0.8</td>
<td>0.05 ct/kWh</td>
<td>[110,111]</td>
</tr>
<tr>
<td>Demand</td>
<td>/</td>
<td>35 GWh</td>
<td>/</td>
<td>[112]</td>
</tr>
</tbody>
</table>

**Table A4. Waste Assumptions.**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage</td>
<td>1343 m³</td>
<td></td>
<td>/</td>
<td>Disposal periods</td>
</tr>
<tr>
<td>Stock</td>
<td>51 580 m³</td>
<td></td>
<td>/</td>
<td>No disposal periods</td>
</tr>
<tr>
<td>Accruing</td>
<td>/</td>
<td>612 kg/year</td>
<td>/</td>
<td>[113]</td>
</tr>
<tr>
<td>Disposal</td>
<td>/</td>
<td>1343 m³</td>
<td>0.23 ct/kg</td>
<td>[114]</td>
</tr>
<tr>
<td>Combustion</td>
<td>75 MW</td>
<td>η_\text{el} of 0.35, η_\text{th} of 0.4</td>
<td>0.4 ct/kWh</td>
<td>[115]</td>
</tr>
</tbody>
</table>

**Table A5. Water Assumptions.**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>/</td>
<td>758 520 m³</td>
<td>/</td>
<td>[116]</td>
</tr>
<tr>
<td>Sewage treatment</td>
<td>/</td>
<td>η_\text{water} of 0.95, η_\text{el} of 0.5 kWh/m³</td>
<td>4 ct/m³</td>
<td>[117,118]</td>
</tr>
<tr>
<td>Sewage sludge</td>
<td>/</td>
<td>9.2 kg/m³</td>
<td>/</td>
<td>Based on sludge parameters</td>
</tr>
<tr>
<td>Sewage heat</td>
<td>/</td>
<td>3.5 kWh/m³</td>
<td>/</td>
<td>[119]</td>
</tr>
<tr>
<td>Sludge combustion</td>
<td>2.2 MW</td>
<td>η_\text{el} of 0.35, η_\text{th} of 0.4</td>
<td>6 ct/kWh</td>
<td>Same as waste combustion</td>
</tr>
<tr>
<td>Sludge disposal</td>
<td>/</td>
<td>/</td>
<td>23 ct/kg</td>
<td>Same as waste</td>
</tr>
</tbody>
</table>
Table A6. Gas Assumptions.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>/</td>
<td>5112 MWh</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>Grid</td>
<td>1000 MW</td>
<td>/</td>
<td>/</td>
<td>[121]</td>
</tr>
<tr>
<td>Blockheat</td>
<td>6.4 MW</td>
<td>Efficiency 0.44</td>
<td>0.3 ct/kWh</td>
<td>[122,123]</td>
</tr>
<tr>
<td>Boiler</td>
<td>31.5 MW</td>
<td>Efficiency 0.95</td>
<td>0.1 ct/kWh</td>
<td>Like waste combustion</td>
</tr>
<tr>
<td>Co-generation</td>
<td>31.5 MW</td>
<td>$\eta_{el}$ of 0.35, $\eta_{th}$ of 0.4</td>
<td>0.1 ct/kWh</td>
<td>(higher efficiency)</td>
</tr>
<tr>
<td>Anaerobic digestion</td>
<td>Waste: 75 MW</td>
<td>Sludge: 2.2 MW</td>
<td>0.5 kg\text{gas}/kg</td>
<td>7 ct/kg</td>
</tr>
</tbody>
</table>

Table A7. Hydrogen Assumptions.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Limit</th>
<th>Conversion</th>
<th>Costs</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>/</td>
<td>5112 MWh</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>Storage</td>
<td>6 GWh</td>
<td>efficiency 0.6</td>
<td>1.6 ct/kWh</td>
<td>[125–127]</td>
</tr>
<tr>
<td>Electrolysis</td>
<td>50 MW</td>
<td>electricity 3.5 kWh/m$^3$, water 11/l/m$^3$</td>
<td>6.8 ct/m$^3$</td>
<td>[128–130]</td>
</tr>
<tr>
<td>Fuel cell</td>
<td>2.8 MW</td>
<td>efficiency 0.6</td>
<td>1.8 ct/kWh</td>
<td>[131,132]</td>
</tr>
<tr>
<td>Boiler</td>
<td>31.5 MW</td>
<td>efficiency 0.95</td>
<td>0.1 ct/kWh</td>
<td>Like gas boiler</td>
</tr>
<tr>
<td>Co-generation</td>
<td>31.5 MW</td>
<td>$\eta_{el}$ of 0.35, $\eta_{th}$ of 0.4</td>
<td>3 ct/kWh</td>
<td>[133]</td>
</tr>
<tr>
<td>Anaerobic digestion</td>
<td>Waste: 75 MW</td>
<td>Sludge: 2.2 MW</td>
<td>15 g\text{H}_2/kg</td>
<td>7 ct/kg</td>
</tr>
</tbody>
</table>

The assumptions for the emissions associated with the considered technologies are summarised in Table A8.

Table A8. Emissions Assumptions.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Emissions</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elec. grid</td>
<td>0.6 kg/kWh</td>
<td>[92]</td>
</tr>
<tr>
<td>Gas grid</td>
<td>0.02 kg/kWh</td>
<td>[93]</td>
</tr>
<tr>
<td>Gas boiler</td>
<td>0.201 kg/kWh</td>
<td>[135]</td>
</tr>
<tr>
<td>Blockheat</td>
<td>0.201 kg/kWh</td>
<td>[135]</td>
</tr>
<tr>
<td>Gas co-generation</td>
<td>0.201 kg/kWh</td>
<td>[135]</td>
</tr>
<tr>
<td>Waste combustion</td>
<td>1.1 kg/\text{kg}_\text{waste}</td>
<td>[94]</td>
</tr>
<tr>
<td>Waste disposal</td>
<td>0.382 kg/\text{kg}_\text{waste}</td>
<td>[136]</td>
</tr>
<tr>
<td>Sewage treatment</td>
<td>0.3 kg/m$^3$</td>
<td>[137]</td>
</tr>
<tr>
<td>Sludge combustion</td>
<td>50 kg/m$^3$</td>
<td>[135]</td>
</tr>
<tr>
<td>Sludge disposal</td>
<td>1456 kg/m$^3$</td>
<td>[138]</td>
</tr>
</tbody>
</table>

For the water scarcity investigations, the assumed scarcity factors ($F_{i}^{\text{scarcity}}$) over the year are presented in Table A9.
Table A9. Scarcity Factor Assumptions.

<table>
<thead>
<tr>
<th>Month</th>
<th>$f_{scarcity}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.95</td>
</tr>
<tr>
<td>February</td>
<td>0.95</td>
</tr>
<tr>
<td>March</td>
<td>0.95</td>
</tr>
<tr>
<td>April</td>
<td>0.95</td>
</tr>
<tr>
<td>May</td>
<td>0.75</td>
</tr>
<tr>
<td>June</td>
<td>0.6</td>
</tr>
<tr>
<td>July</td>
<td>0.6</td>
</tr>
<tr>
<td>August</td>
<td>0.6</td>
</tr>
<tr>
<td>September</td>
<td>0.75</td>
</tr>
<tr>
<td>October</td>
<td>0.9</td>
</tr>
<tr>
<td>November</td>
<td>0.95</td>
</tr>
<tr>
<td>December</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Appendix B. Model Validation

For the “RUTIS” model validation, a test energy system was set up with the optimisation model in order to test the model functionalities. In the energy system, all model blocks representing conversion technologies were implemented with their corresponding functionalities and constraints. Sources and sinks for external procurement and disposal were also added to the system. For model validation, different configuration settings and their impact on the optimisation results were investigated.

In the first configuration alteration, waste combustion and sludge combustion were removed from the energy system. As in the original setup, no waste and sludge was disposed of without energy recovery. Instead of combustion, anaerobic digestion of both resources was used. In addition, electricity grid consumption and power to heat were increased due to lower electricity generation and heat generation by combustion technologies. By removing anaerobic digestion conversion technologies from the energy system, instead of combustion technologies, all waste and sludge were incinerated. As hydrogen was considered in the whole energy system, the gas demand was covered by methanation instead of anaerobic digestion. Both configurations showed that a change in the energy system setup resulted in the best possible alternative, as no resources were disposed of without energy recovery. Further configuration changes were made by removing the gas sector and its technologies completely. The technologies with gas as an input (e.g., boilers) were replaced by hydrogen technologies. Waste and sludge were incinerated instead of digested. A similar configuration was built by removing the whole hydrogen sector. This resulted in an increase in gas technologies. In both configurations, the removed technologies were replaced by other existing technologies in order to cover the given demand. The use of alternative technologies and alternative energy sectors, if technologies are removed, validated the functionality of the model.

For further validation, extreme values for certain parameters were investigated. By setting a disproportionately high price for the heat pump, compared to other conversion technologies, the technology was not used any more in the optimisation results, as was expected. A limitation of the heat pump power to zero resulted in the same results, as the heat pump was not used in the optimum operation. Similar impacts were seen when reducing the electricity grid purchase costs, which resulted in an expected increase in grid consumption. In addition, the CO$_2$ price was set to a high value compared to all other considered costs in the model. This led to a replacement of all CO$_2$-intensive technology operations with technologies with zero or lower emissions. All extreme value settings resulted in the expected outcome in the results, which provided further model validation.
In summary, all energy system configuration settings and value changes resulted in the expected results. Furthermore, an energy system operation with alternative technologies for energy recovery was performed in all investigations. This led to the conclusion that the setup optimisation model was valid and could be used for the processing of the research questions in this paper. A graphical representation of the model validation method is presented in Figure A3.

Figure A3. Model validation set up: electricity sector input.

Appendix C. Waste and Sludge Operation Results

For a more detailed presentation of the flows in the electricity and heat sector in the gas- and hydrogen-based energy systems, the flows of the sectors are presented in Figure A4.

Figure A4. Electricity and Heat flows.
As an additional extension to Section 4, the results for the processing of waste and sludge are presented. The results for both the gas- and hydrogen-based energy systems are presented. In Figure A5, the waste and sludge diagrams for the gas-based energy system are presented.

Figure A5. Gas-based system: Waste and Sludge Contributions.

The results showed that a major share of waste was incinerated, whereas sludge was mainly digested but also incinerated. The processing in the hydrogen-based economy is presented in Figure A6.

Figure A6. Hydrogen-based system: Waste and Sludge Contributions.
As in the gas-based energy system, almost all waste was incinerated; furthermore, almost all sludge was incinerated, as the anaerobic digestion of hydrogen is not efficient. The contribution of greywater in scarcity periods is additionally presented for both cases. Figure A7 shows the impact of greywater in scarcity periods.

Figure A7. Contribution of greywater in scarcity periods.

It can be seen that greywater required a contribution of over 17% to overcome scarcity periods. The share was slightly increased in hydrogen-based energy systems due to the additional greywater contribution needed to enable electrolysis. Finally, the CO\textsubscript{2} emissions results for both cases are presented in Figure A8. The planning horizons are equivalent to those in Figure 3 for the gas-based setup and Figure 5 for the hydrogen-based setup.

Figure A8. Total CO\textsubscript{2} Emissions.
In the gas-based energy system, the emissions were caused by multiple decentralised gas technologies, while the impact of the electricity grid was only marginal. In turn, in the hydrogen-based system, the major share of emissions was caused by the electricity grid, as the decentralised hydrogen technologies do not cause emissions. Furthermore, adapted resource management was required for the optimal operation of the energy system.
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