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Abstract: It is undeniable that most business organizations rely on the Internet to conduct their highly
competitive businesses nowadays. Cyber security is one of the important elements for companies to
guarantee the normal operation of their business activities. However, there is no panacea in cyber
security protection. Common security practices used are to deploy hardware and software security
protection tools to combat the known security threats which may become more and more powerful
later. In fact, the attackers and security practitioners are at war from time to time. As a result,
such a tools-based security protection strategy cannot be sustained. On the other hand, the related
awareness training for employees is ignored in a number of companies, which has made biased the
decisions made by staff when facing cyber security breaches. In this study, in order to find ways to
sustain such protection, we conduct a quantitative analysis to explore the key elements contributing
to the SETA implementation of the companies and organizations. We evaluate the performances of
eight supervised learning models in a dataset collected from cyber security breach surveys on UK
businesses to perform a fundamental analysis. The detailed analysis is performed via the feature
importance of features generated in the model with better performance in the task of detecting the
companies and organizations with SETA implementation. The experiment result shows that the
awareness related factors play the most significant role in the SETA implementation decision-making
for the businesses, and most of the businesses are lacking the awareness to prevent the potential
cyber security risks in the stuff using externally-hosted web services and products as well as services
depending on online services.

Keywords: cyber security; SETA; sustainability; supervised learning; awareness related factors;
e-Commerce

1. Introduction

Cyber security protection has become a constantly high-profile topic for businesses
since e-commerce became an essential part worldwide. It is also the foundation of strategy
making and investment making for a company [1]. Besides, computer viruses and hacker
technology are multiplying as the importance of data increases, which directly impacts
a company’s core competencies and reputation. Within this background, some media
exaggerate the seriousness of reports related to cyber security problems, and consumers
also react negatively to data breaches [2]. More senior managers in various industries are
concerned about maintaining cyber security to ensure the regular operation of the business
and to not just regard cyber security as an IT problem. In fact, there is no panacea in cyber
security protection, the best way we can do is to mitigate the impact caused through proper
security management in order to sustain such protection in our business operations.

Although it is known for most companies to protect cyber security, many do not
take enough measures to prevent cyber security threats [3]. Even under the urging of
government and policy, the proportion of companies conducting staff training is not high.
Some companies may mistakenly believe that staff with IT skills can prevent cyber security
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threats, so there is no need to conduct training on cyber security for staff. Although
cyber security protection and IT skills have certain relations, there is still a huge difference
between them. All the staff lacking the understanding and awareness of cyber security
is likely to lead to internal vulnerabilities and losses. Actually, cyber security’s social
engineering is one of the biggest threats, and staff awareness plays the most important role
in controlling this threat [4]. To prevent this kind of attack, one of the best methods is to
conduct education and training for the workforce of companies and further boost their
related knowledge and awareness [4].

Security education, training, and awareness (SETA) training cover many aspects,
which can comprehensively improve staff’s ability of cyber security. It involves common
sense, culture, and awareness training, as well as staff training to normally operate orga-
nizations’ websites, systems, accounts, email, and social media. Besides, through SETA
implementation, staff can learn how to prevent and deal with cyber security vulnerabilities
and threats and consciously protect the organization’s data and confidential information [5].

Some research studies have proven that SETA programs are the most effective way to
improve employee information security protection behavior [6,7]. In contrast, there are also
some studies showing that without the intervention of other factors, SETA programs alone
do not have a significant effect on the improvement of employee safety behaviors [8,9] and
that the failure of employees to take timely protective measures is not mainly due to the
lack of safety training and safety awareness [10]. Research pointed out that SETA could
play the most significant role in safety behavior through monitoring, followed by employee
relations, and then accountability [11]. Thus, while some studies have shown that SETA
implementation alone has no substantial impact on corporate cyber security protection,
SETA implementation can influence employee behavior in other ways, such as monitoring,
and further indirectly protecting the company’s cyber security. It has a positive effect on
the protection of corporate cyber security.

Due to the above current situation of people’s attitude towards cyber security, we
found the need to dig out the factors affecting the companies’ focus on cyber security and
explain how such factors affect the companies’ decision on effective SETA implementation.
Within the factors, the governments are efficient in taking additional measures to carry out
the corresponding publicity related to the importance of SETA implementation, boosting
the information security sustainability of businesses.

In this paper, we have five sections, which respectively demonstrate the motivation
for this study; current research related to SETA implementation; the experimental process
and outputs to explore the causes leading businesses to conduct SETA implementation;
some discussion of past research, and our findings; and the conclusions of this study.

2. Literature Review

The existing papers related to SETA implementation can be mainly divided into three
perspectives: the difficulties in SETA implementation, the human behavior toward SETA
implementation, and the innovative design of the SETA implementation system.

2.1. Difficulties in SETA Implementation

SETA implementation is a common and necessary measure to maintain information
security. Due to its low cost, most training courses are designed to improve employees’
security awareness and reduce human errors. Aoyama et al. summarized that most
teams have experienced similar management challenges, and the management challenges
observed in incident handling training are possible challenges in real-world cyber incident
management [12]. The demand for SETA implementation in industries is increasing,
and some authoritative organizations are providing training in cyber incident handling.
Traditional network security training mainly raises employees’ awareness of vigilance to
respond to network security attacks. These training items mainly include on-site training
and awareness training through screen savers, posters, program reminders, and online
courses [13]. Ghafir et al. pointed out that the shortage of corporate training budgets has
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adversely affected employees’ awareness training [14]. The company managers generally
tend to minimize their budgets. This also provides opportunities for hackers who carry out
cyber-attacks. If network security implementation is not sufficient, physical access threats,
including information leakage and theft of items, may cause significant economic losses
for companies and individuals. Furthermore, we also learned that due to the difference of
employees in educational backgrounds and cultural levels, etc., giving on-site training and
awareness training to all employees from top to bottom is also a huge problem faced by
companies in SETA implementation [15,16].

2.2. Human Behavior toward SETA Implementation

Some scholars take human behavior into consideration and describe the changes in
human behavior before and after conducting SETA Implementation. McCrohan, et al.
claimed that when users have accepted proper cyber security training, they change to
enhance security and tend to be more sensible to cyber security issues [17]. Puhakainen and
Siponen found that some employees are not in compliance with security training, which
causes security problems, so leaders need to motivate employees to cogitative processing
the information they trained before [18]. Furman, et al. conducted an interview with users
and finds that users are aware of cyber security, but they do not have enough skills to
prevent cyber-attacks, so it is very important for users to accept training and obtain relevant
skills [19]. In these articles, through investigating human behavior related to cyber security,
the scholars find ways to enhance people’s ability and training effectiveness when facing a
cyber security attack.

2.3. Innovative Design of SETA Implementation System

Some scholars focus on the innovative design of SETA implementation systems to
boost the efficiency of existing training systems. Two general directions are to design
new types of SETA implementation systems or take some measures to boost the efficiency
of current training systems. Cone et al. concluded that though cyber security training
approaches are very universal, most of them are lacking security concepts, there is a new
training tool called CyberCIEGE that can successfully and efficiently raise users’ security
awareness [20]. Abbott et al. found that better structuring of the education and training of
cyber security is very significant, so using the technology mining the resulting data logs
for relevant human performance variables can improve the quality of the cyber security
process [21]. Hatzivasilis et al. used pedagogical practices and a cyber-security model
to design a dynamic training program that can provide contentious adaption to users’
performance [22]. In fact, SETA implementation is becoming more and more important
due to the rapidly developed cyber threat. In conclusion, these articles summarize that
the current SETA implementation system is not suitable for schools and companies’ needs,
there should be a new training system that is more effective than the current one.

Overall, the existing studies on SETA implementation are mainly focused on the
difficulties of companies to hold this kind of training, the effects of training on employees,
and how to build a more efficient training system for companies. However, there is not
much work on the factors affecting the companies’ focus on cyber security and explaining
how such factors affect the companies’ decision on effective SETA implementation, thus we
focus on the elements leading to SETA implementation of companies and try to dig out the
real cares of companies in cyber security, which can help the government better understand
the companies’ demand and further publish related policies. It is helpful for companies to
reduce the risk of financial issues and privacy issues.

3. Methodology

The objective of this study is to investigate the elements that contribute to a company’s
SETA implementation. To achieve that, we regard the problem of whether the companies
and organizations are willing to conduct SETA implementation as a binary classification
task, and the supervised learning method is used to conduct the experiment. Supervised
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learning is a common method used in the classification task [23]. In this case, we initially
generate representative features from a cyber security survey result collected by the UK
government and Ipsos MORI Social Research Institute and evaluate the performances
of various supervised learning models in detecting the companies that have held SETA
implementation to perform preliminary analysis. Following that, the detailed analysis is
conducted by generating feature importance of features. The whole process of methodology
is mainly separated into three subsections: Dataset and Feature Generation, Experiment
Design, and Performance Comparison.

3.1. Dataset and Feature Generation

In this research, we mainly emphasize the industries in the UK. The dataset used in this
study is collected from the survey designed by Ipsos MORI Social Research Institute. Ipsos
MORI Social Research Institute associated with the UK government conducted a telephone
survey of 1008 UK businesses and 30 interviews during the year 2016 to figure out the cyber
security issues and actions that needed to be processed in the UK industry [3]. As the UK’s
economy has become stronger, there is an increasing number of business operations in the
UK. In order to make the UK become one of the most suitable places to run business, Ipsos
MORI Social Research Institute and the UK government regularly take this kind of survey.
Based on the task of exploring the causes leading companies to conduct SETA training, we
extracted and generated various features from the survey result. Initially, several attributes
hypothesized to contribute to the companies’ SETA implementation decision-making are
extracted for the feature generation. After the preparation, we perform several actions,
such as reassignment and mergence, to generate the features used to conduct the following
analysis. The details of generating rules and generated features are shown as follows:

“Update”: The “Update” describes the frequency of antivirals software updates for
a company, which is the answer to the question “how often does the company update
the antivirals software?” in the survey. More frequent software updates indicate greater
cybersecurity awareness. From this perspective, this feature reflects the awareness of
corporate leadership in preventing cyber security threats. For this feature, we converted it
into the ordinal type.

“Sizec”: The “Sizec” is one of the features describing the sizes of the company in
the dataset. Different sizes of companies may have different considerations and attitudes
toward cyber security issues and SETA implementation. The “Sizec” transformed the
companies with varying numbers of employees into different scales of companies. The
companies with 2–9 employees, 10–49 employees, 50–249 employees, and equal to or more
than 250 employees are respectively regarded as micro, small, medium, and large companies.
Based on the characteristics of the “Sizec”, it is also converted into the ordinal type.

“Freq”: The “Freq” describes the frequency of attacks and breaches that the company
encountered during the past year of the survey. Different companies have encountered
quite different cyber-attack situations during the past year of the survey. For example, some
companies encountered cyber-attacks almost once a day or even several times a day, while
some other companies did not encounter any attack in a year, which might be a key element
affecting the companies’ decision-making on SETA implementation. For the “Freq”, we
converted it into the ordinal type.

“Priority”: The “Priority” describes the level of importance placed on cybersecurity by
organizations’ directors or senior managers. As the managers consider more cyber security
protections, more measures and strategies might be taken to prevent cyber breach loss. This
feature is a direct expression of the company management’s awareness regarding cyber
security, and it is converted into the ordinal type.

“Numbb”: The “Numbb” is one of the features describing the total number of attacks
and breaches that the company encountered during the past year of the survey in the
original dataset. Different companies also encountered a different number of cyber-attacks
and breaches in a fixed period. Similar to the “Freq”, the “Numbb” also describes the
companies’ exposure to cyber-attacks. Compared to the “Freq” describing the attack
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frequency, the “Numbb” describes the order of magnitudes of cyber-attacks. The “Numbb”
is also converted into the ordinal type.

“Core”: Th “Core” describes the dependence of products and services provided by an
organization on online services. With the rapid advancement of information technology,
online services have increasingly become the hard core of products and services in many
companies and organizations. One of the goals of cyber-attacks for hackers is financial
gain [24], so the high dependence of products and services on online services might lead
the managers to care more about cyber security and further conduct SETA training. Based
on the dependency level on online services, we convert the “Core” into the ordinal type.

“Insure”: The “Insure” represents whether an organization or company has insurance
against a cyber security breach or attack. In commercial activities, there is a number of
business losses directly related to cyber security accidents. In the case of security accidents,
cyber security insurance is an efficient way for organizations to reduce their capital loss, so
the organizations with cyber security insurance might ignore many other cyber security
protection channels and remedial measures, including SETA training. For the “Insure”, we
converted it into the nominal type according to the insurance status.

“Factor”: The “Factor” describes whether the occurrence of cyber security breaches or
attacks is related to staff-related factors. There are many attributes describing the specific
reason contributing to the cyber security breaches or attacks in the original dataset. In
these types of causes, both external invasion and internal negligence might contribute to
cyber security breaches or attacks. It is challenging to prevent cyber security breaches or
attacks caused by natural disasters. Besides, targeted external attacks on the organization,
politically motivated attacks, and negligence of cyber compliance from the organization’s
partners such as suppliers, are all external factors that lead to the cyber security breaches
or attacks. SETA programs are the most effective way to improve employee information
security protection behavior [6,7]. Thus, carrying out SETA training programs is a highly
effective way to prevent cyber security breaches or attacks caused by human errors of the
staff. In this case, we integrated the staff-related factors in the original dataset into one
feature “Factor” to investigate whether the cyber security breaches and attacks related to
staff-related factors are the key elements leading to the SETA implementation. Specifically,
the feature “Factor” covers eight staff-related factors, including human error, unchanged or
unsecure passwords, staff, ex-staff or contractors deliberately abusing their account, staff
or ex-staff or contractors not adhering to policies or processes, absent vetting or inadequate
vetting of staff, ex-staff or contractors, staff lacking awareness or knowledge, unsecure
settings on browsers, software, computers, or accounts, and browsing untrusted or unsafe
websites. For the “Factor”, we also converted it into the nominal type, same as the “Insure”.
When there is at least one staff-related factor in the original dataset leading to the occurrence
of cyber security breaches or attacks, the value of the “Factor” will be “Yes”. When there
is no staff-related factor in the original dataset leading to the occurrence of cyber security
breaches or attacks, the value of the “Factor” will be “No”. When the organization has not
been attacked in the past 12 months of the survey, the value of the “Factor” will be “Unable
to distinguish”.

“Cloud”: The “Cloud” describes whether the organization uses cloud or any other
type of externally-hosted web services. Externally-hosted web services are efficient for
organizations to reduce the difficulty of development, operation, and maintenance, as
well as reduce a large number of preliminary IT infrastructure investments, enabling the
organizations to focus more on their business operation and innovation. Compared to
organizations using traditional servers, organizations using externally-hosted web services
will relatively lack some control over some resources and operating material such as
datasets, which exist as potential management risks for the organizations and companies.
To protect the security of the confidential resources stored in externally-hosted web services,
the organizations might conduct SETA implementation to reduce the loss and occurrence of
threats such as social engineering. For the “Cloud”, we converted it into the nominal type.
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“Critical”: The “Critical” describes the significance of the externally-hosted web
services to an organization when this organization uses externally-hosted web services.
The organizations with higher importance on the externally-hosted web services might
focus more on the protection of the resources stored in externally-hosted web services. The
“Critical” is converted into the ordinal type according to the corresponding significance of
externally-hosted web services.

“Train”: The “Train” is the class. In this study, we regard the task exploring the
causes evoking companies to conduct SETA implementation as a binary classification task.
Thus, we merged the situations that anyone from an organization has participated in any
type of SETA training programs mentioned in the survey, covering attending seminars
or conferences on cyber security, attending any externally provided training on cyber
security, and receiving any internal training on cyber security, into one set, while leaving
the organizations with nobody participating in any type of SETA training programs as the
other set. Following this rule, we converted the “Train” into a binary class type.

Based on the representations of generated features in the real world, we divide the
features into four feature groups and evaluate their contribution to SETA implementation
in the four corresponding dimensions. The four divided feature groups are respectively
companies’ and organizations’ nature related group, corporate leadership’s awareness
related group, internal factor related group, and external factor related group.

The feature values and corresponding feature groups of one example company are
shown in Table 1.

Table 1. Data Example and Corresponding Feature Groups.

Features Data Feature Groups

Update Weekly Awareness Related
Sizec Micro (2 to 9) Nature Related
Freq Once only External Factor Related

Priority Very high Awareness Related
Numbb Fewer than 3 External Factor Related

Core To some extent Nature Related
Insure Yes Nature Related
Factor No Internal Factor Related
Cloud Yes Nature Related
Critical Fairly critical Nature Related
Train Yes Class

3.2. Experiment Design

Compared to the general qualitative methods used in SETA implementation studies,
we use the supervised learning method to test the hypotheses that generated features are all
contributing to businesses’ SETA implementation via feature importance. The framework
of the whole experiment is shown in Figure 1.
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In the experimental part, we use the stratified K-fold cross-validation method to reduce
model training bias caused by the possible data splitting contingency. Specifically, we use
the stratified 5-fold cross-validation method to split the dataset into training dataset and
validation dataset with the proportion of 8:2 in five times. The five split validation datasets
could be merged to form the whole dataset. In each splitting, we train the classification
models using the training dataset and evaluate the performances of trained models using
the validation dataset. In the evaluation step, we calculate the average classification
performances of the models among four different evaluation metrics in the five split
validation datasets to evaluate the performances of these models in this task.

In order to more accurately investigate the causes evoking the companies to conduct
SETA implementation, it is essential to achieve more accurate detection of the companies
with SETA implementation using the features. Thus, based on the type of features, we train
and evaluate eight representative supervised learning models that are generally effective in
the classification of this kind of feature set to select the model with better performances
in detecting the companies with SETA implementation. The four models are respectively
Support Vector Machine (SVM), Naïve Bayes, Logistic Regression, Decision Tree, Random
Forest (RF), Bagging, AdaBoost, and Light Gradient Boosting Machine (LightGBM). Besides,
since the dataset is an imbalanced dataset, we choose to use the cost-sensitive method to
handle the class imbalanced problem and train the selected classification models except
for the Naïve Bayes model. Due to the unique operating principle of the Naïve Bayes
model, the cost-sensitive method is not suitable to be applied to this model, which will be
specifically demonstrated in the following.

The eight selected models cover four base classification models, SVM, Naïve Bayes,
Logistic Regression and Decision Tree, and four ensemble classification models, RF, Bagging,
AdaBoost and LightGBM. When training the models, we adopt some methods to avoid
overfitting and boost the model performances. For example, we choose to set the maximum
depth for the trees generated in the tree-related models to avoid overfitting.

Support Vector Machine is a base classification model that has overall decent perfor-
mances in many classification tasks [25]. It is a discriminative classifier that is generally
used in binary classification. The idea of SVM in binary classification is to find the optimal
hyperplane which can separate the m-dimensional data into two classes [26]. In this case,
based on the feature type, we employ the Radial Basis Function (RBF) kernel to train the
SVM classifier.

Naïve Bayes is a base classification model applying the Bayes’ theorem. A Naïve Bayes
model-based classifier could be efficiently conducted and trained without any complicated
parameter estimation. Thus, it is suitable for the classification task with high dimensional
input features.

Logistic Regression is a base classification model, which is a standard method to build
prediction models for a binary class outcome. In the binary classification task, the logistic
regression uses the sigmoid function to convert the value range into 0–1 and find the
decision boundary in the converted hyperplane to classify the input data.

Decision Tree is a base classification model to classify data by generating a treelike
graph with a series of rules. It uses a treelike graph to guide the input feature to one of the
class labels. A unique rule used to test the input data is embedded in an internal node of a
decision tree. The possible results classified by the rules of the internal nodes will generate
corresponding numbers of outgoing branches connected to this internal node.

Random Forest is an ensemble classification model. This model constructs a number
of decision trees and compares the results from all sub-decision trees to generate the final
classification outcome. It is an application of the bagging method. The difference between
random forest from the combination of the bagging method and decision tree classifier is
that random forest will randomly select a subset of input features when generating nodes
of sub-decision trees.

Bagging uses a majority vote to determine the class of ensemble classifiers. In this
case, the bagging classifier builds decision tree classifiers on each bootstrap sample and
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the generated final output is the majority vote of the built sub-decision tree classifiers
classification results.

Compared with the Random Forest model and the combination of the bagging method
and decision tree classifier, the AdaBoost model adds weights for each sub-classifier. In
determining the final result, the final output is generated by weighted voting. At the
beginning of this method, each classifier has the same weight. In each iteration, the weight
of the classifier in this iteration might change, and the weight change focuses on the
misclassified records in previous iterations.

Light Gradient Boosting Machine is an improved version of the Gradient Boosting
Decision Tree. Gradient Boosting Decision Tree is an ensemble model based on Decision
Tree, which is a widely used machine learning algorithm [27]. In Gradient Boosting
Decision Tree, a series of weak learners are constructed along the gradient, and they are
then combined within corresponding weights. The weighted result is the decision made by
GBDT. Compared to Gradient Boosting Decision Tree, Light Gradient Boosting Machine
could obtain almost the same performances with a much smaller amount of training
time [28].

The four metrics that we adopt to evaluate the performances of the classification mod-
els are separately precision (P), recall (R), F-measure (F), and accuracy (A) [29]. Equations
of these four metrics are shown as follows:

P =
tp

tp + f p
(1)

R =
tp

tp + f n
(2)

F =
2PR

P + R
(3)

A =
tp + tn

tp + tn + f p + f n
(4)

In these four equations, tp is true positive, which is the number of correctly detected
companies that have held SETA implementation; fp is false positive, which is the number of
companies without SETA implementation that are incorrectly detected as companies that
have held SETA implementation; fn is false negative, which is the number of companies that
have held SETA implementation and are incorrectly detected as companies without SETA
implementation; tn is true negative, which is the number of correctly detected companies
without SETA implementation. Values of these four metrics range from 0 to 100 percent.

3.3. Performance Comparison

The classification performances of the eight classification models in the four metrics
are presented in Table 2.

Table 2. Performances of Models in Validation Dataset.

Classifiers P R F A

SVM 62.17% 79.60% 69.77% 73.98%
Naïve Bayes 67.29% 62.80% 64.86% 74.29%

Logistic Regression 60.98% 78.00% 68.39% 72.77%
Decision Tree 58.16% 76.80% 66.17% 70.34%

RF 64.42% 79.60% 71.16% 75.64%
Bagging 63.33% 78.00% 69.84% 74.58%

AdaBoost 56.68% 58.80% 57.62% 67.33%
LightGBM 60.28% 71.60% 65.29% 71.10%

The standard deviations of the model performances among the five different split results
of the stratified 5-fold cross-validation method in the four metrics are presented in Table 3.
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Table 3. Standard Deviations of Model Performances among the Cross Validation Split Results.

Classifiers P R F A

SVM 0.0116 0.0445 0.0226 0.0145
Naïve Bayes 0.0365 0.0392 0.0291 0.0223

Logistic Regression 0.0264 0.0490 0.0305 0.0248
Decision Tree 0.0251 0.0466 0.0325 0.0259

RF 0.0155 0.0427 0.0214 0.0146
Bagging 0.0190 0.0490 0.0259 0.0181

AdaBoost 0.0295 0.0412 0.0269 0.0215
LightGBM 0.0425 0.0233 0.0177 0.0298

As shown in Table 3, the highest standard deviation of the eight classification models in
the four metrics are 0.0490, less than 0.05, so these models have stable performances in the
four metrics.

Higher outputs in the four metrics, precision, recall, F-measure, and accuracy reflect
better performances of the model in the classification task. As it is shown in Table 2,
the Random Forest classifier obtains the best performances in the recall, F-measure, and
accuracy, reaching, respectively, 79.60%, 71.16%, and 75.64%, which outperforms all the
other classifiers. The Naïve Bayes classifier obtains the best performance in the precision,
reaching 67.29%, but is much worse performances in the other three metrics, especially
in the recall and F-measure. In the precision, the Random Forest classifier also ranks the
second-best in all classifiers, reaching 64.42%. Although the SVM classifier also obtains the
highest ranking in the recall, such as the RF classifier, its performances in the other three
metrics are much worse than the RF classifier.

Overall, the RF model could achieve more stable performances than other models in
detecting the companies and organizations that have held SETA training. According to
the performances of the RF classifier, it is shown that the RF classifier could obtain high
performance in the recall, meaning that this classifier could well detect the companies and
organizations that have held SETA implementation. By contrast, the precision values of the RF
classifier and other classifiers are all not very high, indicating that there are some companies
or organizations without SETA implementation that might have highly similar characteristics
to the companies or organizations with SETA implementation in the tested factors.

To better understand the reasons leading to the SETA implementation for companies, we
visualize the importance of all features for the RF model in the experiment, shown in Figure 2.
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tation. Following the top 2 best features, the features, “Priority”, “Numbb”, “Freq”, and
“Factor”, also have relatively significant impacts on the detection task for the RF classifier.
These six features are relatively more useful features in the detection task, and among these
useful features, the two features in awareness related feature group respectively obtain
the highest and the third highest importance. Thus, the feature group with corporate
leadership’s awareness related features have a much higher importance than the other
three feature groups, reflecting that there is a great willingness for the companies and
organizations whose leadership has stable cyber security protection awareness to conduct
SETA implementation. As for the companies’ and organizations’ nature related features,
only “Sizec” has a significant impact on the detection, obtaining the second highest im-
portance in the task, which represents that companies and organizations tend to conduct
SETA implementation when their scale reaches a certain level. By contrast, the internal and
external factor related features have relatively lower importance in the useful features for
the classification task.

Compared to the six useful features, the other four features have relatively lower
contributions to the classification, so the companies and organizations that participated in
the survey are generally not considering much about the potential attacks in the stuff using
externally-hosted web services and the potential incremental attack rate brought by the
high dependence of products and services on online services.

4. Discussion

The previous research on SETA implementation are mainly qualitative research,
through the investigation of institutions and staff to find the corresponding weaknesses and
then put forward suggestions. For example, some researchers demonstrated the percentage
of employees in Turkish public agencies trapped in social engineering tests and determined
the reasons leading them to be trapped through interviews [30], thus suggesting orga-
nizations conduct SETA implementation and need to be aware of preventive measures;
Applegate summarized the types, psychology, impact, and mitigation of social engineering
attacks, and proposed that since hackers like to bypass technical controls through human
factors, the most effective mitigation measure for cyber security attacks is to educate staff
about the related threats, common techniques used in security attacks, and the poten-
tial damage from breaching of critical information [31]. These studies are generally not
conducted based on the models and methods of quantitative analysis. Instead, they use
qualitative methods such as interviews or apply sociology and psychology theories to state
the importance of SETA training or put forward some strategies for conducting training.
Based on those shortcomings, this paper uses supervised learning methods to conduct
the experiment, which has filled some gaps in previous studies from the perspective of
quantitative research and model diversity.

Some scholars also emphasize the designing of suitable training systems. They think
that employees are important to handle cyber security issues, so the training process is
significant for the company to improve the cyber security issues. Some researchers tried to
use a game-based program to train the employees [32]. There are also some researchers
who pointed out that due to different kinds of threats that happened in the company, the
training program may be more detailed and separate, which means that the flow diagrams
needed to be designed for the employees in order to direct them to face the attacks using
different approaches [33]. While there are many scholars wanting to design a proper SETA
implementation process, they do not consider whether or not the company will spend time
and cost to build that kind of training process because the company needs to take lots of
things into consideration excluded cyber security. In this article, we figure out the key
elements leading businesses to adopt the SETA implementation. Focusing on the issues
neglected by companies found in this article, the SETA training designers will be easier to
improve the SETA training process and further boost the information security sustainability
of businesses.
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This paper discusses the factors impacting the conduction of SETA implementation
from the perspective of quantitative analysis. Eight supervised learning models are used to
explore the critical reasons prompting organizations to conduct SETA implementation. The
validity of models is measured by four measures, including precision, recall, F-measure,
and accuracy. In these four measures, the Random Forest model could achieve relatively
better and more stable performances. The feature importance is further generated in the
experiment to identify the more important features to conduct SETA implementation. The
use of models and methods is one of the main innovations in the task of investigating the
factors contributing to companies’ and organizations’ SETA implementation.

In this study, although most companies that have held SETA implementation could be
classified very well, there are still some companies that have held SETA implementation
that cannot be classified accurately. From this perspective, this study reveals that the
decision-making of conducting SETA implementation in most companies is related to the
factors explored in this study. However, even though some companies and organizations
have highly similar characteristics to the companies and organizations with SETA imple-
mentation, such as the company size and frequency of exposure to cyber-attacks, they
are still not conducting any SETA implementation activities, so there might be some bias
hindering them to conduct SETA training. According to the feature importance of features
in the classification, it can be proved that the corporate leadership’s awareness related
factors are the key elements leading the companies to conduct SETA implementation. Thus,
when the leadership of companies and organizations own a higher degree of awareness of
cyber security protection, the probability of holding SETA implementation will be higher.
Companies also tend to hold SETA implementation when they realize that their scale has
reached certain levels. Besides, most companies and organizations lack the realization that
the SETA implementation is beneficial to prevent the potential incremental cyber-attack
rate brought by high dependence of products and services on online services and potential
cyber-attacks targeted for externally-hosted web services.

In the future, we plan to explore the solutions on how to implement the awareness
process for the leadership separately in the small, medium, or high-level organizations and
the specific bias hindering the decision-making in conducting SETA implementation for
businesses, contributing to their SETA implementation, and further help them to better
achieve the sustainability of information security.

5. Conclusions

Due to the insufficiency in the commonly used tools-based security strategy, this study
aims to explore the specific causes leading companies and organizations to conduct SETA
implementation and further help them to better achieve the sustainability of information
security. Based on the dataset collected from a questionnaire designed by Ipsos MORI Social
Research Institute, we train and test eight supervised learning model-based classifiers and
compare their performances in four metrics. The results show that the Random Forest
model could achieve stable performances in task-detecting companies and organizations
with SETA implementation. According to the performances and feature importance of the
RF model, it is shown that the corporate leadership’s awareness related factors have the
most significant impact on the decision-making of conducting SETA implementation for the
businesses, and there might be some other potential bias hindering part of the businesses to
hold SETA training. Besides, most businesses are generally lacking awareness about cyber
security protection for the stuff using externally-hosted web services and products as well
as services depending on online services. Our findings provide some research foundation
for the governments to carry out the corresponding SETA implementation importance
publicity and the SETA training designers to improve the SETA training process to boost
the development of information security sustainability in businesses.
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