Indoor Thermal Environment and Energy Characteristics with Varying Cooling System Capacity and Restart Time
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Abstract: Office cooling systems are controlled with on/off control according to typical occupancy patterns. During unoccupancy, the cooling systems remain switched off to reduce unnecessary energy consumption. During occupancy, however, the cooling systems are in operation to decrease the indoor air temperature, which is increased during unoccupancy, to the cooling set-point temperature. The time required to decrease the indoor air temperature to the cooling set-point temperature is defined as the “recovery time”. According to the recovery time, the indoor thermal comfort at the occupancy start time may worsen, and unnecessary energy may be consumed. Moreover, a cooling system capacity affects the recovery time and the energy consumption because the amount of heat that the cooling system can remove varies according to its size. Therefore, it is necessary to analyze the indoor thermal environment and the energy consumption according to the capacity and the restart time of the cooling system. This study implemented a building system energy simulation using EnergyPlus to evaluate the indoor air temperature, recovery time, and energy consumption of the cooling system while varying the capacity and restart time. As a result, the recovery time was between 49 and 425 min. and energy consumption varied between 419.0 and 521.4 kWh for various capacities. The recovery time was between 26 and 153 min. and energy consumption was between 426.0 and 439.0 kWh for various restart times.
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1. Introduction

The standard functionality of an office building often involves a typical occupancy pattern in which occupancy (i.e., daytime) and unoccupancy (i.e., nighttime, weekends, and holiday) are repeated according to standard working hours. An office cooling system should be operated intermittently according to the occupancy patterns to reduce energy consumption. Among the methods for intermittent operation, an on/off control is widely used as the operation method. The on/off control determines the on/off state of the system. If the cooling system is operated with on/off control, it is operated only during the occupancy periods to maintain indoor air temperatures below a cooling set-point temperature. During the unoccupancy period, on the other hand, the cooling system is switched off to prevent unnecessary energy consumption. In this manner, the majority of the office buildings operate the cooling system energy-efficiently. When the cooling systems are operated with the on/off control, the indoor air temperature gradually increases during the unoccupancy period. A system operator re-operates the cooling system before the occupancy start time for preliminary cooling, lowering the indoor air temperature to the cooling set-point temperature. Because of the pre-cooling, occupants are able to start working at the beginning of the occupancy period in a thermally comfortable environment. After re-
starting the cooling system, a certain period of time is required (i.e., recovery time) for the
indoor air temperature to drop to the cooling set-point temperature. The recovery time is
affected by a cooling system restart time (CSRT). If the CSRT is set to be late, the recovery
time increases because the indoor air temperature before restarting the cooling system
rises. If the indoor air temperature does not reach the cooling set-point temperature by
the start of the occupancy period, due to the increased recovery time, the thermal comfort
of the occupants decreases, causing a decrease in work efficiency of the occupants [1]. To
ensure the sufficient pre-cooling time, the CSRT is generally set to 1–2 h before the occu-
pancy start time. However, if the CSRT is set to be early, then unnecessary energy is con-
sumed. For this reason, the appropriate CSRT should be selected by considering the re-
cov-ery time (see Figure 1a). To improve the existing on/off control, various studies on the
start/stop time of a heating, ventilation, and air conditioning (HVAC) system were con-
ducted.

Yang et al. developed an artificial neural network (ANN) model that predicts the
optimal start time of the HVAC system to achieve both the thermal comfort satisfaction
and the reduced energy usage [2]. They predicted the optimal start time of the HVAC
system using the indoor air temperature, rate of indoor air temperature change, outdoor
air temperature, and rate of outdoor air temperature change as input parameters of the
ANN model. Their ANN model prediction accuracy evaluation using existing data results
showed that the correlation between existing and ANN data was shown by the coefficient
determination $R^2 = 0.988$. This result suggests that their ANN model can accurately
determines the optimal start time of the HVAC system.

Figure 1. The effect of varying (a) cooling system restart time (CSRT), and (b) capacity-load ratio (CLR) on indoor air temperature.
Fadzli Haniff et al. analyzed the energy consumption and cost of HVAC system operation methods for the energy-efficient operation of a heating and ventilation system [3]. They classified the HVAC system operation methods into the following types: (1) basic technology that controls only the on/off state of the HVAC system, (2) conventional technology that controls only the set-point temperature of the HVAC system, and (3) advanced technology that simultaneously controls the operation state and the set-point temperature of the HVAC system. As a result of comparative analysis, advanced technology provided the most significant energy savings.

Moon and Jung developed an algorithm based on the ANN model that predicted the time required to reach the cooling set-point temperature to promote the thermal comfort and save energy in accommodation buildings [4]. A comparison of the existing data and the data predicted using the ANN model provided a mean bias error (MBE) of 21.9%. In addition, the result of the algorithm tests showed improvements in occupant comfort and a reduction in energy consumption.

Lee and Koo developed an algorithm for determining the optimal start/stop time of a HVAC system to reduce the energy consumption of small- and medium-sized buildings [5]. The algorithm was used to calculate the optimal start/stop time using the changes in the HVAC system energy consumption and indoor air temperature. Then, they applied the algorithm to a simulation model and conducted the simulation. Results of the simulation showed that the energy consumption was reduced by approximately 10% compared to the existing control.

Tang et al. developed a cooling system optimal control method to reduce the pre-cooling time of a high-rise commercial building, thereby decreasing the peak power demand during the pre-cooling period [6]. The optimal control method determined the optimal number and operation schedule of chillers operated during the pre-cooling period. When pre-cooling is performed with the optimal control method, the pre-cooling time is reduced by approximately 35%. In addition, the peak power demand during the pre-cooling period decreased by approximately 26%.

Jang et al. predicted an optimal heating system restart time to reduce building energy [7]. They developed an ANN model for predicting the optimal heating system restart time and trained the ANN model using data collected from BEMS. The prediction accuracy of the ANN model was shown by the coefficient of variation of the root-mean-squared error (Cv(RMSE)) = 13.13% and MBE = 0.197%, which meet the recommended standard of an American society of heating, refrigerating, and air-conditioning engineers (ASHRAE) guideline 14.

Park et al. developed an ANN model that was used to determine the optimal start/stop time of an air handling unit (AHU) and chiller to reduce the energy consumption [8]. For this purpose, they combined the AHU model that predicted the time required for the indoor air temperature to reach 26 °C with a chiller model that predicted the time required for the temperature of chilled water to reach 12.5 °C. The ANN model showed a reduction in the AHU and chiller operation times of approximately 4.5% and 16.4%, respectively, based on a comparison with an existing control method.

Shin et al. developed an optimal start/stop control method for an underfloor heating system according to the presence or absence of occupants [9]. They proposed an algorithm used to predict the occupancy or unoccupancy of an indoor space using a passive infrared (PIR) sensor and CO₂ sensor. The algorithm verification with real occupancy data confirmed that the occupancy prediction accuracy of the algorithm was approximately 95%. The optimal start/stop control algorithm provided energy savings of approximately 3.1% and a reduction in unmet load hours of approximately 86.7% compared to the existing control method.

Yang developed an optimal operation control for heating systems to reduce heating energy in office buildings [10]. An ANN model that determines the optimal operating time of the heating system was developed for the optimal operation control. The prediction performance of the ANN model was shown by R = 0.995. By operating the heating
system with the optimized control method, energy consumption was reduced by approximately 6.1% compared to the existing control method.

Lee and Kim studied an optimal control strategy for a variable refrigerant flow (VRF) system to reduce building energy consumption [11]. They developed a data-based model to predict the time required to reach the cooling set-point temperature using the difference between the indoor air and set-point temperatures. When the actual VRF system was operated using the data-based model, the energy consumption per outdoor unit was reduced by approximately 30.5% compared to the existing control method.

Previous studies generally focus on improving the indoor thermal comfort and reducing the energy consumption by applying the optimal control method to HVAC systems. Although restart time is an important factor in terms of developing an optimal control method of the HVAC system, there are few studies that focus on this factor. A detailed analysis of indoor thermal environment and energy characteristics, according to the restart time of the HVAC system, is essential to improve thermal comfort and reduce energy consumption. Furthermore, this study determined that the capacity of the cooling system is an important factor that affects the indoor thermal environment and energy consumption. The undersized capacity due to the old system as time passes and the repurposing of a building cause an increase in the recovery time. The oversized capacity due to the capacity calculation error causes an increase in the system installation cost (see Figure 1b). Therefore, this study analyzed the effects of the capacity-load ratio (CLR) and CSRT on both the indoor thermal environment and energy consumption. The CLR is fraction of the capacity of the system to the load, calculated as the ratio of the amount of load to the capacity of the system. This study involves the simulation of building system energy to evaluate the indoor air temperature, recovery time, and energy consumption of a cooling system, while varying CLR and CSRT.

2. Methodology

2.1. Overall Study Process

The purpose of this study is to analyze the effect of CLR and CSRT on the indoor thermal environment and energy consumption. This study was conducted in three steps: development of a building and system simulation model, determination of specific simulation cases, and analysis of simulation results. Each step is detailed in Figure 2.

The first step involved the development of a simulation model. This study defined input data for simulation modeling by reviewing the literatures and performed simulation modeling using the EnergyPlus ver.9.3., a building energy simulation tool [12]. The second step involved the determination of specific simulation cases. This study performed a pre-simulation and determined the CLR value and the CSRT of the base-case model to 1.2 and 8:00 a.m., respectively. After determining the base-case model, this study defined the seven simulation cases for the CLR, and five simulation cases for the CSRT. The third step involved the analysis of simulation results. This study analyzed the effects of the CLR and CSRT on the indoor thermal environment and energy characteristics based on the simulation results.
2.2. Simulation Modeling

2.2.1. Base-Case Model

This study performed the simulation modeling using EnergyPlus to develop the office-type base-case model. Figure 3 shows the 3D view of the building and simplified HVAC system, and Table 1 shows a summary of the input parameters used for simulation modeling. This study developed the office building that embodied the first floor of the ASHRAE Standard 90.1 Medium Office Model [13]. The volume of the building model was 4800 m$^3$ ($40 \times 40 \times 3$ m), and the U-value of the building constructions met the standard of building energy saving in the Republic of Korea [14]. The area of windows in the exterior walls were set to 39.6 m$^2$ (window wall-ratio (WWR): 33%); the occupancy period of the building was 9:00 a.m. to 6:00 p.m.; and the cooling set-point temperature was set to 26 °C [15]. The simulation model used a typical variable air volume (VAV) system, consisted of a cooling coil, two fans (supply and return), a chiller, two circulation pumps (chilled water loop and condenser loop), and a cooling tower. This study conducted simulation using the international weather files for energy calculation 2.0 (IWEC2) in Daejeon [16]. This study selected the simulation period from 8 to 10, August; 8–9 were weekend days (unoccupied days), and 10, the day with the highest outdoor air temperature of the year in the IWEC2, was Monday (occupied day). This study analyzed the indoor thermal environment and the energy consumption on 10 August.
Figure 3. Schematic diagrams of the referenced simulation model. (a) 3D view of building, and (b) simplified HVAC system.

Table 1. Summary of the input parameters used for building modeling.

<table>
<thead>
<tr>
<th>Input Parameters</th>
<th>Values</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building type</td>
<td>Office</td>
<td>Energyplus commercial prototype building model</td>
</tr>
<tr>
<td>Building volume</td>
<td>4800 m$^3$</td>
<td></td>
</tr>
<tr>
<td>Window area</td>
<td>158.4 m$^2$</td>
<td>[13]</td>
</tr>
<tr>
<td>Exterior wall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red brick</td>
<td></td>
<td>Standard of building energy saving [14]</td>
</tr>
<tr>
<td>Timber</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulation</td>
<td>0.12 W/m$^2$ K</td>
<td></td>
</tr>
<tr>
<td>Gypsum board</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple glazing</td>
<td>1.50 W/m$^2$ K</td>
<td></td>
</tr>
<tr>
<td>Window</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solar heat gain coefficient (SHGC)</td>
<td>0.36</td>
<td>Standard of building energy saving [14]</td>
</tr>
<tr>
<td>Shading</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Constructions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asphalt looping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roof</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red brick</td>
<td></td>
<td>Standard of building energy saving [14]</td>
</tr>
<tr>
<td>Insulation</td>
<td>0.12 W/m$^2$ K</td>
<td></td>
</tr>
<tr>
<td>Timber</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gypsum board</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red brick</td>
<td></td>
<td>Building energy efficiency certification [15]</td>
</tr>
<tr>
<td>Insulation</td>
<td>0.17 W/m$^2$ K</td>
<td></td>
</tr>
<tr>
<td>Mortar</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cool set-point temperature</td>
<td>26 °C</td>
<td>Building energy efficiency certification [15]</td>
</tr>
<tr>
<td>Occupancy period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekdays</td>
<td>9:00 a.m.–6:00 p.m.</td>
<td>International weather files for energy calculation [16]</td>
</tr>
<tr>
<td>Weekends</td>
<td>Always off</td>
<td></td>
</tr>
<tr>
<td>Weather data</td>
<td>Daejeon, Korea</td>
<td></td>
</tr>
</tbody>
</table>
2.2.2. Heat Balance Algorithm

As the occupancy period of an office building is determined according to the office work hours (9:00 a.m. to 6:00 p.m.), its cooling system is not operated during the weekends (unoccupancy period). During unoccupancy, heat is stored in the indoor space and construction, which leads to an excessive load on Monday morning when the cooling system is restarted after the weekends. As this study employs a simulation, this study reflected the heat storage in the simulations using a heat balance algorithm.

The heat balance algorithm is built in to the EnergyPlus and used to calculate the amount of the heat transferred from outdoors to indoors through the construction materials. This algorithm is divided into “conduction transfer function (CTF)” and “combined heat and moisture transfer (HAMT)” [17]. The CTF is a basic heat transfer algorithm used to calculate only sensible heat exchange and assumes that heat is not stored in the construction. Conversely, the HAMT is an algorithm used to calculate the total heat exchange and amount of heat stored in the construction.

This study selected the heat balance algorithm by comparing the simulation results of the CTF and HAMT to reflect the heat storage in the simulation. Figure 4 shows the change in indoor air temperatures according to the heat balance algorithm. As the CTF calculates the amount of sensible heat transfer without considering heat storage in the construction, the resulting CTF indoor air temperature changed rapidly according to the outdoor air temperature. However, as the HAMT calculates the amount of heat transfer considering heat storage, the change in the indoor air temperature was more gradual compared to the CTF (see Ⓐ and Ⓑ in Figure 4). Furthermore, the recovery time was increased to remove the stored heat at the beginning of the cooling system restart (see Ⓒ in Figure 4). Therefore, to reflect heat storage accurately, this study conducted the simulation by applying the HAMT.

![Figure 4. Comparison of indoor air temperatures obtained using the conduction transfer function (CTF) and combined heat and moisture transfer (HAMT).](image)

2.3. Determination of Simulation Cases

This study analyzed the effects of CLR and CSRT on the indoor thermal environment and energy consumption. Therefore, this study classified the simulation cases (see Table 2). The seven simulation cases used to evaluate the effect of changes in CLR had CLR values between 0.8 to 2.0, at an interval of 0.2. The CSRT for performing these simulations...
is 8:00 a.m., one hour before the occupancy start time. The five simulation cases used to evaluate the effect of changes in CSRT had a cooling system restart time from 7:00 a.m. to 9:00 a.m., at intervals of 30 min. The CLR value that was selected for these simulations was 1.2.

3. Results and Discussion

3.1. CLR

3.1.1. Indoor Thermal Environment

This study evaluated the indoor air temperature and recovery time to analyze the indoor thermal environment according to the CLR (see Figure 5). Figure 5a shows the change in indoor air temperatures according to different CLR values, while Figure 5b shows the recovery times obtained for the different CLR values. For case #1 (CLR 0.8), the indoor air temperature did not reach the cooling set-point temperature within the occupancy period. The recovery times of cases #2 (CLR 1.0), #3 (CLR 1.2), #4 (CLR 1.4), and #5–7 (CLR 1.6–2.0) were 425, 78, 51, 49 min, respectively (see Figure 5a, b). The recovery times decreased with increasing CLR values because capacity is related to an ability to remove accumulated loads. In addition, as the recovery times of cases #5–7 appeared the same, it may be considered that the effect of the capacity on the recovery time is insignificant when the CLR value is higher than 1.6. Therefore, in this study, the cooling system capacity should be set to CLR 1.2–1.6, with accurate capacity calculations, to prevent a worsening of the indoor thermal environment.
3.1.2. Energy Consumption

In this section, this study analyzed the energy consumption by varying the CLR values, as shown in Figure 6. Figure 6a shows the total energy consumption; Figure 6b shows changes in the energy consumption. The total daily energy consumptions for cases #1, #2, #3, #4, #5, #6, and #7 were 516.5, 521.4, 435.8, 423.7, 423.7, 420.4, 419.0, and 421.0 kWh. For cases #2–7, energy consumption before the recovery time decreased with increasing CLR values. For cases #2–6, energy consumption after the recovery time decreased with increasing CLR values. However, more energy was consumed for case #7 than for case #6 because the capacity was oversized in case #7 (see Figure 6a). For case #1, moreover, the capacity was undersized; the cooling system operated at full load during the occupancy period. For cases #2–6, an increasing CLR value, led to a reduction in the time in which the cooling system was operated at full load. The energy consumption patterns of cases #3–7, which showed similar recovery times, were also similar (see Figure 6b). The results of the analysis showed that the cooling system capacity should be determined to CLR 1.6–1.8 to reduce the energy consumption.

Figure 5. Change in indoor thermal environments when varying CLR values. (a) Change in indoor air temperatures, and (b) recovery times for CLR cases.
3.2. CSRT

3.2.1. Indoor Thermal Environment

This study evaluated indoor air temperature and recovery time to analyze the effect of adjusting the CSRT on the indoor thermal environment, as shown in Figure 7. Figure 7a shows the change in indoor air temperatures over time; Figure 7b shows the temperature differences (indoor air-cooling set-point) and the recovery times obtained by varying CSRT. Before the cooling system was restarted, the indoor air temperature was distributed in the range 31.9–33.9 °C depending on the CSRT. As the CSRT was delayed, the indoor air temperature at the time which the cooling system was restarted increased (see Figure 7a). The recovery times of cases #A, #B, #C, #D, and #E were 26, 50, 78, 136, and 153 min, respectively. The results of a derivation of the recovery time showed that recovery time increased as CSRT was delayed. This is because the difference between the indoor air temperature and cooling set-point temperatures of cases #C, #D, and #E did not reach the cooling set-point temperature before the occupancy start time of 9:00 a.m. Therefore, to satisfy indoor thermal comfort by decreasing the indoor air temperature before the occupancy period begins, an appropriate CSRT should be determined with an evaluation of recovery time.
Figure 7. Evaluation of indoor thermal environments according to various CSRT values. (a) Changes in indoor air temperature, and (b) temperature differences and recovery times.

3.2.2. Energy Consumption

This study analyzed the energy consumptions by adjusting the CSRT, as shown in Figure 8. Figure 8a details the energy consumption of each cooling system component (chillers, fans, cooling tower, and circulation pumps); Figure 8b shows changes in the energy consumption over time; and Figure 8c shows the energy consumption before and after the recovery time. The total daily energy consumptions for cases #A, #B, #C, #D, and #E were 428.1, 432.0, 435.8, 439.0, and 426.0 kWh, respectively. In cases #A–D, the total daily energy consumption increased with a delayed CSRT. However, case #E showed the lowest energy consumption among the five cases. This is because, as the CSRT was delayed, the daily operating time of the cooling system decreased, and the energy consumptions of the chillers, cooling tower, and the pumps also decreased. However, the energy consumptions of the fans increased to reduce the indoor air temperature in cases in which the CSRT was delayed, as shown in Figure 8a. Moreover, delays in the CSRT led to increases in the indoor air temperature before the cooling system was restarted. Accordingly, at the beginning of the cooling system restart, the time at which the cooling system was operated at full load increased, as shown in Figure 8b. Furthermore, as the CSRT was delayed, the proportion of energy consumed before the recovery time increased. This is because the recovery time increased for later CSRTs (see Figure 8c). Therefore, to reduce...
unnecessary energy consumption, an appropriate CSRT should be selected by considering recovery times.

Figure 8. Evaluation of energy consumptions according to various CSRTs. (a) Detailed energy consumptions, (b) changes in energy consumption over time, and (c) energy consumptions before and after the recovery time.
3.3. One-Week Analysis

The length of the system-off period due to the unoccupancy is different between Monday and other weekdays. The system-off period for Monday typically includes Saturday and Sunday. On the contrary, the system-off period for the other weekdays includes only one night. Because sections 3.1 and 3.2 showed results of the system-off period for Monday, this section shows those of other weekdays for analyzing the recovery time and daily energy consumption according to the difference in the length of the period. To achieve this, this study implemented the simulation for one week. The simulation period was 8 August (Saturday)–14 August (Friday), and the CLR value and CSRT of the simulation were set as 1.2 and 8:00 a.m., respectively.

Table 3 shows the recovery time and daily energy consumption. Figure 9 shows the indoor and outdoor air temperatures and cooling energy consumption. The recovery time and daily energy consumption of Monday were 78 min and 435.8 kWh, the longest and highest results among the weekdays. The recovery time and daily energy consumption of the other weekdays varied between 14–22 min and 282.1–311.4 kWh, as the outdoor thermal environment was changed every day, but showed the similar results (see Table 3). These differences in the recovery time and daily energy consumption originate from the difference in the length of the system-off period between Monday and other weekdays (see Figure 9). On Monday, as the cooling system had to remove the heat accumulated during two days, more energy was consumed at the beginning of the cooling system restart than in the other days (see a dashed-line box in Figure 9). However, on the other weekdays, as the cooling system had to remove the heat accumulated during only one night (approximately 14 h), less energy was consumed. Therefore, because the result of the one-week analysis showed that the system-off period affects the recovery time and energy consumption, the daily optimal CSRT should be differently determined each day.

Table 3. Recovery time and daily energy consumption by day.

<table>
<thead>
<tr>
<th></th>
<th>Monday</th>
<th>Tuesday</th>
<th>Wednesday</th>
<th>Thursday</th>
<th>Friday</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recovery time (min)</td>
<td>78</td>
<td>22</td>
<td>14</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>Daily energy consumption (kWh)</td>
<td>435.8</td>
<td>311.4</td>
<td>287.3</td>
<td>293.8</td>
<td>282.1</td>
</tr>
</tbody>
</table>

![Figure 9](image-url) Indoor and outdoor air temperatures, and cooling energy consumption during one week.

4. Conclusions
Because the CLR and CSRT are factors that affect the indoor thermal environment and energy characteristics, it is necessary to evaluate their impacts. This study analyzed the indoor thermal environments and cooling energy consumption by adjusting the CLR and CSRT. To achieve this, the simulation model was developed using EnergyPlus, and the energy simulation was implemented. Then, the simulation results were analyzed for the indoor thermal environment and energy characteristics, leading to the following conclusion.

(1) Associated with the CLR, results evaluating the indoor air temperature, recovery time, and energy consumption are as follows.

Indoor thermal environment: In the case #1 (CLR 0.8), the indoor air temperature did not reach the cooling set-point temperature within the occupancy period (unmeasurable recovery time). In the case #2 (CLR 1.0), the indoor air temperature reached the cooling set-point temperature at 3:05 PM due to the excessive recovery time by the insufficient capacity. In the cases #3–7 (CLR 1.2–2.0), the indoor air temperature reached the cooling set-point temperature before 12:00 p.m. due to the recovery time decreased by sufficient capacity. When the CLR value was 1.6 or lower, as the CLR value decreased, the recovery time gradually decreased. However, when the CLR value exceeded 1.6, there was no difference in the recovery time. It should be noticed that when the CLR value was 1.6 or higher, there was no significant effect on the recovery time. In this study, therefore, to cool the indoor air temperature to the cooling set-point temperature before the occupancy start time, the cooling system capacity should be set to CLR 1.2 or higher. However, to prevent the cooling system capacity from being set excessively, the cooling system capacity should be set to CLR 1.2–1.6.

Energy characteristics: In cases #2–6 (cases where the indoor air temperature reached the cooling set-point temperature), as the CLR value increased, the daily energy consumption decreased because the operating time under full cooling loads was gradually reduced. However, in the case #7, daily energy consumption increased due to using the oversized cooling system. It should be considered that when the cooling system capacity was set to the CLR 2.0 or higher, the daily energy consumption tended to increase.

Therefore, in this study, the optimal cooling system capacity was CLR 1.6 to reduce the recovery time and prevent the cooling system capacity from being set oversized.

(2) Associated with the CSRT, results evaluating the indoor air temperature, recovery time, and energy consumption are as follows.

Indoor thermal environment: Delays in CSRT led to an increase in the difference between the indoor air temperature and cooling set-point temperature before the cooling system was restarted, which cause an increase in the recovery time. Accordingly, in cases #3–5, the indoor air temperature did not reach the cooling set-point temperature before the occupancy start time. To decrease the indoor air temperature to the cooling set-point temperature before the occupancy start time, in this study, the CSRT should be determined before 8:00 a.m.

Energy characteristics: As the CSRT was delayed, the daily operating time of the cooling system decreased, and the energy consumption of the chiller, cooling tower, and pumps decreased. However, that of the fans increased. The proportion of energy consumed before the recovery time increased in the case of later CSRTs.

Therefore, to prevent the worsening of the indoor thermal environment and reduce the unnecessary energy consumption at the occupancy start time, in this study, the CSRT should be set to 7:30–8:00 a.m.

(3) The results of the one-week analysis showed that the system-off period affected the recovery time and energy consumption. The recovery time and daily energy consumption of Monday were the longest and highest among the weekdays due to the accumulated heat that the cooling system should remove, which was larger than for other days. The recovery time and daily energy consumption of Tuesday-Friday were similar, as these had the same system-off period for 14 h.
Therefore, to achieve both the prevention of worsening of the indoor thermal environment and reduction in the unnecessary energy consumption, the optimal CSRT should be set differently every day.

As this study was based on a simulation, the results of these analyses might be different from the results of the actual cooling system. Therefore, additional verifications using actual buildings are recommended in the future. In addition, this study was conducted to analyze the system under intermittent operation according to occupied/unoccupied periods. Therefore, it is also recommended to compare the indoor thermal environment and energy characteristic by various CLR and CSRT against the cooling system continuously operated with a setback control method.
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Abbreviation

AHU  air handling unit
ANN  artificial neural network
ASHRAE  American society of heating, refrigerating and air-conditioning engineers
CLR  capacity-load ratio
CSRT  cooling system restart time
CTF  conduction transfer function
Cv(RMSE)  coefficient of variation of the root mean square error
HAMT  combined heat and moisture transfer
HVAC  heating, ventilation, and air conditioning
IWEC2  International weather files for energy calculation 2.0
MBE  mean bias error
PIR  passive infrared
SHGC  solar heat gain coefficient
VAV  variable air volume
VRF  variable refrigerant flow
WWR  window-to-wall ratio
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