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Abstract: While scientists generally generate new projections with the newest models, the paper suggested the use of past projections as a different approach which could be explored and then complement classical approaches. With the idea that today is yesterday’s future, a set of past Intergovernmental Panel on Climate Change (IPCC) climate projections (first-AR1, second-AR2 and third-AR3 assessment reports) were compared to gauge-based observations of the last three decades (1990–2016). Why would someone need to check previous models and scenarios when the new ones are currently available? Some in-depth discussion points were raised to answer that question. Monthly and annual precipitation and temperatures were analyzed over West Africa, divided into 3 climatic sub-regions. The results revealed that observed differences are greater at higher latitudes and are strongly scenario dependent. The Business-as-Usual scenario (few or no steps are taken to limit greenhouse gas emissions) appeared to be closest to the observations. The AR1 projections were shown to be disconnected from the observations. AR2 exhibited the best performance, and AR3 presented higher uncertainties in the northern areas. The relative importance and potential implications of the differences between projections and observations on society were appreciated with regard to certain climate and weather-related factors that could greatly influence sustainable development in the region, such as water resources management, agriculture practices and yields, health conditions, and fishery management. Finally, some recommendations to policy and decision makers were given as well as further research topics for the scientific community.
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1. Introduction

A good quality of life is a requirement for sustainable development and is hugely affected by a healthy environment [1]. Nevertheless, human activities in the recent past have altered the atmosphere of our planet in a way that has led to a change in the climate. In addition, this has been established as evidence over the last decades by observations and numerous studies. Climate change affects and may have negative consequences on many key development determinants including water resources, extreme climate events (e.g., floods and droughts), agricultural practices and yields, livestock, fisheries, health, the economy, energy, ecology, policy, transport, human mobility, and so on [2–9]).

Given these critical stakes, a lot of efforts is deployed. We can find in the literature that the scientific community addresses this challenge in many ways. Various types of investigations have been conducted so far. These studies aim at generating the scientific basis needed to develop the best responses in terms of adaptation and mitigation strategies. We may mention the category of descriptive studies which, on the one hand, aim at running historical simulations in order to characterize past and present climate. They also assess how skillful climate models are in reproducing past and present-day key features of various
climate variables such as temperature or rainfall [10–18]. Descriptive studies, on the other hand, are concerned with assessing the current and recent potential impacts of climate change, as shown in [19–26]. Another category of climate change impact related studies addresses the question of how the future climate will develop under various scenarios (societal, land use/land cover, or carbon dioxide emission scenarios). These studies describe potential impacts on various determinants for development (mentioned above). In the last ten years, numerous studies of this type have been undertaken in West Africa (WA) (IPCC, National Communications, Universities, Research institutions, Projects, etc.): ([18,27–30]). If most of these studies are quite recent, we do also have previous studies, conducted during the 1990s, and which projected various trends for temperature and precipitation (see a sample of studies from the National Communications of WA countries to the United Nations Framework Convention on Climate Change (UNFCCC) in Table 1).

Table 1. A summary of some climate change impacts on temperature and precipitation projected by WA countries in the framework of their National Communications to the UNFCCC.

<table>
<thead>
<tr>
<th>Study</th>
<th>Models Used and Scenarios</th>
<th>Projected Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial National Communication of Benin [31]</td>
<td>MAGICC SCENGEN (ensembles of models), 3 scenarios IS92a (reference scenario); IS92c (optimistic scenario) et IS92e (extreme scenario) from 1990</td>
</tr>
<tr>
<td>2</td>
<td>National Communication of Burkina Faso [32]</td>
<td>Japan Meteorological Agency; 2 scenarios (equilibrium and transient at 0.5% annual rate)</td>
</tr>
<tr>
<td>3</td>
<td>Initial National Communication of Côte d’Ivoire [33]</td>
<td>GFD3 and UK89 climate models, reference 1994</td>
</tr>
<tr>
<td>4</td>
<td>First National communication of the Republic of the Gambia [34]</td>
<td>Seven models were run but 4 were kept for analysis: 1-GFDL (Geophysical Fluid Dynamic Laboratory), 2-CCCM (Canadian Climate Change Model), 3-HCGG (Hadley Centre with Greenhouse Gases (GHGs)), 4-HCGS (Hadley Centre with GHGs and Sulphate aerosol) 1xCO$_2$ and 2xCO$_2$</td>
</tr>
<tr>
<td>5</td>
<td>Ghana’s Second National Communication to the UNFCCC [35]</td>
<td>Hadley Centre Model 2 (HadCM2); UK Meteorological Office Transient Model (UKTR); UK Meteorological Office High Resolution Model (UKHI). Business as usual scenario</td>
</tr>
<tr>
<td>6</td>
<td>Initial Communication of Guinea [36]</td>
<td>Same models as Ghana IS92</td>
</tr>
<tr>
<td>7</td>
<td>Initial National Communication of Liberia [37]</td>
<td>ECHAM5, HadCM3 and 10 RCM A1B scenarios</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Study</th>
<th>Models Used and Scenarios</th>
<th>Projected Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Initial Communication of Mali [38]</td>
<td>MAGICC SCENGEN: HadCM2 1xCO2 and 2xCO2</td>
</tr>
<tr>
<td>11</td>
<td>Initial National Communication of Togo [41]</td>
<td>HadCM2, Csiro-Tr (Australia’s Commonwealth Scientific and Industrial Research Organization, Australia), and BMRC-EQ (Australian Bureau of Meteorological Research Center) Scenario IS92a</td>
</tr>
</tbody>
</table>

Table 1 illustrates how past projected trends over WA considerably varied from one model to another. It also provides evidence that WA countries do rely a lot on IPCC models projections as inputs for their planning. Nevertheless, model predictions and scenarios suffer from high uncertainties due to the many unknowns in regard to the future behavior of society, climate feedbacks in the face of greenhouse gases (GHGs) concentrations, climate model structural errors, or the evolution of land use and land cover [42]. Due to the uncertainties, past projections should be assessed by comparing projections to observations. We agree with Rahmstorf et al. [43] and Singh et al. [44] who assert that it is important to keep track of how well past projections match the accumulating observational data. Some might consider that those past models and projections are outdated and therefore do not need to be assessed because we have a better understanding of society, and climate dynamics and also because we have better models (increased complexity; with higher temporal and spatial resolution). Although this may be true, the same will be true in 30 years from now. Since we are simulating the future, previous models will always be outdated compared to the target year or horizon of the projections. Furthermore, the performance of a climate model against observations does not guarantee its performance in simulating future climates. This is what Reinfen and Toumi [45] found after testing the principle of selecting climate models based on their agreement with observations for surface temperature using 17 of the IPCC AR4 models.

Few studies have currently assessed past projections. Some studies have evaluated the accuracy of past projections by addressing variables such as temperature, sea level rise, and/or atmospheric carbon dioxide concentration on a global scale. Hausfather [46], e.g., analyzed how well climate models have projected global warming from 1973 until the fifth IPCC assessment report (2014). Kahn [47] published climate projections made by the Exxon oil and gas company in 1982. The company had projected the growth of atmospheric CO2 and the average global temperature increase from 1980 until 2100. Rahmstorf et al. [43] conducted an analysis of global temperature and sea-level data for the past decades up to
2011 and compared them to projections published in the third (2001) and fourth (2007) AR of the IPCC.

Exploring the performance of past projections might give us some insight into a better planning for the future. Many countries in WA have built their adaptation plans based on projections made by a number of these models. Almost 30 years later, it is time to check how right the projections were. What could be the consequences of relying on potentially incorrect projections? What then should be the best attitude for decision-makers in the face of projections so that we establish a “no-regret” situation? This exercise may provide us with insights into the best models to use for a specific application (agriculture, ecology, energy, etc.) in the near future.

The research presented here tends to look back at what was projected 20 to 30 years ago. The goal is to assess the performance of past projections in comparison with observations, considering the state of scientific knowledge at that time in the past, the computing capacity, the models available and the defined scenarios.

The approach proposed in this paper is based on the assumption that if a coupled “society scenario + CO$_2$ scenarios + climate model” has demonstrated some predictive capacity for the future (future here being the past 20–30 years), it may be able to provide some useful insight for the short (i.e., near-future) and long terms. We are not saying that other approaches should be abandoned; rather, they should be complemented by this different approach, which is worth some attention and testing. Our research is an attempt to define a complementary approach to classical ones. From our perspective, this type of study can be easily understood by non-scientists. Consequently, we believe the study has a non-negligible advantage in terms of supporting scientists in their communication to non-scientists about uncertainties concerning their research on climate change projections.

The objective of the study is to compare IPCC past projections on precipitation and temperature to observations over the WA sub-region. We are interested in the data produced in the context of the First, Second, and Third Assessment Reports (further referred to as AR1, AR2 and AR3). The study was conducted with the intention of learning from the past (period 1990–2016) in order to support short-term predictions for decision-makers in various key development sectors and to possibly improve future projections (i.e., for the period 2020–2050 or 2025–2055 or further). Our first research question addresses how good our climate models have been so far in WA. There are a number of climate and weather-related factors which directly influence sustainable development, such as water resources management and agricultural practices. The second research question investigates what the implications could be of the similarities and differences between projections and observations in regards to these factors for WA countries. Additionally, how could these similarities or differences be interpreted and what are the potential drivers for them? Thirdly, from analyses conducted ahead, what could we learn from the past for better projections?

Section 2 of the paper will describe the methodology applied both for the processing of data and structuring the results, and Section 3 will present the results and discuss them. Section 4 will summarize the research and share recommendations for further steps.

2. Materials and Methods

2.1. Data Description

Data for this study comprised two sets of observational data and six sets of past IPCC climate projections. Variables considered were precipitation and temperature. We chose observation data according to the quality of the product. Projected precipitation was compared to the Global Precipitation Climatology Centre Full Data Monthly Product (GPCC Version 2018 with a spatial resolution of 0.25°). Data is given as globally gridded monthly land-surface precipitation totals from rain-gauges built on GTS-based and historical Data. Precipitation anomalies at the stations were interpolated and then superimposed on the GPCC Climatology V2018 in the corresponding resolution [48]. Data is available for the period ranging from January 1891 until December 2016. Precipitation being more uncertain
than temperature, we recognize and endorse the possible sensitivity of our results to this specific precipitation data product. Many studies such as those of Sylla et al. [10] or Pomeón et al. [49] pointed this out.

Projected temperatures were compared to a product which results from the combination of two large individual data sets of station observations collected from the Global Historical Climatology Network version 2 (GHCN) and the Climate Anomaly Monitoring System (CAMS) and the use of interpolation methods [50]. The resulting dataset is called GHCN-CAMS. It includes analyzed monthly mean global land surface temperatures at a spatial resolution of 0.5° from 1948 to near present. As we decided to look at datasets from the IPCC, we limited the selection of past projection datasets (model runs and scenarios) to those available at the IPCC Data Distribution Centre (DDC) [51]. We also made the decision to focus on models used by WA countries in the elaboration of their National Communications to the UNFCCC. Furthermore, transient runs were preferred over equilibrium ones because we were comparing data until the year 2016. Details about chosen models and scenarios are summarized in Table 2.

Table 2. Characteristics of the Ocean and Atmospheric General Circulation Models (OAGCMs) and scenarios used for the observations-projections comparison.

<table>
<thead>
<tr>
<th>IPCC Assessment Reports (AR)</th>
<th>Climate Models. (Lat. × Long.). References</th>
<th>Available Runs</th>
<th>Selected Runs</th>
<th>Period</th>
<th>Sources of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR2, 1995</td>
<td>Geophysical Fluid Dynamics Laboratory (GFDL-R30). USA. (2.25° × 3.75°). [55]</td>
<td>Control</td>
<td>ghg ghg + s: (ghg and sulphate aerosol)</td>
<td>GHGs—“Business-as-Usual (BaU)”. The value of CO₂ increases gradually at the rate of 1% per year from the initial value (approximately equal to the value observed in 1958). 1958–2058</td>
<td>[56]</td>
</tr>
<tr>
<td>AR2, 1995</td>
<td>Hadley Centre for Climate Prediction and Research (Hadley Centre Coupled Model version 2: HadCM2). UK. (2.50° × 3.75°). [57]</td>
<td>Control 1 ensemble of 4 runs: (ghg 1%) 1 ensemble of 4 runs: (ghg 0.5%) 1 ensemble of 4 runs: (ghg + s 1%) 1 ensemble of 4 runs: (ghg + s 0.5%)</td>
<td>First ensemble member of ghg 1%: (IPCC Scenarios) IS92a (approx. IPCC: “Business-as-Usual (BaU)” scenario). The GHGs forcing is increased gradually to represent the observed changes in forcing due to all the ghg from 1860 to 1990. From 1990 to 2100 it uses a 1% per year compounded increase in concentrations. 1860–2099</td>
<td>[58]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Special Report on Emission Scenarios (SRES) B2 storyline: emphasis is put on local solutions to economic, social and environmental sustainability. The global population is increasing at a lower rate than storyline A2. 1950–2099</td>
<td>[61]</td>
<td></td>
</tr>
</tbody>
</table>
2.2. A Brief Description of Socio-Economic and GHGs Scenarios

As pointed out before, the choice and definition of scenarios plays a major role in the models results. We have to remember that the goal of working with scenarios is not to predict the future but to better understand uncertainties and alternative futures, in order to consider how robust different decisions or options may be under a wide range of possible futures [62]. Another important thing to mention is that scenarios have been updated from AR1 to AR6. Table 3 shows a brief summary of the evolution of IPCC scenarios from AR1 to today.

Table 3. Summary of IPCC scenarios used since AR1.

<table>
<thead>
<tr>
<th>Year</th>
<th>Name</th>
<th>Used in</th>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>1990 IPCC Scenario A: SA90</td>
<td>AR1</td>
<td>A (=Business as Usual—BaU) / B/C/D</td>
</tr>
<tr>
<td>1992</td>
<td>IPCC Scenarios (IS) IS92</td>
<td>AR2</td>
<td>IS92a, IS92b, IS92c, IS92d, IS92e, IS92f</td>
</tr>
<tr>
<td>2000</td>
<td>SRES—Special Report on Emissions and Scenario</td>
<td>AR3 and AR4</td>
<td>Storylines A1; A2; B1 and B2</td>
</tr>
<tr>
<td>2009</td>
<td>RCP—Representative Concentration Pathways</td>
<td>AR5</td>
<td>RCP 2.6/RCP 4.5/RCP 6.0/RCP 8.5</td>
</tr>
<tr>
<td>2021–2022</td>
<td>SSP—Shared Socio-economic Pathways</td>
<td>AR6</td>
<td>SSP1-1.9/SSP1-2.6/SSP2-4.5/SSP3-7.0/SSP5-8.5</td>
</tr>
</tbody>
</table>

In 1990, for the AR1, the IPCC Working Group III generated four emission scenarios referred to as policy scenarios (A, B, C and D). Scenario A approximates a Business-as-Usual (BaU) case or “the 2030 High Emissions Scenario” and assumes that few or no steps are taken to limit GHGs emissions. Working Group I explicated that under this scenario, the equivalent of a doubling of pre-industrial CO\textsubscript{2} levels would occur by around 2025. The other three scenarios incorporate a progressive penetration of controls on GHGs emissions and each scenario includes emissions of the main GHGs, and other gases (such as NOx and CO\textsubscript{2}) which influence then concentration [63]. Under Scenario B also called “the 2060 Low Emissions Scenario”, it is assumed that CO\textsubscript{2} levels will double around 2060 [64]. In the futures envisioned by scenarios C and D, it is assumed that more steps (use of renewable energy sources among others) will be taken to reduce GHGs emissions so that their levels will go below scenario B’s level.

In 1992, scenarios were updated to six alternative IPCC scenarios (IS92a to f) as described in the 1992 Supplementary Report to the IPCC Assessment. Leggett et al. [8] insisted that scenario outputs are not predictions of the future, and should not be used as such: they illustrate the effect of a wide range of economic, demographic and policy assumptions; and because they reflect different views of the future, they are inherently controversial. They further explained that the IS92e scenario (that combines among other assumptions, moderate population growth, high economic growth, high fossil fuel availability and eventual phase out of nuclear power) generates the highest GHGs. As for the lowest level of GHGs emissions, it is given by IS92c which has a CO\textsubscript{2} emissions path that eventually falls below its 1990 starting level. In that scenario, it is estimated that population will first grow, then will decline by the middle of next century, that economic growth will be low, and that there will be severe constraints on fossil fuel supply. Scenarios IS92a and IS92b are the closest to SA90. Although IS92 proposed up to six various scenarios, IS92a has been adopted as a standard scenario for use in impact assessments [8].

In 2000, new scenarios were published and used for AR3. They comprised four so-called “storylines” A1, A2, B1 and B2. Each storyline represents different demographic, social, economic, technological, and environmental developments (driving forces of GHGs and sulfur emissions) that diverge in increasingly irreversible ways [51]. The storylines
result from the combination of two sets of divergent tendencies: one set varying between strong economic values and strong environmental values, the other set between increasing globalization and increasing regionalization. Under each storyline could be constructed a scenario or a scenario family.

In 2009, a new set of scenarios was proposed. van Vuuren et al. [65] explained that the need for new scenarios prompted the IPCC in 2007 to request the scientific communities to develop a new set of scenarios to facilitate future assessment of climate change. The new scenarios were built with a new “philosophy”: There are RCPs (Representative Concentration Pathway) which are separated from SSPs (Shared Socioeconomic Pathways). RCPs fix the pathways for the radiative forcing and the concentrations of GHGs, and then climate modelers can run their simulations without necessarily connecting to a pre-defined storyline. According to a defined radiative forcing value in the year 2100 (2.6, 4.5, 6, and 8.5 W/m², respectively), RCPs are designated RCP2.6, RCP4.5, RCP6, and RCP8.5. SSPs are developed in a parallel process and represent a set of consistent socio-economic scenarios with storylines to guide mitigation, adaptation, and mitigation analysis [66]. It appears then that with the new RCPs many different socio-economic futures are possible leading to the same level of radiative forcing [66].

For more details about the changes that occurred in the scenarios since the AR1 the readers are referred to the comprehensive analysis conducted by Girod et al. [67]. Regarding the latest scenarios in AR6, detailed information can be found in the Working Group I contribution to the Sixth Assessment Report [68].

2.3. Methodology for Data Processing

After retrieving data from their original source or database, they were processed in three main steps:

1. Change in the format of the data, conversion to netcdf format for the files which were not originally at that format.
2. Subsetting of the data to the same temporal resolution. For precipitation, data was converted to mm/month (monthly totals). For temperature we considered the monthly mean in degrees Celsius. As the temporal extent, we considered the period from 1990–2016.
3. Resampling of the data to the same spatial resolution. We remapped the original datasets according to the bilinear method to a 0.25° × 0.25° grid. We also extracted the WA Region (as defined above) from the processed datasets.

For the present observation-past projections data comparison, we selected a 27-year period ranging from 1990 to 2016. In order to assess the performance of past projections with regard to observations, various types of analysis were conducted.

The methodology has been designed so that for each variable three main aspects are investigated which are (1) the mean climatology; (2) the mean annual cycles and (3) the trends.

First, the mean climatology was analyzed through the plotting of mean variable patterns and the percentage of the difference between observations and projections. The annual mean (for total precipitation) and monthly mean (for temperature) were computed at the grid points and then the percentage of difference for each projection dataset by comparison to observation were calculated. Here, data was averaged over time and the results were displayed as maps.

Second, the mean annual cycles were studied not only by averaging the monthly means over time and space, but also over time and longitude. Hovmöller diagrams were obtained from the latter analysis. A Hovmöller diagram, as highlighted by Di Liberto [69] is a cross between a map and a graph; it was created by a scientist named Ernest Hovmöller in order to show movement in static pictures. Time is generally put on one axis of the graph and either latitude or longitude on the other. For our analysis, we chose to use the horizontal dimension (X-axis) to represent time and the vertical dimension (Y-axis) to represent latitude as our purpose here was to put in evidence the seasonal migration of
rainfall in WA along latitudes. After calculating the annual cycle at the grid points over our study domain, data was averaged by latitude, i.e., for a given latitude point and a given month, data along all longitude points were averaged.

Third, the trends are plots of observations (from approximately 1950 to present) and projections (over the whole period of the corresponding run).

In addition, two metrics were computed in support of the analysis: the Percent Bias (PBIAS) and the Root Mean Squared Error (RMSE). The methodology is summarized in Figure 1.
Novel computer codes were developed for the treatment and analysis of the data used in this study. The files are freely available on Bitbucket upon request (see Supplementary Materials).

2.4. Study Area

The evaluation of the past projections was undertaken over the West African region (Figure 2). The map shows that following a north–south gradient in increasing annual precipitation, WA can be subdivided into five broad east-west belts that characterize the climate and the vegetation [70]. These are the bioclimatic zones known as the Saharan, Sahelian, Sudanian, Guinean, and Guineo-Congolian regions. Considering these bioclimatic zones, we divided West Africa in 3 analysis sub-regions defined as follow: with the longitude 13° W–13° E, Sahel goes from 14° N to 19° N, Soudano from 9° N to 14° N and finally Guinea from 4° N to 9° N according to Heinzeller et al. [18]’s domain of study (Figure 3).

Figure 2. Bioclimatic Regions of WA. Source: [70].

Figure 3. Definition of Sahel, Soudano and Guinea sub-regions for our study. Taken from Heinzeller et al. [18].
The climate over the Sahel is mainly dominated by two seasons; a dry season of nearly eight months from October to May and a wet season of approximately four months JJAS [71]. In the Soudano sub-region, the annual cycle is composed of two seasons with a longer rainy season which has a length of seven months from April to October [72,73]. Over the Guinea region, four seasons are observed: two rainy seasons with drier periods between the rains. The drier periods are NDJF and JA [70].

3. Results and Discussion

3.1. Precipitation

3.1.1. Precipitation Climatology

The spatial distribution of the mean annual precipitation for GPCC observations and past projections is shown in Figure 4. The maps display the spatial patterns and amounts of precipitation for each dataset. The observation depicted a south-north gradient of decreasing precipitation. All the projections were characterized by the same spatial pattern with some important differences in amounts, and shapes of the east-west belts. As explained by [11] and Sylla, Elguindi, et al. [16], precipitation maxima are associated with WA orography: they are found around the Guinean Highlands—GH (750 m), Jos Plateau—JP (1220 m to up to 1766 m) in Nigeria and the Cameroun Mountains—CM (4040 m) (Figure 4). We noticed that AR1 showed a general overestimation; which is consistent with the results of the model validation reported by Hansen et al. [52]. In the context of their experiments with the GISS model, the authors identified a chief problem which was the movement of monsoon rainfall into the Sahara and the excessive northward movement of precipitation. This was attributed to insufficiency in the physical parametrizations. The authors acknowledged that some important processes such as moist convection, clouds, boundary layer transports and ground hydrology each were treated in very crude ways and that there was a need for better numerical calculations.

We also noticed that isohyets were less smooth, which was not surprising given the fact that the spatial resolution is twice to three times coarser than the observations. Although AR2-GF reproduced the general patterns well, the precipitation amounts were largely underestimated. AR2-HC2 and AR3 seemed to have a better agreement with the observations. The percentage of difference of each projection by comparison to GPCC observation dataset is illustrated in Figure 5. Table 4 reports quantitative performance measures. PBIAS is identical for monthly and yearly data, as yearly data is the sum of the months. There was a systemic underestimation over orographic areas. For AR1, although topography was taken into account, the maximum altitude considered over WA on the digital map for topography was 650 m [52]. When moving from the Coast of Guinea towards the continent, there was an increasing wet bias. In other words, there was a greater percentage of difference in higher latitudes (drier areas).

AR1 exhibited the largest biases and a yearly bias of more than 600% in the Sahel. AR1-B (2060 low emissions) had a slightly lower bias than AR1-A (2030 high emissions); this can be attributed to the GHGs concentrations scenarios. AR3 tended to overestimate the precipitation, A2 (more economic scenario) at a lower rate than B2 (more environmental scenario). Along some coastal areas (Liberia/Sierra-Leone and Nigeria/Cameroon), there was a systematic underestimation. When analyzing the map of the West–African climatic zones, these coastal areas match with the Guineo-Congolian climate. We can notice then that there was an underestimation of maxima and an overestimation of minima. The analysis metrics allowed us to confirm that AR2-HC2 is the projection having the best agreement with observations. For a given report, when we compared the metrics of the entire domain to those of each sub-region, we remarked that the metrics were improved (at least for one of the sub-regions). This lead us to the same conclusion as Gbobaniyi et al. [11], who identified high heterogeneity of the sub-regions as a driving factor which makes it difficult to adequately capture fine-scale features. Furthermore, it clearly appeared that models’ performance was better for newer reports. Additionally, the metrics revealed that the performance of the models was lower over the Sahel sub-region for all reports. Similar
results over Sahel have been obtained by Hulme et al. [74] who examined the inter-decadal precipitation variability of the 20th century. HadCM2 model then revealed a discrepancy in the magnitude of simulated precipitation in comparison with observations.

Figure 4. Mean annual rainfall climatology (mm month\(^{-1}\)) for the period 1990–2016 for GPCC observation and each of the past projections. Orographic zones: GH (Guinea Highlands), JP (Jos Plateau) and CM (Cameroun Mountains) are indicated.
If we examine the data from a decision-making perspective, one could determine threshold values that could be considered as the maximum acceptable bias. In the situation where the data would be tested for a resource planning purpose (agriculture for example), a set of sub-region dependent thresholds are proposed in Table 5 to serve as an illustration. This would allow for the easy location of (on the percentage of difference maps) areas where these thresholds were not reached. We selected values that depend on the sub-region because they do not have the same mean annual precipitation. For an example of application, the reader is referred to Gaba et al. [75]'s work on WA.
Table 5. Illustration of possible threshold values for the analysis of the maps related to the percentage of difference in precipitation for a resource planning purpose.

<table>
<thead>
<tr>
<th>Sub-Region</th>
<th>Mean P mm/Year</th>
<th>Threshold in %</th>
<th>Threshold in Total Amount mm/Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sahel</td>
<td>240</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>Soudano</td>
<td>940</td>
<td>8</td>
<td>75.2</td>
</tr>
<tr>
<td>Guinea</td>
<td>1600</td>
<td>6</td>
<td>96</td>
</tr>
</tbody>
</table>

3.1.2. Precipitation Annual Cycles

The second part of our analysis focused on mean annual cycles of monthly precipitation for the observations and the past projections datasets (Figure 6). Metrics for the numerical assessment of the plots are given in Table 6.

![Figure 6](image-url)

**Figure 6.** Annual cycle of monthly precipitation (mm month$^{-1}$) averaged over the Sahel, Soudano, Guinea sub-regions and the entire WA and for the period 1990–2016 for GPCC observation and each of the past projections.

Table 6. PBIAS and RMSE between projected precipitation and the GPCC observation for annual cycles.

<table>
<thead>
<tr>
<th>Sub-Region</th>
<th>Sahel</th>
<th>Soudano</th>
<th>Guinea</th>
<th>Entire WA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PBIAS%</td>
<td>RMSE mm</td>
<td>Obs mm</td>
<td>PBIAS%</td>
</tr>
<tr>
<td>AR1-A</td>
<td>643</td>
<td>134.18</td>
<td>20</td>
<td>92</td>
</tr>
<tr>
<td>AR1-B</td>
<td>640.5</td>
<td>134.11</td>
<td></td>
<td>91.4</td>
</tr>
<tr>
<td>AR2-GF</td>
<td>79.4</td>
<td>20.81</td>
<td></td>
<td>−23.3</td>
</tr>
<tr>
<td>AR2-HC2</td>
<td>−22</td>
<td>23.29</td>
<td></td>
<td>−22</td>
</tr>
<tr>
<td>AR3-A2</td>
<td>69.7</td>
<td>25.57</td>
<td></td>
<td>18.7</td>
</tr>
<tr>
<td>AR3-B2</td>
<td>79.4</td>
<td>28.13</td>
<td></td>
<td>23.4</td>
</tr>
</tbody>
</table>
In the Guinea sub-region, all projections were unable to capture the second peak of the cycle, but AR2 and AR3 captured the timing of the first peak in June well. AR2-GF underestimated the total precipitation by approximately 20% and AR3 roughly captured the seasonality with some important overestimations in July and August. AR1 did not simulate the seasonality correctly. The amount of precipitation was almost the same the whole year: around 200 mm/month which means that GISS model showed no variation of seasons for Guinea region. AR2-HC2 presented the best metrics.

In the Soudano sub-region, the seasonal pattern (unimodal rainy season) was well captured but not the timing: the peak of the season was projected to arrive one month earlier than observed. The precipitation amount was underestimated by AR2 and slightly overestimated by AR3. AR1projections patterns were the opposite of what we would expect; from January to September, there was a descending line and then from September to December, an ascending line. AR3-A2 presented the best metrics.

In the Sahel sub-region, the seasonal pattern was not well captured, although most projections agreed on a unimodal rainy season. For AR2 and AR3, there was a tendency to peak in June rather than in August (timing of peak in the observations). The patterns of AR1 were again opposite to the observed patterns with the lower point in September. AR2-HC2 presents the best metrics.

One major process influencing precipitation amounts and large-scale patterns over the study area is the West Africa Monsoon (WAM). The WAM modulates the moisture flux from the Atlantic Ocean to the WAn region [71]. The tropical rain belt (also known as the inter-tropical convergence zone, ITCZ) oscillates between the southern tropics and northern over the course of a year, and its movement commences rainfall in the southern region, progresses towards the north between June and October. It reaches a peak in August, and the amount diminishes rapidly with increasing latitude [76]. The way this process was simulated by models can be assessed through Hovmöller diagrams (Figure 7).

The very characteristic pattern of the WAM on a Hovmöller diagram is clearly detailed by various authors among others [11,72,73,76,77]. It is composed of 3 main phases: the onset, the “monsoon jump” and the southward shift [11]. The onset occurs between April and June and consists of a gradual progression of the rain belt from the coast to about 5° N. The second phase is the “monsoon jump” which is characterized by an abrupt latitudinal shift of the ITCZ in late June from a quasi-stationary location at 5° N in May-June to another quasi-stationary location at 10° N in July–August. A [73,77]. This sharp discontinuity brings high amount of rainfall into the Sahel accompanied by a sudden cessation in appreciable precipitation intensities along the Guinean coast. The later phase is a southward shift towards the Guinean coast around September accompanied by a decrease in rainfall intensity over the Sahel [11,72]. We noticed that AR1 was not able to reproduce the pattern. For the four remaining projections, although the general pattern was followed (i.e., northward and then southward migration of the monsoon), timing, locations and rainfall amplitudes were not respected. In fact, there was no “monsoon jump” and the monsoon did not move far enough north. Such behavior resulted in a continuous rainy season in the Guinea region instead of two rainy seasons separated by a drier one. This may explain the large biases in precipitation estimations. Modelling the WAM remains one of the main challenges scientists are facing in climate change studies over WA [78,79].
3.1.3. Precipitation Trends

Finally, in Figure 8, we present the trends of annual precipitation from 1950 until 2100. Ranges vary according to each projection (see also Table 2). Many projections started a little far from the observations starting point in 1950. This suggests that the initialization in the model atmosphere and ocean and the initial forcing of GHGs scenarios have a certain influence on the results of models runs and the trends. For all sub-regions, AR1-A and AR2-HC2 had the highest trends while AR1-B and AR2-GF projected the lowest trends. The observed trend seemed to decrease but the majority of projections had an increasing trend.

Considering the results presented above, one would have expected AR2-HC2 trend to be the one closest to the observed trend. Projection AR2-GF seemed to be the one that is the closest to observations. This suggests that although AR2-GF is able to roughly capture the long-term trend, it is unable to reproduce short term temporal and spatial patterns. There is no clear evidence of what could explain such a result. Nevertheless, the Intergovernmental Panel on Climate Change (IPCC) [80] explains that as the area of interest moves from global to regional to local, or the time scale of interest shortens, the amplitude of variability linked to weather increases relative to the signal of long-term climate change. The authors further comment that this makes detection of the climate change signal more difficult at smaller scales and that conditions in the oceans are important as well, especially for interannual and decadal time scales (Intergovernmental Panel on Climate Change (IPCC) [3]. A more extensive analysis is certainly needed in order to deepen how long-term
prediction could inform short term prediction and how today’s decisions could positively impact the far future.

Figure 8. Trends of annual precipitation (mm year\(^{-1}\)) averaged over the Sahel, Soudano, Guinea sub-regions and the entire WA for the period 1950–2100 for GPCC observation and each of the past projections.

3.2. Temperature

3.2.1. Temperature Climatology

The mean observed temperatures over WA and the period of interest is displayed in Figure 9. The maps show the spatial patterns of temperatures and their values for each dataset.

Observations exhibited large-scale patterns which were characterized by cold temperatures along the Gulf of Guinea and warm temperatures in the Sahara Desert. It was also noticeable that the coldest observed temperatures were measured over the orographic peaks mentioned above [11] and the warmest temperatures along a west-east band passing through the north of Burkina Faso. Four (AR2-GF, AR2-HC2, AR3-A2 and AR3-B2) out of the 6 simulations reproduced these large-scale patterns well. In contrast, AR1 (A and B) showed an inverted trend, i.e., there was an increase of temperature from the Sahara to the Gulf of Guinea. AR2-GF had some additional patterns featured by a circular zone with the center located in the southern part of Mali and being the warmest point. From this point out, temperatures spread with a decreasing gradient. The percentage of difference of each projection by comparison to the GHCN-CAMS observation dataset is displayed in Figure 10.
Figure 9. Mean temperature climatology (°C) for the period 1990–2016 for GHCN-CAMS observation and each of the past projections.

Figure 10. Percentage of difference in mean temperature climatology for the period 1990–2016 between each of the past projections and GHCN-CAMS observation dataset.
Quantitative performance measures are reported in Table 7. There appeared to be a systemic overestimation over orographic areas. AR1 and AR2-GF exhibited a greater percentage of difference in higher latitudes (drier areas). Other projections did not show a particular spatial pattern but rather a good agreement with observations. Although AR3 biases were relatively small, there were high warm biases over mountainous regions. This can be attributed to the HadCM3 problems of relating observations and model data in these regions and to the fact that all points above 1500 m were excluded from the analysis [81]. Metrics revealed that the percentage of difference was generally quite low meaning that projections were quite good in simulating the temperatures. We can mention that over the Sahel region, there was a general trend to high negative biases. This is not what is desirable for a region which is already warm. Slightly overestimated values are preferable (this is the case for AR2-HC2) for a better adaptation planning. For practical purposes, an option would be to choose threshold values for the plotting of maps showing the percentage of difference (See Table 8). In this case areas with values lower than the threshold could be directly identified. An example of such analysis is provided in the work of Gaba et al. [75] on WA.

### Table 7. PBIAS and RMSE between projected temperature and the GHCN-CAMS observation for monthly and yearly values. Monthly temperature (M) and Yearly temperature (Y) values.

<table>
<thead>
<tr>
<th>AR</th>
<th>Region</th>
<th>PBIAS %</th>
<th>RMSE °C</th>
<th>Obs °C</th>
<th>PBIAS %</th>
<th>RMSE °C</th>
<th>Obs °C</th>
<th>PBIAS %</th>
<th>RMSE °C</th>
<th>Obs °C</th>
<th>PBIAS %</th>
<th>RMSE °C</th>
<th>Obs °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR1-A</td>
<td>Sahel</td>
<td>-10.1</td>
<td>4.67</td>
<td></td>
<td>-1.3</td>
<td>2.14</td>
<td></td>
<td>5.2</td>
<td>1.98</td>
<td></td>
<td>-3</td>
<td>2.15</td>
<td></td>
</tr>
<tr>
<td>AR1-A</td>
<td>Soudano</td>
<td>-10.1</td>
<td>4.79</td>
<td></td>
<td>-1.3</td>
<td>2.18</td>
<td></td>
<td>4.3</td>
<td>1.84</td>
<td></td>
<td>-3.7</td>
<td>2.23</td>
<td></td>
</tr>
<tr>
<td>AR1-B</td>
<td>Guinea</td>
<td>-10.6</td>
<td>3.05</td>
<td></td>
<td>-2</td>
<td>2.18</td>
<td></td>
<td>4.3</td>
<td>1.16</td>
<td></td>
<td>-3.7</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>AR1-B</td>
<td>Entire WA</td>
<td>-9.9</td>
<td>3.54</td>
<td>30</td>
<td>0.6</td>
<td>1.89</td>
<td>28</td>
<td>2.1</td>
<td>1.33</td>
<td>26</td>
<td>-3.1</td>
<td>1.79</td>
<td>28</td>
</tr>
<tr>
<td>AR2-GF</td>
<td>Sahel</td>
<td>-9.9</td>
<td>2.97</td>
<td></td>
<td>0.6</td>
<td>0.48</td>
<td></td>
<td>2.1</td>
<td>0.66</td>
<td></td>
<td>-3.1</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>AR2-GF</td>
<td>Soudano</td>
<td>0.4</td>
<td>1.83</td>
<td>30</td>
<td>2.6</td>
<td>1.71</td>
<td></td>
<td>1.1</td>
<td>0.92</td>
<td></td>
<td>0.7</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td>AR2-GF</td>
<td>Guinea</td>
<td>0.4</td>
<td>0.53</td>
<td>28</td>
<td>2.6</td>
<td>0.95</td>
<td></td>
<td>1.1</td>
<td>0.47</td>
<td></td>
<td>0.7</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>AR2-GF</td>
<td>Entire WA</td>
<td>-0.6</td>
<td>1.77</td>
<td>30</td>
<td>-0.2</td>
<td>1.33</td>
<td></td>
<td>0.8</td>
<td>0.96</td>
<td></td>
<td>-0.1</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>AR3-A2</td>
<td>Sahel</td>
<td>-0.6</td>
<td>0.57</td>
<td></td>
<td>-0.2</td>
<td>0.53</td>
<td></td>
<td>0.8</td>
<td>0.48</td>
<td></td>
<td>-0.1</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>AR3-A2</td>
<td>Soudano</td>
<td>-0.9</td>
<td>1.76</td>
<td></td>
<td>-0.6</td>
<td>1.37</td>
<td></td>
<td>0.5</td>
<td>1.04</td>
<td></td>
<td>-0.4</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>AR3-A2</td>
<td>Guinea</td>
<td>-0.9</td>
<td>0.49</td>
<td></td>
<td>-0.6</td>
<td>0.51</td>
<td></td>
<td>0.5</td>
<td>0.39</td>
<td></td>
<td>-0.4</td>
<td>0.42</td>
<td></td>
</tr>
</tbody>
</table>

### Table 8. Illustration of possible threshold values for the analysis of the maps related to the percentage of difference in temperature for a resource planning purpose.

<table>
<thead>
<tr>
<th>Sub-Region</th>
<th>Mean T (°C)</th>
<th>Threshold %</th>
<th>Value (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sahel</td>
<td>30</td>
<td>5</td>
<td>1.5</td>
</tr>
<tr>
<td>Soudano</td>
<td>28</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>Guinea</td>
<td>26</td>
<td>5</td>
<td>1.3</td>
</tr>
</tbody>
</table>

### 3.2.2. Temperature Annual Cycles

Figure 11 displays the mean annual cycles of monthly temperatures for the observation and the six past projections from the three ARs mentioned above. Metrics for the numerical assessment of the plots are presented in Table 9.
The temperature seasonal cycles were marked by the alternation of peaks (highest temperature values) and dips (lowest temperature values). Peaks were observed during the dry seasons while dips formed when precipitations reached their maximum. In the Guinea sub-region, the annual cycle was characterized by two peaks (in March and in November) and one dip in July–August. One observed that all projections were able to capture the seasonality except AR1. AR3 showed a very good performance at simulating...
the timing. During June-September, AR2 tended to underestimate the temperatures while AR3 overestimated them. AR3 presented the best metrics.

In the Soudano sub-region, the seasonal pattern (two peaks in April and October and one dip in August) was well captured except by AR1. During the rainy season JJAS, all projections overestimated the observations. This can be due to the poor reproduction of the “monsoon jump”. AR3-A2 gives the best metrics. Within the Sahel sub-region, the seasonal pattern (two peaks in May and October; one dip in August) was not completely captured. AR2 were able to reproduce the peaks but there was no dip but rather a straight line, a plateau. AR2-GF underestimated the temperatures. AR3 caught the April-September seasonality but with some errors in the timing and values. AR1 did not catch any aspect of the seasonality nor the values; it simulated almost the same temperatures all year round. AR2-HC2 and AR3 present very similar and good metrics.

In addition to annual cycles, Hovmoeller diagrams were plotted (Figure 12). The plot of observations showed a peak in temperatures over the Sahel during April-May-June, just before the rainy season. This was not captured by the projections.

Figure 12. Hovmöller diagram of monthly temperatures (°C) averaged between 13° W and 13° E and for the period 1990–2016 for GHCN-CAMS observation and each of the past projections.

The pattern of AR1 was due to insufficiency in the physical parametrizations as explained earlier [52]. As noted by Dieng et al. [71], precise causes of the temperature biases are difficult to identify as they depend on a number of factors such as cloudiness, surface albedo, surface water, and energy fluxes.

3.2.3. Temperature Trends

Finally, in Figure 13, we present trends of monthly temperature (°C) averaged over the Guinea, Soudano, Sahel sub-regions and the entire WA for the period 1950–2100 for GHCN-CAMS observation and each of the past projections. Ranges vary according to each projection. Details for each run are available in Table 2.
Figure 13. Trends of monthly temperature (°C) averaged over the Sahel, Soudano, Guinea sub-regions and the entire WA for the period 1950–2100 for GHCN-CAMS observation and each of the past projections.

In contrast with the precipitation, projected temperature trends followed reasonably well the trend of the observations. Nevertheless, AR1 and AR2-HC2 were slightly shifted from the observed trend. This result is consistent with earlier results which revealed that temperatures had small biases. The trends of temperatures in the models are probably linked to the climate sensitivities they have considered. It is known that climate sensitivity describes how sensitive the global climate is to a change in the amount of energy reaching the Earth’s surface and lower atmosphere (radiative forcing) (Cook 2015). The equilibrium climate sensitivity is defined as the global average surface warming following a doubling of carbon dioxide concentrations from the pre-industrial level of 280 parts per million by volume (ppmv) to 560 ppmv. It is likely to be in the range 2 °C to 4.5 °C with a best estimate of about 3 °C, and is very unlikely to be less than 1.5 °C (Intergovernmental Panel on Climate Change (IPCC) [3].

3.3. Overall Analysis

In general, precipitation biases were higher than those of temperature. From AR1 to AR3 we noticed that there was a better spatial representation of parameters (precipitation, temperature) due to better physical parametrizations and model resolution. From AR2 to AR3, the version of the HC model had been improved. Nevertheless, HC version 2 showed a better performance than HC version 3; this might be linked to the choice of scenarios made in the framework of this research. In AR1, we had the same model but different scenarios. There was not much difference from one scenario to another. Values did not
change—substantially. In AR2, two different models were tested. We noticed substantial differences from one model to another.

In AR3, HC3 was used with scenarios A2 and B2. No major differences were observed. Overall, we noticed that for a particular model, the good performance of spatially averaged variables might hide unacceptable performance for some locations. Contrary, the space-averaged low performance of a model might hide the fact that specific locations exhibit very good agreement with observations.

We argue that depending on the intended use of a projection and the target sub-region, country or area of application, there is a need for more criteria in order to facilitate the choice of appropriate models and scenarios. Table 10 illustrates the conclusions drawn from the results of the current work. Within the projections tested in the context of this study, AR2-HC2 seemed to be the best projection.

Table 10. Conclusion on the most appropriate set (model + scenario) depending on the use of projection and area within projections used in the present study.

<table>
<thead>
<tr>
<th>Region</th>
<th>Value</th>
<th>Patterns</th>
<th>Season</th>
<th>Trends</th>
</tr>
</thead>
</table>

There are many factors influencing the quality of climate models outputs. When considering the current practice in climate modeling science, we have identified three factors we would want to focus on. They are featured in Figure 14, they are socio-economic scenarios, CO2 and other GHGs concentration scenarios and climate model uncertainty.

Figure 14. Identification of some important parameters influencing the quality of future climate change projections.
The results obtained from the models combine uncertainties originating from at least these three sources. Here we want to emphasize on the fact that because the task of predicting the impacts of climate change in the future does not depend solely on models or socio-economic/GHGs scenarios, projections carried out in the past should not just be left aside, at least from AR2. In fact, it is noticeable that past works related to the assessment of the impacts of climate change are generally quickly considered outdated in favor of new sets of socio-economic scenarios; GHGs scenarios; and climate models. These past projections might, however, bring some very useful insight for the future. They offer a unique possibility to verify 25 to 30 years (1990 to present) of past climate predictions. Indeed, Johns et al. [57] provided evidence that ability to reproduce the past record does not necessarily guarantee that predictions of future climate will also be accurate. Next, for the near future, past socio-economic scenarios; past GHGs scenarios; and past models could be evaluated over 1990–2016 and then combined with new socio-economic scenarios, GHGs concentrations and models; depending on the sub-region (See Table 11).

Table 11. Example of possible combination between past and new socio-economic scenarios; GHGs scenarios; and past models.

<table>
<thead>
<tr>
<th>Possibilities for Studies</th>
<th>New Socio-Economic Scenarios (1)</th>
<th>Past GHGs Scenarios (2)</th>
<th>Past Climate Models (3)</th>
<th>(1) + (B) + (C)</th>
<th>(2) + (A) + (C)</th>
<th>(3) + (A) + (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New socio-economic scenarios (A)</td>
<td></td>
<td>X</td>
<td>X</td>
<td>(A) + (2) + (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New GHGs scenarios (B)</td>
<td></td>
<td>X</td>
<td>X</td>
<td>(B) + (1) + (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New climate models (C)</td>
<td></td>
<td>X</td>
<td>X</td>
<td>(C) + (1) + (2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Concluding Remarks

The research proposed an approach that intended to learn from the recent past in order to be better prepared for the near future and even for longer terms. Although AR1 projections were not good over WA mainly because of physical parametrizations and spatial resolution of the GISS model, AR2 and AR3 provided, to some extent, valuable results. The most recent models (AR2 and AR3) showed very appreciable performance regarding the climatology, the seasonality and trends. We now have a better insight into how past models and scenarios were able to predict various characteristics of today’s climate. The results can be further analyzed in order to provide a valuable prediction of precipitation and temperature for the next 20–30 years. In fact, one could select, as explained before, a combination of past and new scenarios and models that suit the most specific locations and purposes. Then, results from these runs could be used as short-term projections. We think this approach can become complementary to current climate impact assessments studies.

The observational products used are derived from ground measurements. Knowing the sparse meteorological network and the lack of long-term measurements in WA, we acknowledge that the historical data might present some quality issues especially for precipitation. This WA context makes the evaluation of climate simulations much more difficult than for other geographical regions of the world [71]. Efforts are being made to improve data collection in WA in both quality and quantity, such as the WASCAL (West African Science Service Centre on Climate Change and Adapted Land Use) Hydrometeorological Observatory in the Sudan Savanna of Burkina Faso and Ghana [82]. Recently, in the year 2020, additional equipment has been acquired and added to this regional network.

Another limitation is the fact that our study made use of only 6 datasets, but more or all datasets available from the IPCC data center can be tested in the future, and further studies could consider ensemble- analysis and include analysis of extremes. Basically, new
studies could consider comparison of ensembles while the present study just compared one projection to another. We did not consider bias correction of models’ outputs. This is an interesting point to include in next studies. As new climate projections are constantly being developed, we believe an automation of our research methodology could allow us to integrating new observations as time goes by and more recent projections. In fact, we stopped at 2016, but new datasets would go beyond and allow us to work with datasets that span longer than 30 years.

Further studies could be conducted to analyze to what extent some projections might be used for short-term predictions for specific regions and/or applications and what range of uncertainty can be expected. With a larger number of input datasets, certain projections could be identified as more appropriate for a specific region and purpose and then proposed for an ensemble analysis. Such an investigation could be helpful in determining areas where developing models and scenarios will be most profitable.

We expect our study to be useful in complementing classical approaches. Classical approaches do not use previous projections to predict the future. Researchers generally generate new projections based on newer scenarios and models.

We can link the results to various key development sectors. For example, in terms of water resources availability (management purposes), an underestimation of precipitation is preferable to an overestimation, but it would be ideal if the result was as accurate as possible. In the case of preparation against extreme events (floods, droughts), an overestimation of precipitation is desirable for long-term flood risk; and an underestimation is desirable for drought prediction. For agricultural purposes, an analysis of the seasonal cycle, timing, and amplitude of precipitation may be relevant. When related to ecology, some aspects such as the seasonal cycle, timing of precipitation and temperature may be taken into consideration. The elaboration of safety measures in health may be supported by the analysis of seasonal cycles, timing, and values of temperatures; this may be relevant for predicting occurrences of certain vector-borne diseases such as malaria. Other sectors such as farming, fishing, and mobility may also be considered. Further steps could be to use more projection datasets in the analysis and determine to what extent the observed difference is acceptable depending on the sector and the country.

We expect to communicate our research with stakeholders and policy makers in WA via regional and national research and governmental institutions, non-governmental organizations (NGOs), and possibly the private sector.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/su141912093/s1.
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