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Abstract: The maintenance training method based on Virtual Reality (VR) and Augmented Reality
(AR) technology has the characteristics of safety, no space limitation, and good reusability. Compared
with the traditional training method, it can reduce the training cost, shorten the training period, and
improve training effectiveness. Therefore, more and more maintenance training use VR and AR to
replace training based on actual equipment to improve training effectiveness. However, in the context
of multi-level tasks, there is still no clear research conclusion on how to choose training methods,
maximize the advantages of each training method, and achieve higher training effectiveness. In
response to this problem, this study constructed three training platforms based on VR, AR, and actual
equipment, designed three maintenance tasks at different levels, and created a comparative analysis
of the training effects of 60 male trainees under the three tasks and three training platforms. The
results show that for single-level maintenance tasks, the training effect of the traditional group was
significantly better than that of the AR group and the VR group. For multi-level maintenance tasks,
the training effect of AR group was significantly better than that of the VR group. With the increasing
difficulty of maintenance tasks, the training efficiency of the AR group was more than 10% higher
than that of the VR group and traditional group and the AR group had less cognitive load. The
conclusions of this study can provide a theoretical basis for the selection of training methods and
evaluation design and help to formulate training strategies, thereby shortening the training period of
professional maintenance personnel.

Keywords: virtual reality; augmented reality; maintenance training; training effectiveness; cognitive load

1. Introduction

With the iterative update of construction machinery and equipment, complex mainte-
nance tasks are increasingly difficult to train, the time cost of training professional mainte-
nance personnel is gradually rising, and traditional training based on actual equipment
often causes economic losses and personal safety problems due to accidents [1]. This limits
the training frequency of professionals, which in turn results in longer training cycles. With
the iterative update of hardware equipment, VR and AR are more and more frequently
used in the training process [2] and the platform used for professional training is gradually
changing from actual to virtual platforms [3]. Virtual interaction based on VR and AR has
brought a secure, economical, and reusable solution to these problems [4], which are widely
used in military [5–7], aerospace [8,9], industrial maintenance [10–12], clinical [13–15], and
fire protection [16].

The development of VR technology makes it possible to transform maintenance
training from an actual equipment platform to a 3D virtual platform. The existing VR
training platforms include VR training media for monoscopic screens and immersive VR
training media and VR training media for monoscopic screens. It can provide a higher level
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of real-world information than immersion [4], avoid the appearance of simulated diseases,
and support long-term training. In Langley’s research, the training effectiveness of VR
based on monoscopic screens and actual equipment platforms was compared and analyzed.
The results show that VR training platforms can effectively reduce errors in task execution
and obtain better training effectiveness [17]. In Langley’s training system, trainees interact
with VR images in fixed projectors using Wii Mote controllers, which is different from
monocular VR training based on mobile devices (such as smart phones and tablets). The
latter is more in line with people’s daily interaction habits and can reduce the time cost of
learning to use interactive devices. For example, in [18], users can interact with virtual 3D
models on smart phones directly by touch and learn the knowledge provided in VR space.
From the previous research, it is meaningful to compare the training effectiveness between
the latest AR Head-Mounted Display (HMD) and VR based on intelligent devices. However,
Gavish’s research points out that, compared with the real platform, VR training based on
monoscopic screens needs longer training times and there is no significant difference in
task accuracy. This difference is related to the type and difficulty of the task. Compared
with VR training media, AR training requires shorter training times, higher accuracy, and
higher training satisfaction [12].

The current AR training system gradually relies on commercial creative tools (such
as Unity 3D, Unreal, and Amazon Sumerian Engine [19]) and expensive smart glasses
equipment for development. AR HMD, a tool that frees hands, has become the main AR
interactive medium. Microsoft released the HoloLens 2 in November 2019, which is the
latest AR HMD. Compared with the old solutions such as AR projectors and AR handheld
devices, the HoloLens 2 brings more functions and a more powerful platform. It has
already spawned many applications for training in the field of Industrial Maintenance and
Assembly (IMA) [13,20]. Many researchers build an AR training environment by binding
external devices to HMD devices. AR HMD-based training is usually based on the 3D
model or digital twin model of actual equipment. Ada has established a set of solutions
about the future shipyard training and maintenance process based on AR digital twins.
Trainees can perform training with full-scale models of actual equipment through HoloLens
and receive step-by-step instruction [21]. Henderson and Feiner explored the benefits of AR
display for mechanic maintenance training. Based on tracking HMD, they simplified task
understanding in the form of text, labels, arrow and animation sequences, and enhanced
interactive performance. After testing, the AR HMD improves the effectiveness of task
execution [22,23]. Siyaev developed AR application for Boeing 737 aircraft maintenance
training based on the Aircraft Maintenance Manual (AMM) and HoloLens 2 and also
adopted the way of guidance and visual superposition. At the same time, trainees are
provided with step-by-step instructions of a certain task, including videos, illustrations,
and manual files, which improve the level of virtual interaction [24]. It is worth noting
that the interactive devices of VR HMD or immersion AR are often accompanied by
obvious simulation diseases due to their strong immersion. For this reason, Wiederhold
suggests that the use time should be limited to 30 min, otherwise, the trainees may be
dizzy or even vomit in different degrees [25]. However, in the test results of simulated
diseases with 142 subjects, the symptoms of simulated diseases based on HoloLens can be
neglected [26], which means that an AR training system based on HoloLens can support a
longer training time.

Although VR and AR are both potential training methods, from the research of [4,27],
these research experiments have drawn many contradictory conclusions. There is experi-
mental evidence that training based on VR and AR is worse than traditional training based
on actual equipment in terms of time, errors, and subjective experience. Therefore, there
is always a debate among researchers about the effectiveness of AR/VR tools in training
professionals and operators [28]. At present, it is not clear that AR technology is applicable
to specific task types and crowd types [29] and researchers still cannot guarantee that
AR/VR tools will show positive training effectiveness. Some studies aim at comparing the
differences of training effectiveness through various evaluation indicators. For example,
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Keighrey takes physiological indicators into account when evaluating the interactive qual-
ity and takes the perceived Quality of Experience (QoE) of users as the standard to measure
the interactive experience. The results show that AR and tablets are better [30]. Werrlich
compares the results of AR training and paper training in manual assembly tasks. The
evaluation indicators include time, errors, System Usability Scale (SUS), User Experience
Questionnaire (UEQ), and Cognitive Load Scale (NASA-TLX). The results show that AR is
dominant in all but task completion time [31].

To sum up, although the training based on actual equipment has the most real and
intuitive advantages, it also has the disadvantages of poor visualization effects and a lack
of interactivity. The training based on VR platforms provides more interactivity and can
provide more guidance information, but the disadvantage is also obvious, that is, it is
out of touch with the real world. The training based on the AR platform emphasizes the
connection with the real world and can ensure that the AR virtual model and the actual
platform have the same three-dimensional positional relationship. The disadvantage is
that it cannot provide a real operating experience and the visualization effect is not as clear
as the VR platform. Therefore, under different levels of task difficulty, how to choose the
appropriate training methods to cause the training effectiveness to be higher has become a
problem to be studied. Aiming at different levels of task difficulty, this study selects VR,
AR, and traditional training platforms for research.

According to the above research background, this paper aims to answer the following
research questions:

1. What are the factors that measure the training effectiveness? How can we distinguish
and quantify the influence of these factors on training effectiveness?

2. What kind of maintenance tasks are training based on VR, AR, and traditional methods
suitable for and how to choose training media to achieve better training effectiveness?

3. For the same kind of maintenance tasks, how does the training platform affect the
trainees’ learning processes, resulting in better or worse training effectiveness?

4. Which method can help reduce the correction effect of individual differences on
training effectiveness during training?

In order to answer these questions, this paper designs three types of maintenance tasks
with different difficulties, and conducts comparative experiments based on the three types
of training platforms. During the experiment, the homogeneity of the operating objects
under the three types of training platforms is guaranteed. Sixty male trainees were equally
divided into three groups. They received training on VR, AR, and traditional platforms,
respectively, and then they were assessed on the actual equipment. The time and errors
recorded in the assessment process would be taken as objective factors to measure the
training effectiveness. At the same time, a NASA-TLX questionnaire was used to measure
the cognitive load of the trainees as subjective factors to measure the training effectiveness.

In order to better quantify the training effect, the trainees’ time, decision-making,
and error data in the assessment process were quantified using a CPSI (Cognitive and
Psychomotor Skill Index) model. Cognitive ability is the most important factor in individual
differences. This study has tested each trainee’s cognitive abilities through experiments
and quantified them as a covariate in a one-way covariance analysis, which reduced the
correction effect of individual differences on training effectiveness to a certain extent.

2. Experimental Platform
2.1. Setting up Training Environment

Three train platforms based on crane maintenance tasks were involved in this ex-
periment, these include the traditional training platform (watching video learning and
actual operation), VR training platform (3D model and animation tutorial), and AR train-
ing platform (holographic virtual model and no actual operation). Each type of training
platform includes four parts: (1) main console: used for startup and fault transplantation;
(2) crane operation console: it includes instrument, rocker switch, power supply, and relay
for operating the actuator; (3) crane movement mechanism: execute the movement; and
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(4) maintenance tools. The display modes of the experimental equipment under the three
training platforms are shown in Figure 1.
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Figure 1. Comparison diagram of three kinds of experimental platforms showing the same equipment.

The traditional training platform can support fault transplantation and actual mainte-
nance and the teaching and examination process is realized in the actual use process. For
the VR training platform, all the devices and components are modeled and placed in the
3D virtual space based on a tablet computer. The specific model of the device is a Huawei
Matepad 11. According to Daling’s definition of this interaction mode [4], it is specifically
named VR interaction based on monoscopic screens. The AR training platform was built
in an empty room (Xi ‘an, Shaanxi Province, China) based on a HoloLens 2 HMD device
from the Microsoft Corporation (Redmond, WA, USA) and the virtual 3D models were
placed in the real space. The size of the virtual models is the same as that of the actual
equipment. Users can walk around in the space wearing the HoloLens 2. Based on the
real-time registration and tracking principle of the device, these 3D models will remain
relatively stationary with the actual space and users can browse the details of the models
and operations by walking and rotating the visual angle.

2.2. Training Methods for Maintenance of Three Kinds of Platforms

The maintenance training methods of the three training platforms are different. The
trainees who train based on the actual equipment all use the traditional tool (TT) and are
named as the TT group. Gao summarized the traditional tools as: Toolbox talk, video
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presentations, text-based handouts, practical training, and teaching seminars [1]. As shown
in Figure 2, in this experiment, the trainees watched the video first and then performed the
actual operation.
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Figure 2. Demonstration video for traditional training, using the maintenance of electromagnetic
directional valve as an example.

The maintenance training based on VR and AR training platforms is realized in the
form of animation and an interactive dialog box. The VR maintenance training scenario
is shown in Figure 3. The user can receive the step text description from the upper left
corner in the interface, the object involved in the current step will also be highlighted, and
the maintenance method will be conveyed in the form of an animation, which shows the
animation of the disassembly and replacement of the electromagnetic directional valve.
In the 3D space of VR, an indicating arrow will be provided, which can guide the user to
adjust the angle of view to the correct direction when the user’s angle of view is not on the
relevant object of the current step.
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Figure 3. Training scene in VR, using maintenance of electromagnetic directional valve as an example.

In the AR training interface, visual guidance is a commonly used auxiliary strategy [32].
Highlighting, clues, 3D models, and animation enhancement methods are added to the
AR training environment. This kind of real and dynamic 3D visual visualization can help
trainees understand the space more easily [33], thus achieving better training effectiveness.
The AR training ground scene in this study adopts the combination of highlighting, anima-
tion, and 3D models to enhance learning. As shown in Figure 4, trainees learn the current
step by watching the animation demonstration and the objects to be operated in the space
will be highlighted and prompted. Trainees can see the detailed instructions of the current
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step in the floating window, such as the names of operating objects, operating methods,
and precautions. These instructions will also be broadcast to trainees in the form of voice.
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2.3. Analysis of the Advantages and Disadvantages of Three Types of Platform Training

As a traditional training method, watching demonstration videos has achieved good
results in both teaching and training. The advantage is that the trainees can access the
operating equipment and learn and train related maintenance subjects more intuitively. The
disadvantage is that too long videos may cause trainees to miss or forget steps when operating
the equipment, resulting in repeated viewing of videos, thus reducing training effectiveness.

The VR training scene in this study is based on the smart tablet, which is more
interesting than the demonstration video, and supports trainees to browse freely in 3D
space. The combination of highlighting, arrows, and words can bring more information to
trainees and the touch interaction based on tablets is more in line with people’s daily habits.
The disadvantage is that the gap between the virtual maintenance environment and actual
maintenance environment is too large, which may lead to a poor learning transfer effect.

Compared with the VR training scene, the AR training scene better simulates the actual
maintenance training environment. Trainees can learn interactively with 3D virtual models
in a real environment and a combination of highlighting, arrows, and floating windows is
used to enhance learning. The disadvantage lies in the limitation of viewing angles and
potential discomfort with the HoloLens. Compared with VR training, the interaction mode
in AR training is brand new, which may cause interaction limitation.

To sum up, the performance of training effectiveness of the three kinds of training
methods in the same task is unpredictable and whether the relative applicability of training
methods changes due to the change of task complexity needs to be verified based on
experimental methods. Therefore, this study carried out a comparative experiment, aiming
at choosing the best training method based on the task characteristics.
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3. Experiment
3.1. Experimental Process

This experiment recruited 77 postgraduate students majoring in telecommunications,
aged 22–31 years (M = 24.43, SD = 1.720), all male, with normal or corrected visual acuity, no
color blindness, color weakness, and right-handedness. No female trainees were involved
in this experiment for objective reasons of the academy. The experiment scheme is shown in
Figure 5. Figure 5a shows the screening process of the trainees. First, through the technical
affinity test, the obtained test scores can be used to screen out possible individuals with
a high technical affinity through the data analysis method of systematic clustering. For
the remaining individuals, a cognitive ability test is needed, and the scores of cognitive
ability test will be used as covariates in one-way covariance analysis in order to reduce the
influence of individual cognitive differences on the experimental results. Figure 5b shows
the situation of personnel grouping and the schematic diagram of the training mode of
each group.

Sustainability 2022, 14, x FOR PEER REVIEW 7 of 22 
 

Compared with the VR training scene, the AR training scene better simulates the ac-
tual maintenance training environment. Trainees can learn interactively with 3D virtual 
models in a real environment and a combination of highlighting, arrows, and floating 
windows is used to enhance learning. The disadvantage lies in the limitation of viewing 
angles and potential discomfort with the HoloLens. Compared with VR training, the in-
teraction mode in AR training is brand new, which may cause interaction limitation. 

To sum up, the performance of training effectiveness of the three kinds of training 
methods in the same task is unpredictable and whether the relative applicability of train-
ing methods changes due to the change of task complexity needs to be verified based on 
experimental methods. Therefore, this study carried out a comparative experiment, aim-
ing at choosing the best training method based on the task characteristics. 

3. Experiment 
3.1. Experimental Process 

This experiment recruited 77 postgraduate students majoring in telecommunications, 
aged 22‒31 years (M = 24.43, SD = 1.720), all male, with normal or corrected visual acuity, 
no color blindness, color weakness, and right-handedness. No female trainees were in-
volved in this experiment for objective reasons of the academy. The experiment scheme is 
shown in Figure 5. Figure 5a shows the screening process of the trainees. First, through 
the technical affinity test, the obtained test scores can be used to screen out possible indi-
viduals with a high technical affinity through the data analysis method of systematic clus-
tering. For the remaining individuals, a cognitive ability test is needed, and the scores of 
cognitive ability test will be used as covariates in one-way covariance analysis in order to 
reduce the influence of individual cognitive differences on the experimental results. Fig-
ure 5b shows the situation of personnel grouping and the schematic diagram of the train-
ing mode of each group. 

 
Figure 5. Schematic diagram of the experimental process. Figure 5. Schematic diagram of the experimental process.

First, a pre-test experiment was conducted to select individuals without AR experience
and measure the cognitive ability of the experimental individuals. The number of operation
steps of each trainee was measured by the cognitive ability experiment, which was used to
measure the result of the combined effect of human factors. Then, the trainees entered the
training preparation stage. The experimental steps and durations are shown in Figure 6.
The trainees were equally divided into AR, TT, and VR groups and provided with a 10 min
training lecture so that they could adapt to their respective training systems as much as
possible and prepare for the training equipment to be used. After the preparation, the
trainees completed the training and assessment tasks based on their respective training
platforms. Each completed task assessment completed a NASA-TLX scale. The trainees



Sustainability 2022, 14, 14351 8 of 22

could rest for 10 min before proceeding to the next task. After completing all tasks, the
trainees in VR and AR groups were subject to opinion polls.
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3.2. Pre-Test Experiment

The purpose of the pre-test experiment is to screen the experimental individuals and
reduce the individual differences between groups and within groups. The experimental
plan is divided into two parts:

1. Screening out individuals with high technical affinity through questionnaires;
2. An experiment to test individual’s cognitive ability aims to quantify the result of the

comprehensive effect of individual factors.

3.2.1. Technical Affinity Test

A technical affinity questionnaire was designed for the training experiments of this
system, as shown in Table A1 in Appendix A. The questionnaire adopted the Likert 5-level
scoring structure and the content validity of the five items was excellent (I-CVI = 1.00) for
the experts in the same group. The specific content is as follows:

• Number of AR/VR interactions;
• Number of times to learn about the mechanical maintenance system;
• Number of times to use the HMD device;
• Number of times you experience AR/VR games;
• Knowledge of AR/VR technology.

The reliability analysis of the data of 77 questionnaires shows that the Cronbach’s
alpha coefficient of the technical affinity questionnaire is 0.904, which is greater than 0.7 and
indicates that there is a high internal consistency among the survey items. The construct
validity was verified using exploratory factor analysis. The results of the KMO test and
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Bartlett sphericity test showed that the data were suitable for factor analysis (KMO =
0.759, p < 0.001). A common factor F1 whose eigenvalue is greater than one is extracted by
orthogonal rotation using principal component analysis, the results are shown in Table 1. It
can be seen that the cumulative contribution rate of the common factors is 72.972%, the
Combined Reliability (CR) is greater than 0.7, and the Average Variance Extraction (AVE) is
greater than 0.5, which indicates that the scale has a good convergent validity.

Table 1. Construct validity check of technical affinity questionnaire.

Factors Factor Loading Cumulative Contribution Rate Cronbach’s α CR AVE

F1

Q1:0.913
Q2:0.712
Q3:0.946
Q4:0.780
Q5:0.897

72.972% 0.904 0.930 0.730

Due to the small number of samples (n < 200), the average Euclidean distance of
intervals is measured by the average inter-group method in the system clustering to realize
the two-classification of data. According to the results of systematic clustering, the subjects
with high score significance (n = 15) were removed from the experiment. To ensure that
each group had the same number of subjects, the individual with the highest score (n = 2)
was also removed.

3.2.2. Measure Individual Cognitive Ability

After screening, 60 trainees were involved in the experiment. The cognitive load
theory (CLT) assumes that an individual’s working memory is limited [34,35], which can
explain the learning mechanism in a virtual environment [36]. The experiment measured
the maximum number of maintenance steps that each trainee could remember in a short
time, aiming to measure the results of the comprehensive effect of individual factors (such
as interest, motivation, responsibility, self-efficacy [37], and working memory capacity [38]).

• The cognitive ability measurement experiment is based on a crane maintenance task.
The operational element Q in the experimental task includes three basic elements:
Qr1~Qr8 (relays), Qcb1~Qcb3 (circuit breakers), and Qrs1~Qrs5 (rocker switches).

• As shown in Figure 7, the trainee needs to first select the task level to perform, which
will start at level 1. Then, watch the operation demonstration, each step has a time limit
of 5s, and then complete the assessment task in the assessment mode; the assessment
data will be recorded by the system. There are two attempts for each person before
moving to the next level without errors.

• The operation elements of each level are randomly arranged and combined by three
basic elements of Qr, Qcb, and Qrs, the number of operation elements in level 1 is X1 =
3, the number of operation elements in level n is Xn = Xn−1 + 1, n ≥ 2.

• The final grades were all within the range of Level 2 to Level 5, and the number of
steps Q completed by the trainee was recorded. It can be seen that Q is a continuous
variable. It was set as a covariate in the one-way covariance analysis to reduce the
influence caused by individual cognitive ability differences.
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3.3. Training and Assessment Tasks

As shown in Figure 8, three tasks with different difficulties are set in training and
assessment, which involve different maintenance steps, such as detection, replacement,
repair, and calibration. The figure shows the number of steps and descriptions for each
process. The difficulty of the task is defined by the number of steps and the number
of failures.
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Figure 8. Three types of maintenance tasks of different difficulty.

In the first task, the task characteristic is set to be single-threaded, which means that
there is no decision-making link in the task. This mission setting simulates the situation
that maintenance is performed by maintenance personnel when the point of failure is
known. The failure point selected “damage of rigid–flexible conversion relay”. During the
task, the trainee needs to replace the rigid–flexible conversion relay and check whether the
rigid–flexible conversion is back to normal.
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In the second task, the steps of measurement and diagnosis are added. This task
setting simulates the situation that the maintenance personnel perform detection, diagnosis,
and emergency repair based on the phenomenon when the system fails. The selected fault
point is “column rotation control failure”. The trainee only needs to detect a minimum
fault cut set (column rotation–electromagnetic reversing valve), where the column rotation
control fails. After inspection, check whether the column rotation returns to normal.

In the third task, multiple points of failure are set. Different from the first two types of
tasks, this task tests the trainee’s self-judgment and logical thinking ability, while the first
two tasks are procedural tasks in nature, mainly examining the trainee’s ability based on
working memory. The selected fault point is “telescopic arm control failure” and trainees
need to detect all possible failure points (hydraulic lock, rocker switch, power supply, and
wiring) for the telescopic arm. To avoid learning effects, there are no duplicate failure
points in all tasks.

3.4. Post-Test

The NASA-TLX scale was selected to measure cognitive load in the post-test, which
will be performed in time after each task is completed. In addition, in order to better
improve the system and increase the usability, the trainees in the VR group and AR group
will also accept the system’s opinion survey at the end of the experiment.

3.5. Quantization Method Based on Improved CPSI Model

As one of the objective factors, errors in experiments need to be quantified and
weighted [4]. After referring to the error analysis procedure proposed by Stanton [39]
and Renson’s error classification system [40], the following six basic error types were
summarized in this experiment:

• Touch by mistake;
• Wrong location;
• Missing a step;
• Operation error;
• Decision error;
• Repair task not completed.

The CPSI model developed by Nalin’s team quantifies the time factor, accuracy factor,
decision-making factor, and relationship factor based on task performance [41], but it is
not suitable for the simultaneous evaluation of multiple tasks, nor is it compatible with the
situation that there are multiple sub factor variables under the same factor. Therefore, this
part was supplemented, the coefficients were readjusted, and the scores were normalized.

The accuracy score (Acc) is calculated using Formula (1)–(2) and Ei represents the error
set in the task i, including e1 (false touch), e2 (sequence or position error), e3 (missing step),
and e4 (dangerous operation). Acci represents the score of the task i, acti represents the total
number of steps in the task i, and X represents the weight matrix, as shown in Table A2 in
Appendix A.

Acci = (acti − XEi)/acti (1)

Ei = [e1i, e2i, e3i, e4i]
T (2)

The decision score (Dec) measures the trainee’s decision-making level and the er-
rors generated in the decision-making process, normalized by Formula (3), where Deci
represents the score of the task i and the apti value is shown in Table A1 in Appendix A.

Deci = lg apti (3)

The completion score (Com) measures the completion degree of the trainee for the main-
tenance task, which is normalized by Formula (4), where Comi represents the score of the
task i, Ri represents the completed steps in task i, and Rt represents the total steps number.
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Comi = Ri/Rt (4)

Due to the separate analysis of the time T for the trainee to complete the task, the
quantitative method of time score in the CPSI model is not adopted. The final CPSI is
determined by Formula (5), where n represents the number of CPSI sub-elements, Pi =
(rj)1×n (j = 1, 2, . . . , n), rj = 1/n.

CPSIi = Pi [Acci, Deci, Comi]
T (5)

To sum up, the objective performance the OPi of the task i in the experiment can be
determined by Formula (6).

OPi = [T, CPSIi] (6)

3.6. Data Analysis

The data analysis work in this experiment was all based on IBM’s statistical products
SPSS Statistics 25 and Amos 26 (IBM, Armonk, NY, USA).

3.6.1. One-Way Analysis of Covariance for Time Parameters

To verify the difference in time performance of each training group, the training
method was set as an independent variable that affected the task time, the number of steps
Q was set as a covariate, and the time differences (T1, T2, T3) from the start to the end of the
three types of tasks were set as a dependent variable, with the significance level set to 0.05.

The detailed results for the time parameter T are presented in Appendix B, Table A3.
Tij represents the execution time of the jth group under the ith task. The Shapiro–Wilk test
results showed that variables T1, T2, and T3 were in normal distribution (p > 0.05). The
Levin’s statistical results and inter-subjective effect test results show that T1, T2, and T3
variables satisfy the hypothesis of homogeneity of variance (p < 0.05) and homogeneity of
slope (p > 0.05).

The results of statistical analysis of the effects of training methods on T1, T2, and T3
are presented in Table 2.

Table 2. Test whether the difference in training method constitutes a significant difference in T1, T2,
T3 parameters between groups.

Items ss Partial η2 df MS F Sig.

T1 878.525 0.583 2 439.262 39.140 <0.001 ***
T2 2060.539 0.262 2 1030.270 9.096 <0.001 ***
T3 3651.474 0.117 2 1825.737 3.702 0.031 *

* When the significant level is 0.05 (two-tailed), the difference is significant. *** At a significant level of 0.001
(two-tailed), the difference is significant.

It can be seen that for the variables T1 (F = 39.140, partial η2 = 0.583, p < 0.001), T2
(F = 9.096, partial η2 = 0.262, p < 0.001), and T3 (F = 3.702, partial η2 = 0.117, p < 0.05), the
differences in training methods caused significant differences between groups. Multiple
comparisons were adjusted using the Bonferroni method and the results of the pairwise
comparisons are presented in Table 3, with the data presented in the table indicating:



Sustainability 2022, 14, 14351 13 of 22

Table 3. About T1, T2, T3 descriptive statistics and post hoc pairwise comparisons.

Descriptive Statistics Pairwise Comparison

Groups n Average SD Comparison Group Sig. a

T1

VR 20 35.689 3.196 TT <0.001 ***
TT 20 28.816 2.918 AR <0.001 ***
AR 20 37.789 3.877 VR 0.123

T2

VR 20 170.669 12.148 TT <0.001 ***
TT 20 155.570 9.820 AR 0.033 *
AR 20 163.833 9.972 VR 0.228

T3

VR 20 172.439 20.347 TT 1.000
TT 20 175.486 27.491 AR 0.034 *
AR 20 156.697 20.862 VR 0.168

a Multiple comparison adjustment: Bonfiglioni method. * When the significant level is 0.05 (two-tailed), the
difference is significant. *** At a significant level of 0.001 (two-tailed), the difference is significant.

For the variable of T1, the task completion time T1 of trainees in the VR group (M =
35.689, SD = 3.196) and AR group (M = 37.789, SD = 3.877) was significantly higher than that
of the TT group (M = 28.816, SD = 2.918), but there was no significant difference between
the VR group and AR group.

For the T2 variable, the task completion time T2 was significantly higher in the VR
(M = 170.669, SD = 12.148) and AR groups (M = 163.833, SD = 9.972) than in the TT group
(M = 155.570, SD = 9.820) and there was no significant difference between the VR and
AR groups.

For the T3 variable, the task completion time T3 of the trainees in the TT group (M =
172.439, SD = 20.347) was significantly higher than that of the trainees in the AR group (M =
156.697, SD = 20.862) and there was no significant difference between the other groups.

The time parameter is one of the factors in the objective effectiveness model. The
results of descriptive statistics and inter-group significance analysis for the time parameters
are presented in Figure 9. It can be concluded that the time parameter T is significantly
affected by the training method in the three types of maintenance tasks with different
difficulties (p < 0.05). With the gradual increase in task difficulty, the trainees in VR and AR
groups gradually eliminated the significant difference from the trainees in the TT group.
Particularly in Task 3, the task time of the trainees in the AR group was significantly less
than that of the other two groups, which meant that the trainees in the VR and AR groups
performed better and better in time compared with the trainees in the TT group. In addition,
there is no significant difference in task time between the VR group and AR group.
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3.6.2. Nonparametric Analysis of CPSI Score

In this experiment, CPSI score is another factor of objective performance OP, which
builds a mathematical model through three indicators of error, completion, and decision-
making. The error metrics are classified and weighted. The higher the CPSI score, the better.
All data were normalized in the mathematical model; detailed statistical results about the
CPSI scores can be seen in Table A4 in Appendix B. CPSIij represents the CPSI score of the
jth group under the ith task.

According to the S–W test, CPSI1j, CPSI2j, and CPSI3j did not meet the normality test
(p < 0.05), which was further tested using the Kruskal–Wallis test nonparametric method.
The results are shown in Table 4. It can be seen that for Task 1, different training methods
did not constitute a group difference in the CPSI score (p > 0.05), while Task 2 and Task 3
constituted a significant difference between the groups (p < 0.05).

Table 4. Kruskal–Wallis test results for CPSI scores in three tasks.

Task I Task II Task III

H(K) df Sig. H(K) df Sig. H(K) df Sig.

CPSI 1.809 2 0.405 7.498 2 0.024 * 8.687 2 0.013 *
* When the significant level is 0.05 (two-tailed), the difference is significant.

Based on the post-event Mann–Whitney U test shown in Table 5, the VR group (M =
0.921, SD = 0.054) had significantly lower CPSI scores than the TT group (M = 0.963, SD =
0.024) on the completion of Task 2. For Task 3, the CPSI scores of the AR group (M = 0.930,
SD = 0.109) were significantly higher than those of the TT group (M = 0.808, SD = 0.168)
and the mean CPSI scores were 10.45% and 15.10% higher than those of the VR and TT
groups, respectively. There were no significant differences among the other groups.

Table 5. Results of post hoc pairwise comparisons of CPSI scores using the Mann–Whitney U test.

Task II Task III

Items Mean Rank U Z Sig(2-Tailed) Mean Rank U Z Sig(2-Tailed)

VR vs. TT 15.88
25.13 107.5 −2.528 0.011 * 22.53

18.48 159.5 −1.097 0.273

TT vs. AR 22.48
18.52 160.5 −1.087 0.277 15.00

26.00 90.0 −2.987 0.003 *

VR vs. AR 17.00
24.00 130.0 −1.912 0.056 17.40

23.60 138.0 −1.686 0.092

* When the significant level is 0.05 (two-tailed), the difference is significant.

The results of descriptive statistics and inter-group significance analysis of CPSI scores
are plotted in Figure 10. From the results, it can be concluded that different training
methods caused the significant difference on this factor in Task 2 and Task 3 (p < 0.05), but
this was not reflected in Task 1.
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According to the data results of two indicators of objective performance, for tasks
with different levels of difficulty, differences in training methods resulted in differences
in time parameters and CPSI scores, which helped to select the most appropriate training
method according to the difficulty of completing the task faster and minimizing errors in
the process.

3.6.3. One-Way Analysis of Covariance on Cognitive Load Scores

In this study, the NASA-TLX scale was used to measure the variable of the cognitive
load. This measurement process would be conducted in time after the completion of
each task to finally obtain the cognitive load score of each task. The lower the cognitive
load score, the better. In addition, in order to better improve the system and increase
the availability, the trainees in the VR group and AR group at the end of the experiment
provided their opinions about the system.

Table A5 in Appendix B presents a hypothesis test for the cognitive load scores for
the three tasks, with Nij representing the cognitive load score for the jth group under
the ith task. After testing, it was found that the Nij all met the assumption of normality,
homogeneity of variance, and homogeneity of slope (p > 0.05).

Table 6 gives the statistical analysis results of the influence of the training method on
N1, N2, and N3. It can be concluded that there is a significant difference between the groups
in Task 3 (p < 0.05), but there is no significant difference between the groups in Task 1 and
Task 2 under the influence of training methods.

Table 6. The significance test of the influence of training method on cognitive load index.

Items ss Partial η2 df MS F Sig.

N1 1303.642 0.043 2 651.821 1.256 0.293
N2 6365.045 0.099 2 3182.522 3.071 0.054
N3 6111.054 0.129 2 3055.527 4.145 0.021 *

* When the significant level is 0.05 (two-tailed), the difference is significant.

According to the pairwise comparison results in Table 7, there was no significant
difference in cognitive load scores between the groups in Task 1 and Task 2. In Task 3, the
AR group (M = 189.80, SD = 23.539) had significantly lower cognitive load scores than the
VR group (M = 212.85, SD = 30.505), but there were no significant differences among the
other groups.
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Table 7. Post hoc pairwise comparison of cognitive load scores in Task 1 to Task 3 among the three groups.

Task I Task II Task III

Items SE Sig. b SE Sig. b SE Sig. b

VR vs. TT 7.233 0.999 10.222 0.983 8.588 0.999
TT vs. AR 7.206 0.364 10.183 0.051 8.621 0.134
VR vs. AR 7.251 0.999 10.247 0.447 8.642 0.022 *

b The least significant difference method. * When the significant level is 0.05 (two-tailed), the difference is significant.

The results of descriptive statistics and inter-group significance analysis on cognitive
load scores are plotted in Figure 11. From the results, it can be concluded that with the
increase in task difficulty, the TT group with the lowest cognitive load gradually lost its
advantage, while the AR group gradually showed its advantage. Specifically, in Task 3, the
mean cognitive load was reduced by 10.83% and 8.20% in the AR group compared with the
VR combined with the TT group.
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4. Results and Discussion

In this study, the training effectiveness of VR, AR, and actual equipment training
platforms for different crane maintenance tasks was compared and analyzed. Based on
CPSI and CLT, the subjective and objective data of 60 trainees were measured, including
time, errors, and cognitive load. From the experimental results, it provides a strong support
for the research problems mentioned in the previous article.

4.1. General Conclusions from the Analysis of Experimental Results

From the experimental results of objective performance, for simple maintenance tasks,
the TT group trained directly through the actual platform has a greater time advantage,
especially compared with the task time of AR training. Being new to the training system
or not adapting to it is one of the reasons, other reasons may be that AR complicates
simple maintenance tasks. Redundant action prompts and information display in AR can
cause trainees unable to find the key information, resulting in a lower effectiveness and
CPSI score. Some trainees indicated that they were not well adapted to the interactive
environment of AR at first and the fixed FOV limited the visual field to a certain extent,
which led to the unnatural process of AR interaction. In particular, some trainees with
glasses indicated that wearing this overlaid caused them to be uncomfortable. However,
most of the trainees confirmed this training method and believed that AR can mobilize
their interests, provide more information than learning video streams, and can interact
with virtual devices. As the difficulty of the task gradually increased, individuals who
did not complete the experimental task gradually appeared in the VR group, which was
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reflected in the low CPSI score. The method of learning in the 3D environment using their
fingers on the tablet was limited to a certain extent. Some participants indicated that this
training work gradually became more difficult as the task steps gradually increased. The
trainees in the TT group and AR group interacted with objects in the real environment and
the operation process was much simpler than that of the tablet. In the experiment, this
advantage was also reflected in the task time and CPSI scores. With the increase in the
number of task steps and thread branches, the AR group participants achieved a significant
advantage in CPSI scores, which was attributed to the multi-channel interaction, such as
voice prompts and thread labeling. Compared with the video streaming of the TT group,
AR was able to present more information and words to help the trainees to remember and
understand the maintenance steps in the task, resulting in fewer errors and incomplete
steps. This conclusion reached a consensus with the research work of Amanda [42], which
indicated that AR training was especially suitable for understanding and understanding
the causal relationship in complex tasks and helping the trainees to form psychomotor
skills (such as logical thinking and step planning).

From the experimental results of the cognitive load, the objective performance showed
a certain correlation with the cognitive load index. In Task 1 and Task 2, the higher
cognitive load level of the VR group and AR group trainees caused their task time to be
longer than the TT group trainees, although there was no significant difference. In Task 3,
the significantly lower cognitive load level of trainees in AR group resulted in fewer errors
and task time compared with the other two groups. This demonstrates the correlation
among the cognitive load level, task time, and CPSI score.

Overall, AR has the effectiveness potential for maintenance training and can even bring
better task performance in complex maintenance tasks, which benefits from its unique
display and interaction mode and is beneficial to the trainees’ knowledge acquisition,
causing them more interest [43] and providing a better interaction experience [44]. However,
it should be emphasized that not all tasks are suitable for AR implementation. More
importantly, it is necessary to ensure the simplicity of learning new tasks, being error-free,
and reducing the cognitive load [45]. The inherent advantages of AR training lie in the fact
that it does not need the support of actual equipment, has a good economy, has a low degree
of risk, is not subject to spatial restrictions, and has a strong reusability. These factors are
sufficient to prove its value in the field of teaching and training. One of the purposes of this
study is to verify the system effectiveness through comparative experiments, ensure that
AR tools can enable trainees to complete the training migration from virtual to actual, and
sum up the methods and strategies under different maintenance tasks. AR is a potential
training tool that still needs further exploration and improvement, but evaluation is a
complex process with many factors and instability.

4.2. Limitations

Defects in the display device remained the single most important factor affecting
training performance, with the HoloLens 2 device having a limited FOV and being unable
to deliver the immersive experience provided by the HTC Vive. Actually, immersion and
presence are very important for the user experience, but the benefit of less presence is less
simulation effect, which can better support the trainees in completing the training task for
a long time.

With regard to the selection of trainees, no female trainees participated in this experi-
ment due to the objective restrictions of the academy. Seventy-seven male trainees were
recruited through questionnaires and sixty trainees finally took part in formal training.
This experiment was implemented as a bonus item of the course, which can arouse the
enthusiasm of trainees to some extent.

The evaluation model still needs further testing and more comparative and post-test
experiments are needed to measure the difference between the telepresence and immersion
under different training methods. System availability is also worth testing. However, due
to the real-time nature of questionnaire effectiveness, it is too dependent on the trainees’
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memory ability for the experimental process, and individuals are easily affected by the
occurrence time at the end of the experiment. Therefore, filling in multiple scales in the
post-test items might result in larger individual differences in the results. We accounted for
this in the experiment and we will also measure the other subjective feelings of the trainees
step by step in the next experiment.

4.3. Future Work

Based on Daling’s definition of interactive devices [4], this experiment can be sum-
marized as a comparison of the training effectiveness of actual equipment, AR HMD, and
VR based on monoscopic screens to prove whether AR and VR based on monoscopic
screens can achieve the same or even better training effectiveness as the actual equipment.
Based on the opinion of Catal et al. [46], the training method of a virtual–real fusion that
combines actual objects and AR may have better training effectiveness. This is part of
the consideration of designing experiments and conducting comparative evaluations in
the next step. However, in order to obtain the advantages of AR in multi-information,
cue display and multi-channel prompting, economy, reusability, and space convenience
are sacrificed. This means that a virtual–real fusion may not be an economical solution.
In addition, we are committed to design more effective spatial cue tips to improve the
visual stimulation to the trainees, so as to achieve better AR interaction effects, reduce the
complexity and redundancy of information, and reduce the cognitive load of the trainees
when performing complex training tasks.

The objective performance in this experiment refers to the predictive validity under
the influence of working memory. For the research on long-term memory, according to
Uttal’s suggestion [47], training should have a lasting effect, and it is meaningful to delay
the evaluation of training effectiveness. However, it is obvious that such experiments are
not easy to carry out. We will consider designing another group of experiments to measure
the durability of training in our future work, which will be a long process.

5. Conclusions

This study aims to provide a reference for choosing the best training mode among
VR, AR, and traditional training under multi-level tasks. Based on three types of crane
maintenance tasks with different levels of difficulty, an experiment involving 60 trainees
was conducted on three training platforms of VR, AR, and actual equipment in this study.
The experimental results show the differences of training effectiveness of the three training
platforms under the influence of the task difficulty.

The conclusions are as follows. For single-level maintenance tasks, the traditional
training based on actual equipment is the most suitable. Compared with AR, VR has more
training effectiveness advantages, which is reflected in less task time, errors, and cognitive
load. The reason is that VR based on monoscopic screens is more in line with the habit
of daily interaction and the redundant information in AR indicates that it reduces the
ability of trainees to capture key information. For multi-level maintenance tasks, AR and
traditional training based on actual equipment have the training effectiveness advantage
over VR, which is reflected in less errors and cognitive load. The reason is that VR training
based on monoscopic screens is limited by information display, but AR can provide more
useful tips and guidance to help trainees understand complex maintenance logic. In
addition, there is still a lack of experimental cases considering individual differences in
the evaluation of training platforms. Customizing the training scheme for each trainee
based on individual characteristics and task characteristics is the next research direction. At
present, VR and AR display devices are still limited in view angle, definition, wearing, and
interaction experience. With the development of hardware technology and the optimization
of the interaction mode, training based on VR and AR technology is expected to achieve
better performance.
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Appendix A. Parameter Table in CPSI Model

Table A1. AR and VR technology affinity questionnaire.

Options and Scores

Items One Point Two Points Three Points Four Points Five Points

Q1: How many times have you interacted
with AR or VR? 0 1 2 3 >4

Q2: How many times have you studied
mechanical maintenance systems? 0 1 2 3 >4

Q3: How many times have you experienced
the head-mounted display device? 0 1 2 3 >4

Q4: How many times have you experienced
AR or VR games? 0 1 2 3 >4

Q5: How well do you know AR or VR? Not at all Little Not sure Know
something

Know it quite
well

Table A2. Parameter setting in CPSI model.

Items Task I Task II Task III

X [1–3, 5] [1–3, 5] [1–3, 5]
apt 5 8 10

Appendix B. The Experimental Data Sheet That Needs to Be Explained

Table A3. Hypothesis test about task time T.

Descriptive Analysis S-W Test Levene Test Slope Homogeneity Test

Items Average SD df Sig. F Sig. Ss(III) Ms F Sig.

T11
T12
T13

35.689
28.817
37.789

3.196
2.918
3.877

20 0.678
0.174
0.644

0.604 0.550 21.714 10.857 0.966 0.38720
20
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Table A3. Cont.

Descriptive Analysis S-W Test Levene Test Slope Homogeneity Test

Items Average SD df Sig. F Sig. Ss(III) Ms F Sig.

T21
T22
T23

170.669
155.570
163.833

12.148
9.820
9.972

20 0.094
0.158
0.078

1.760 0.181 54.677 27.338 0.257 0.77420
20

T31
T32
T33

172.439
175.486
156.697

20.347
27.491
20.862

20 0.218
0.989
0.082

0.819 0.446 701.595 350.797 0.704 0.49920
20

Table A4. Descriptive statistics of the CPSI scores of the three groups in Task 1 to 3.

Task I Task II Task III

Groups Mean SD Mean SD Mean SD

VR 0.992 0.017 0.921 0.054 0.842 0.157
TT 0.995 0.011 0.963 0.024 0.808 0.168
AR 0.983 0.030 0.953 0.030 0.930 0.109

Table A5. Hypothesis test about cognitive load index N.

Descriptive Analysis S-W Test Levene Test Slope Homogeneity Test

Items Average SD df Sig. F Sig. Ss(III) Ms F Sig.

N11
N12
N13

100.50
92.75

103.85

25.673
19.950
22.885

20
20
20

0.417
0.309
0.517

0.980 0.382 619.685 309.843 0.588 0.559

N21
N22
N23

164.80
154.95
180.10

28.382
37.884
28.591

20
20
20

0.664
0.416
0.165

0.727 0.488 2.883 1.441 0.001 0.999

N31
N32
N33

212.85
206.75
189.80

30.505
26.929
23.539

20
20
20

0.506
0.646
0.482

0.424 0.656 3242.488 1621.244 2.302 0.110
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