Using Social Media Analytics and Machine Learning Approaches to Analyze the Behavioral Response of Agriculture Stakeholders during the COVID-19 Pandemic
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Abstract: COVID-19, over time, has spread around multiple countries and has affected a large number of humans. It has influenced diverse people's lives, consisting of social, behavioral, physical, mental, and economic aspects. In this study, we aim to analyze one such social impact: the behavioral aspects of agriculture stakeholders during the pandemic period in the Indian region. For this purpose, we have gathered agriculture-related tweets from Twitter in three phases: (a) initial phase, (b) mid-phase, and (c) later phase, where these phases are related to the period of complete lockdown implemented in India in the year 2020. Afterward, we applied machine-learning-based qualitative-content-based methods to analyze the sentiments, emotions, and views of these people. The outcomes depicted the presence of highly negative emotions in the initial phase of the lockdown, which signifies fear of insecurity among the agriculture stakeholders. However, a decline in unhappiness was noted during the later phase of the lockdown. Furthermore, these outcomes will help policymakers to obtain insights into the behavioral responses of agricultural stakeholders. They can initiate primitive and preventive actions accordingly, to tackle such issues in the future.
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1. Introduction

Coronaviruses (https://www.who.int/health-topics/coronavirus/coronavirus (accessed on 24 April 2020) (CoV) are a large family of viruses that cause illnesses ranging from the common cold to more severe diseases, such as Middle East respiratory syndrome (MERS-Cov) and severe acute respiratory syndrome (SARS-CoV). A novel coronavirus (nCoV) is a new strain that has not been previously identified in humans. The first case of the virus was reported in Wuhan City in China in December 2019 [1]. Within months, the virus was discovered in almost every country around the globe. The only way to limit the spread of the virus is to implement social distancing, as the primary means of this virus's spread is from one person to another through the respiratory system (https://www.who.int/news-room/commentaries/detail/modes-of-transmission-of-virus-causing-covid-19-implications-for-ipc-precaution-recommendations (accessed on 24 April 2020)). To reduce the spread of the virus, the governments of almost every country announced lockdowns in their respective countries to stop people going out, keeping them isolated from others. The Indian government took this initiative in earlier stages as compared to other countries [2]. The lockdown in India (https://en.wikipedia.org/wiki/COVID-19_pandemic_lockdown_in_India (accessed on 24 April 2020)) started on 24 March 2020, when the first few cases of the virus were discovered in the country. From past pandemics, it was established that quarantines and panic have an impact on human activities and economic growth [3–5]. This effect also occurs in agricultural activities [6]. When there is an outbreak of infectious disease, there is also an increase in hunger and
malnutrition [7,8]. An imbalance between production, consumption, supply, and demand occurs [9].

Agriculture is a vital part of the survival of humans as most of the food humans eat is related to this field [10]. Every part of society is, in some way, associated with the farming sector. Both human genders are empowered in agriculture [11]. The agricultural sector suffered during the lockdown period [12]. The situation worsened as the disease progressed, making movement restrictions more and more stringent, causing labor shortages for the harvest, and difficulties for farmers to bring their products to market [13]. The shortage of fertilizers, sprays, and machinery and the unavailability of agricultural experts made the situation harder for farmers and resulted in less production and delay in bringing crops to the market [14]. Furthermore, the delay in planning and preparation for tackling the COVID-19 pandemic caused a massive setback to India’s economy as well as enormous hardships for the working-class people of the country.

Our research is focused on exploring the social media aspects of the community and finding the answers to the following research questions:

i. Analyzing the influence of COVID-19 on the agricultural sector and its stakeholders.
ii. Is this impact similar in each region of the country?
iii. Is the related community happy with the government’s decisions during the lockdown period?

For this purpose, we used social media as the source of the information required during our research. Social media plays an important role here as people use it to express their feelings. The expression of anguish, as well as pleasure, can act as a measure of acceptance or rejection of certain ordinances. Twitter is the most used and reliable source of information that we figured out in our work [15,16]. We collected tweets during the lockdown period daily, considering different Indian geolocations. After pre-processing the tweets, we applied sentiment analysis to figure out the emotions of the authors. Furthermore, from the obtained results, we speculated the overall emotion of the country during the three phases of the lockdown. Next, we narrowed our research region-wise and figured out which region suffered most from the consequences of COVID-19. The first part of the paper presents the introduction of the research topic. We introduce the aim of our research and a few basic terms that are used in this writing. The second part of the paper contains related work, where we discuss the work associated with the same field as our research work. The third part of the paper is about research materials and methods used for analysis purposes. It also contains the process of data collection, which further includes data pre-processing and a graphical representation method of frequent words using a word cloud. The sentiment analysis and the clustering of the data are explained in the proceeding sections. The fourth part of the paper contains the results and analysis of our findings. Furthermore, elaborative discussions for the obtained outcomes of this study are presented. The last section concludes the paper and specifies the future scope of the conducted work.

2. Related Work

COVID-19 has not been previously encountered in the history of humankind. Therefore, no prior information about the spread of the virus, its effects on humans, and its severity were recorded before its actual outbreak. In their recent study, Dev and Sen-gupta [17] analyzed the economical disturbance caused by the sudden impact of COVID-19. Furthermore, they scrutinized the policies announced by the central governments and RBI (Reserve Bank of India) to neutralize the economic shock. Rawal [18] evaluated the economical disturbance created by COVID-19, specifically in the rural economy and the agriculture sector. The author pointed out that the sudden shock of the lockdown in the country caused a serious blow to India’s economy as well as enormous hardships to the working-class citizens of the country. Siche [12] analyzed the impact of COVID-19 on the agriculture and food supply sectors. The lockdown situations caused by the virus created an imbalance between production, supply, and demand [19]. Such situations substantially affected the most vulnerable population which is completely dependent upon agricultural incomes.
The agricultural sector was not the only one that was impacted by COVID-19; other sectors were also affected. Pokhrel and Chhetri [20] in their research analyzed the impact of the pandemic on teaching and learning. The closure of schools, institutions, and other teaching institutes had impacted around 94% of the student population worldwide. Verma and Prakash [21] studied the effects of COVID-19 on the environment and society. Apart from the other major sectors who were negatively affected by the virus, the environment was one sector that yielded favorable outcomes from the lockdown. The travel restrictions imposed during the pandemic lockdowns benefited the environment regarding contaminated pollution and other hazardous factors.

Technology played a vital role during the pandemic phase, from diagnosing the positive cases of COVID-19, the impacts of COVID-19, analysis of recovery rates, and various statistical operations. Many machine learning approaches are used to study the prevailing situation. Dairi [22] provided a comparative analysis of machine learning approaches used for forecasting the transmission of COVID-19. Several deep learning techniques, hybrid convolutional neural networks–long short-term memory, CNN, and LSTM methods were analyzed during this research work. These techniques can be utilized in various applications concerning COVID-19 identification and diagnosis.

In this study, our focus is on analyzing the people’s responses posted in the form of tweets. We aim to measure the emotions of tweets, thus providing insightful information depicting the influence of COVID-19 on the Indian agriculture sector. Furthermore, we also perform topic modeling to group the tweets based on their context similarity.

3. Materials and Methods

The main objective of the paper was first to gather COVID-19-related tweets and then figure out the sentiments using the information obtained from the tweets. For this purpose, we used the following methodology as shown in Figure 1.

![Figure 1. Data analysis and methodology.](image-url)

The whole methodology is centered around the sentiment analyzer. The job of the sentiment analyzer is explained in Algorithm 1.
Algorithm 1: Sentiment Analyzer

Start
1. Create a Twitter Developer Account and Application with a set of permissions.
2. Use Twitter API to collect tweets based on Indian geolocation.
3. Pre-process the tweets:
   (a) Removing symbols and numbers.
   (b) Removing punctuation and English stopwords.
   (c) Removing URLs and whitespaces.
   (d) Removing keywords used to search for tweets.
   (e) Removing multiple tweets from a single person.
4. Performing sentiment analysis.
   (a) Use Meaning Cloud extension for polarity analysis.
   (b) Use R libraries for emotion analysis.
5. Calculate the score and plot it onto a bar graph.
6. Perform K-means clustering to discover the clusters in the data.
End

The initial step of the algorithm is to create a Twitter Developer account which needs permission from the Twitter development team. It may also require the reason for the signup. Once the permissions are granted, the next step is to create a Twitter Application Interface that is used to fetch the tweets. Once the tweets are fetched, the next task is to pre-process them, so the results should be more refined and accurate. Afterward, the sentiment analysis method is applied to calculate the sentiment scores and figure out the emotions during the concerned periods. Additionally, we also use the LDA Topic Modeling technique to discover the prominent topics inside the data. The details of the above steps will be provided in the subsequent section.

3.1. Data Collection

The most trustable social media site, Twitter is used for data collection purposes, as Twitter users are believed to be more generous [23]. A Twitter API is used to collect tweets over a specific period [24]. The tweets were collected based on the hashtags (#) which act as keywords for tweet collection. All the hashtags, such as #agriculture, #farmers, #covid19, #AgriTech, #Indianfarmers, #COVID-19, and a few more similar hashtags that are based on agriculture and COVID-19-related topics, were used in the fetching process of the data from Twitter. The requests were generated through Twitter API using the R language as a base (R Core Team 2013). The R language used the Twitter library to interact with the Twitter API. The results obtained from the API request contain tweet ID, tweet text, creator ID, replyToID, statusSource, screenName, retweetCount, isRetweet, longitude, latitude, Date, and Time of the tweet [25]. Since we majorly focused on obtaining the search results from the Indian region, we set the geolocation of tweets to the Indian radius only [26]. We collected around 36,149 tweets from 24 March 2020 to 10 June 2020. The tweet collection process was divided into three phases: first was the initial phase of the lockdown in the country, the second phase was in the middle of the lockdown, and the third phase was when the government gave some relaxation during the lockdown. The main reason for this time division was to obtain a genuine analysis of the COVID-19 impact on agriculture and obtain the overall results. The number of tweets collected daily for different periods is given below in Table 1.
Table 1. Daily tweet collection.

<table>
<thead>
<tr>
<th>Date</th>
<th>Initial Phase</th>
<th>Mid-Phase</th>
<th>Lateral Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 March 2020</td>
<td>190</td>
<td>1719</td>
<td>684</td>
</tr>
<tr>
<td>25 March 2020</td>
<td>450</td>
<td>1626</td>
<td>715</td>
</tr>
<tr>
<td>26 March 2020</td>
<td>389</td>
<td>1851</td>
<td>586</td>
</tr>
<tr>
<td>27 March 2020</td>
<td>969</td>
<td>2152</td>
<td>1562</td>
</tr>
<tr>
<td>28 March 2020</td>
<td>1785</td>
<td>2232</td>
<td>1411</td>
</tr>
<tr>
<td>29 March 2020</td>
<td>2481</td>
<td>1543</td>
<td>1225</td>
</tr>
<tr>
<td>30 March 2020</td>
<td>2288</td>
<td>2561</td>
<td>1774</td>
</tr>
<tr>
<td>31 March 2020</td>
<td>2145</td>
<td>2487</td>
<td>1324</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>10,697</strong></td>
<td><strong>16,171</strong></td>
<td><strong>9281</strong></td>
</tr>
</tbody>
</table>

3.2. Data Pre-Processing

Data cleaning is a very important step to obtain accurate results [7,27]. We collected tweet data in the raw form, which included unwanted numbers, special symbols, hyperlinks, and tags that were of no use in the process of the sentiment analysis and needed to be removed to obtain the valuable text. The data pre-processing process included the following steps:

i. Number removal: Only characters’ data had some significance in the sentiment analysis. The numbers did not represent any emotion of human behavior so the numerical data needed to be removed.

ii. Removal of special symbols: special symbols such as (@ # ^ * / : ; > , < \ | ?) were removed in the data-cleaning process which may have led to inaccurate results.

iii. Keyword removal: the keywords which were used to fetch the tweets needed to be removed as they certainly appeared in every tweet and may have distorted the accuracy of the results.

iv. Punctuation removal: there was a need for the removal of punctuation as we were only focused on meaningful words that showed some emotions in the tweets.

v. Hyperlink removal: the URL links also had to be removed from the tweet data as they did not show any kind of emotion and only led to the inaccuracy of the data.

vi. Stopword removal: English stopwords are the most repetitive words in the text, their need is only to support the sentence and they do not show any type of sentiment hence they may also get removed in this processing of the data.

vii. Removal of extra white spaces: Since we removed the unwanted data from the tweet, there were holes from where the data were deleted. These extra spaces would distort the meaning of the sentences; therefore, any extra white spaces in the text also had to be removed.

viii. Removal of multiple tweets from a single person: If we included all the tweets of a single person, that may have led us to unbiased results; therefore, we kept only a single tweet from every unique person. From the list of 36,149 tweets, a total of 2310 such tweets were deleted and we were left with 33,839 unique tweets.

ix. Removal of bot-generated tweets: There is a wide range of accounts existing on Twitter that are not handled by humans; rather, they are controlled using automated computer scripts normally known as bots (https://www.buzzfeednews.com/article/ lamvo/twitter-bots-v-human (accessed on 6 November 2022)). The tweets generated by such accounts could influence the overall sentiments of the entire dataset, so it became necessary to identify and remove the tweets that appeared to be generated by the bots. There is no single method to identify such tweets but a group of steps may help in this process; it involves identifying the number of tweets generated...
by an account, all tweets following a fixed pattern, weird profile information, and reposting of the tweets.

One of the examples of before and after applying the above-mentioned steps of pre-processing is shown in Table 2.

Table 2. Example of data pre-processing.

<table>
<thead>
<tr>
<th>Raw Tweet Data</th>
<th>Tweet Data After Pre-Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT @#####: In such a big epidemic many #businesses were closed for a while or given a time limit but #farming is a business which has not been closed yet or no time limit has been given. #agriculture #farmer #nature #agriculturelife #covid19 . . . <a href="https://t.co/v6lhi7zjpQ">https://t.co/v6lhi7zjpQ</a> (accessed on 27 March 2020)</td>
<td>in such a big epidemic many businesses were closed for a while or given a time limit but farming is a business which has not been closed yet or no time limit has been given</td>
</tr>
</tbody>
</table>

3.3. WordCloud

Word clouds are the graphical method to represent the most frequent words that appear in a source text [28]. The most repetitive word in the document appears larger as compared to others in the illustration. This type of visualization can assist evaluators with exploratory textual analysis by identifying words that frequently appear in a set of interviews, documents, or other texts. Here, we used WordCloud to identify the most commonly occurring word in the tweets. The result of the WordCloud implementation is shown in Figure 2.

![Figure 2. WordCloud of frequent word.](image-url)
3.4. Sentiment Analysis

The sentiment analysis process was applied after the pre-processing of the data. Sentiment analysis is the process of extracting the meaning and the emotions out of a sentence [29]. This helps us to understand the sentiment of the person who writes the text, and what he thinks about a certain topic. In the first part of the sentiment analysis, we tried to figure out the positive and negative emotions of the text, and for that purpose, we used MeaningCloud (https://www.meaningcloud.com/products/exceladdin (accessed on 27 May 2020)) API by adding it as an extension in MS Excel. This API analyzes the text and figures out the sentimental feeling of the text with the help of the keywords used inside the text. The inputted text is scrutinized to evaluate if it expresses a positive/negative/neutral sentiment; for this purpose, the local polarity of the various lines and sentences in the document is figured out and the relationship between them is analyzed, which results in a global polarity index for the whole text (https://learn.meaningcloud.com/developer/sentiment-analysis/2.1/doc/what-is-sentiment-analysis (accessed on 27 May 2020)). The sentimental feeling results are divided into five categories: highly positive, positive, neutral, negative, and highly negative. This type of analysis is known as polarity sentiment analysis [16]. Another type of sentiment analysis is emotion sentiment analysis which figures out the emotion behind the tweet [30]. For emotion analysis, we used R libraries. These libraries have pre-trained models for emotion analysis. However, if needed, we could also train the default models with our dataset. In our research methodology, we categorized human emotions into 8 different types (anger, anticipation, disgust, fear, joy, sadness, surprise, and trust).

3.5. Topic Modeling

Topic modeling is a mechanism for recognizing and extracting suitable topics from text documents [31]. There are two widely used algorithms available for performing topic modeling: LDA (Latent Dirichlet Allocation) and LSA (Latent Semantic Analysis). We used the LDA algorithm in our research because of its ability to extract more meaningful and promising results [32]. Figure 3 shows the overall layout of the LDA model. Furthermore, Algorithm 2 provides the descriptive steps involved in the implementation of the LDA model.

![Figure 3. Schematic of LDA Algorithm.](image-url)
The visualized format of the extracted outcomes of the LDA algorithm is represented later in the result section. It is important to identify a significant number of topics for the proper implementation of the LDA algorithm [33]. The broadness of the topic can be easily influenced by the value of X (number of topics); working on a large number of topics can cause difficulties in the interpretation of the topics.

Algorithm 2: Topic Modeling Algorithm

1. Start.
2. Assume 'x' topics in the document(s).
3. For each document; Randomly assign each word to one of 'x' topics.
4. For each document; For each word 'w'
   Calculate $q(y_x | d_i)$ and $q(w_j | y_x)$
   Such that;
   
   $$q(y_x | d_i) = \frac{n_{ix} + \alpha}{N_i + \alpha x}$$
   
   $$q(w_j | y_x) = \frac{m_{jx} + \beta}{\sum_{j \in V} m_{jx} + \beta}$$
   /* Where $n_{ix}$ = total number of words in $i$th document in 'x'th topic.
   $N_i$ = Number of words in $i$th document.
   $m_{jx}$ = corpus wide assignment of word $w_j$ to $x$th topic.
   $x$ = number of topics considered.
   $V$ = Vocabulary of the corpus.
   $\alpha$ and $\beta$ = Hyper parameters.

   $d_i$ is the current selected document among all the documents, $y_x$ is the selected topic from the current sentence.

5. Update $q(w_j | y_x, d_i)$ such that;
6. For each word in the document 'd';
   Find the topic 'x' such that;
   
   $q(w_j | y_x, d_i)$ is maximum
   Reassign the word to the 'x'th topic
7. If iteration complete;
   Go to the last step of the algorithm
Else
   Go to step 4
8. Stop

4. Results and Analysis

We implemented the LDA algorithm to figure out the most dominant topics inside the dataset. In the pre-processing phase, we cleaned up the #tags and other redundant data to avoid them from appearing in the results of the most repetitive topic list. We used R Studio for the implementation of the LDA topic modeling; furthermore, we used the LDAvis library for the plotting of the resulting graph. The outcome of the LDAvis is represented in Figure 4, where we can see the most occurred topics and their ratio with respect to other topics. We observed that there were major 12 topic groups formed; each group contained several topics, and their corresponding frequency is represented with the bar graph on the right side of the picture.
4.1. Polarity Analysis

The results after the implementation of the polarity sentiment analysis are shown in Table 3 (first phase), Table 4 (second phase), and Table 5 (third phase). The count of the tweets in the tables below will be different from Table 1 as we deleted the multiple tweets from a single user.

Table 3. Sentiment Analysis Results of the First Phase.

<table>
<thead>
<tr>
<th>Date</th>
<th>Highly Positive (P+)</th>
<th>Positive (P)</th>
<th>Neutral</th>
<th>Negative (N)</th>
<th>Highly Negative (N−)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 March 2020</td>
<td>21</td>
<td>89</td>
<td>30</td>
<td>27</td>
<td>14</td>
<td>181</td>
</tr>
<tr>
<td>25 March 2020</td>
<td>65</td>
<td>119</td>
<td>71</td>
<td>107</td>
<td>25</td>
<td>387</td>
</tr>
<tr>
<td>26 March 2020</td>
<td>52</td>
<td>98</td>
<td>60</td>
<td>123</td>
<td>39</td>
<td>372</td>
</tr>
<tr>
<td>27 March 2020</td>
<td>169</td>
<td>324</td>
<td>86</td>
<td>243</td>
<td>91</td>
<td>913</td>
</tr>
<tr>
<td>28 March 2020</td>
<td>113</td>
<td>419</td>
<td>126</td>
<td>694</td>
<td>273</td>
<td>1625</td>
</tr>
<tr>
<td>29 March 2020</td>
<td>191</td>
<td>512</td>
<td>196</td>
<td>934</td>
<td>385</td>
<td>2218</td>
</tr>
<tr>
<td>30 March 2020</td>
<td>120</td>
<td>458</td>
<td>211</td>
<td>917</td>
<td>310</td>
<td>2016</td>
</tr>
<tr>
<td>31 March 2020</td>
<td>104</td>
<td>513</td>
<td>201</td>
<td>1005</td>
<td>276</td>
<td>2099</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>835</strong></td>
<td><strong>2532</strong></td>
<td><strong>981</strong></td>
<td><strong>4050</strong></td>
<td><strong>1413</strong></td>
<td><strong>9811</strong></td>
</tr>
<tr>
<td><strong>Combined Total</strong></td>
<td><strong>3367</strong></td>
<td><strong>981</strong></td>
<td><strong>5463</strong></td>
<td><strong>9811</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Combined %</strong></td>
<td><strong>34.32</strong></td>
<td><strong>10.00</strong></td>
<td><strong>55.68</strong></td>
<td></td>
<td><strong>100</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Sentiment Analysis Results of the Second phase.

<table>
<thead>
<tr>
<th>Date</th>
<th>Highly Positive (P+)</th>
<th>Positive (P)</th>
<th>Neutral</th>
<th>Negative (N)</th>
<th>Highly Negative (N-)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 April 2020</td>
<td>240</td>
<td>410</td>
<td>70</td>
<td>712</td>
<td>180</td>
<td>1612</td>
</tr>
<tr>
<td>17 April 2020</td>
<td>282</td>
<td>353</td>
<td>142</td>
<td>654</td>
<td>155</td>
<td>1586</td>
</tr>
<tr>
<td>21 April 2020</td>
<td>310</td>
<td>512</td>
<td>89</td>
<td>614</td>
<td>201</td>
<td>1726</td>
</tr>
<tr>
<td>23 April 2020</td>
<td>377</td>
<td>545</td>
<td>115</td>
<td>819</td>
<td>199</td>
<td>2055</td>
</tr>
<tr>
<td>24 April 2020</td>
<td>260</td>
<td>661</td>
<td>102</td>
<td>908</td>
<td>186</td>
<td>2117</td>
</tr>
<tr>
<td>30 April 2020</td>
<td>185</td>
<td>412</td>
<td>56</td>
<td>624</td>
<td>211</td>
<td>1488</td>
</tr>
<tr>
<td>4 May 2020</td>
<td>90</td>
<td>894</td>
<td>6</td>
<td>1204</td>
<td>145</td>
<td>2339</td>
</tr>
<tr>
<td>5 May 2020</td>
<td>220</td>
<td>1087</td>
<td>119</td>
<td>752</td>
<td>167</td>
<td>2345</td>
</tr>
<tr>
<td>Total</td>
<td>1964</td>
<td>4874</td>
<td>699</td>
<td>6287</td>
<td>1444</td>
<td>15,268</td>
</tr>
<tr>
<td>Combined Total</td>
<td>6838</td>
<td>699</td>
<td></td>
<td>7731</td>
<td>15,268</td>
<td></td>
</tr>
<tr>
<td>Combined %</td>
<td>44.79</td>
<td>4.58</td>
<td></td>
<td>50.63</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Sentiment Result of the Third Phase.

<table>
<thead>
<tr>
<th>Date</th>
<th>Highly Positive (P+)</th>
<th>Positive (P)</th>
<th>Neutral</th>
<th>Negative (N)</th>
<th>Highly Negative (N-)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 May 2020</td>
<td>62</td>
<td>300</td>
<td>42</td>
<td>110</td>
<td>65</td>
<td>579</td>
</tr>
<tr>
<td>15 May 2020</td>
<td>53</td>
<td>267</td>
<td>35</td>
<td>296</td>
<td>51</td>
<td>702</td>
</tr>
<tr>
<td>20 May 2020</td>
<td>88</td>
<td>198</td>
<td>81</td>
<td>134</td>
<td>58</td>
<td>599</td>
</tr>
<tr>
<td>23 May 2020</td>
<td>154</td>
<td>773</td>
<td>63</td>
<td>345</td>
<td>124</td>
<td>1459</td>
</tr>
<tr>
<td>24 May 2020</td>
<td>267</td>
<td>652</td>
<td>26</td>
<td>213</td>
<td>96</td>
<td>1254</td>
</tr>
<tr>
<td>27 May 2020</td>
<td>72</td>
<td>698</td>
<td>55</td>
<td>294</td>
<td>82</td>
<td>1201</td>
</tr>
<tr>
<td>2 June 2020</td>
<td>97</td>
<td>1085</td>
<td>121</td>
<td>367</td>
<td>91</td>
<td>1761</td>
</tr>
<tr>
<td>10 June 2020</td>
<td>129</td>
<td>633</td>
<td>113</td>
<td>297</td>
<td>53</td>
<td>1245</td>
</tr>
<tr>
<td>Total</td>
<td>922</td>
<td>4626</td>
<td>536</td>
<td>2056</td>
<td>620</td>
<td>8760</td>
</tr>
<tr>
<td>Combined Total</td>
<td>5548</td>
<td>536</td>
<td></td>
<td>2676</td>
<td>8760</td>
<td></td>
</tr>
<tr>
<td>Combined %</td>
<td>63.33</td>
<td>6.12</td>
<td></td>
<td>30.55</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

The findings show that COVID-19 surely impacted the agricultural sector. The outcomes of the first analysis shown in Table 3 indicate that there were about 34.31% positive tweets and 55.68% of the tweets were negative. This specifies that the people related to the agricultural field seemed not to be so happy about the lockdown situation. In the second phase of the tweet collection, when people were starting to get used to the lockdown situation, around 44.78% positive and 50.63% negative tweets were recorded (see Table 4).

The difference between the positive and negative emotions of the tweets was reduced in this section of the lockdown. The reason for the change was that the government granted some special privileges to the farmers and their related sectors. The farmers were now granted permission to bring their crops to the market, and special arrangements were made for faster processing of the sales in the markets.

Table 5 shows the sentiment analysis results of the third phase of the tweet data collection. This was the time when the lockdown was almost over in the country and public dealing started in the offices and other sectors, and industries were granted permission to operate under certain conditions. In this period, around 63.33% positive and 30.54% negative tweets were registered. So, with such privileges where farmers could go to the market and purchase and sell the products, conditions seemed to be normal again. Still, the shortage of machinery, fertilizers, medicines, and labor remained a hurdle for the farmers.
4.2. Emotion Analysis

The results of the emotion analysis for each of the phases are represented in Figures 5–7, respectively. We depict various emotions and variations in the emotions through the analysis phase. The R libraries were employed to figure out the emotions of the tweets. Every tweet represents one or more emotions; these emotions are identified by the keywords used inside the tweets. In the initial period, we figured out that sadness and anger were the key emotions, whereas in the second phase, the level of these two emotions was reduced as people started accepting the government’s decision on the lockdown. In the third phase of the lockdown, trust and joy were the two leading parameters. During that period, life seemed to start coming back to the normal track.

**Figure 5.** Emotion analysis of the first phase.

**Figure 6.** Emotion analysis of the second phase.
Third Phase of the lockdown

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>anger</td>
<td>978</td>
</tr>
<tr>
<td>anticipation</td>
<td>1296</td>
</tr>
<tr>
<td>disgust</td>
<td>311</td>
</tr>
<tr>
<td>fear</td>
<td>854</td>
</tr>
<tr>
<td>joy</td>
<td>3844</td>
</tr>
<tr>
<td>sadness</td>
<td>2365</td>
</tr>
<tr>
<td>surprise</td>
<td>983</td>
</tr>
<tr>
<td>trust</td>
<td>2574</td>
</tr>
</tbody>
</table>

Figure 7. Emotion analysis of the third phase.

4.3. Region-Wise Analysis

Firstly, the tweet data were collected all over the Indian geolocation and the above-mentioned findings were obtained. We figured out that most of the people related to the agricultural field live in the northern region of the country [36]. The northern region is more suitable for farming purposes and around 63% of the food produced in the country comes from that region [37]. The northern region includes states such as Uttar Pradesh, Punjab, Haryana, and Rajasthan.

These states are the major contributor to the food industry because of their soil quality and water availability. Other food-producing regions, in order of their production capacities, are the western, southern, eastern, and northeast regions respectively. The central part of the nation is merged into the northern and western parts of the country. Since there is a difference in the quantity of food produced in each region, we also assumed that the Twitter data collected from these regions would also show some variations in the sentiment analysis.

In the second phase of the research, we categorized the tweets according to their respective regions and again applied sentiment analysis methods. Due to some security reasons, there were a few tweets whose geolocation was not available to us, so we did not include such tweets in any region. The result of the sentiment analysis was divided into three categories: positive (P+ and P), neutral, and negative (N and N−). We generated the formula marked with Equations (1)–(3), and based on the obtained results, we categorized the regions of the country into happy, sad, and neutral zones.

\[
\text{Sentiment Score} = (\text{Sum of Positive tweets} - \text{Sum of negative tweets}) \pm \text{Neutral tweets}
\]  

(1)

\[
\text{Sum of Positive tweets} = 1 \times \text{‘# of highly positive tweets’} + 0.5 \times \text{‘# of positive tweets’}
\]  

(2)

\[
\text{Sum of Negative tweets} = 1 \times \text{‘# of highly negative tweets’} + 0.5 \times \text{‘# of negative tweets’}
\]  

(3)

The mathematical Equation (1) was used to compute the sentiment score of the tweets. If the obtained results were positive and the result was far away from zero, then the mood was counted as happy, whereas if the difference was negative and the value was much smaller than zero, then the resultant mood was counted to be sad/unhappy. In conclusion, to declare an emotion to be overall happy/unhappy for a particular region, there should be a significant difference between the negative and positive emotions. In contrast, if the difference was either zero or nearer to zero (on both the positive and negative side), then the mood was counted to be neutral. We set a margin of 5% of the total number of tweets because there may have been some tweets that were written in some regional
languages and were not processed by our sentiment analyzer, or a few tweets that could not be processed by the analyzer. So, we believe there must be at least a 5% difference between the sentiment score with the total number of tweets to be considered as happy or sad emotions. If the difference was less than the prescribed value, the resultant emotion was considered to be neutral. To illustrate the working of Equation (1), we took data from the northern region, dated 28 March 2020, as an example. The given dataset contained 22 highly positive, 147 positive, 45 neutral, 298 negative, and 78 highly negative tweets. The total tweets collected numbered 590 for only the northern region (See Table 6).

Table 6. An Example of the Sentiment Score Calculator.

<table>
<thead>
<tr>
<th>Sentiment Score Calculator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive tweets = 1 × 22 + 0.5 × 147 = 95.5</td>
</tr>
<tr>
<td>Negative tweets = 1 × 78 + 0.5 × 298 = 227</td>
</tr>
<tr>
<td>Neutral tweets = 45</td>
</tr>
<tr>
<td>Sentiment Score = (95.5 − 227) + 45 = −86.5</td>
</tr>
<tr>
<td>5% of the total 590 tweets are 29.5, and after adding this to the −86.5, we reach a result of −57, which is less than zero. So, the sentiment results here show that the overall emotion for that day for the northern region is sad.</td>
</tr>
</tbody>
</table>

Using the method mentioned above in Equation (1), we were able to calculate the emotion of each region for each day and, afterward, combined the results to show the overall results during that time. The result of the sentiment analyzer for different time periods of the study is shown in Figures 8–10, respectively.
Figure 8. The first phase of the lockdown (region-wise analysis).
Figure 9. The second phase of the lockdown (region-wise analysis).
5. Discussion

The outcomes depict that the pandemic caused by COVID-19 greatly impacted the socioeconomic life of the people related to agriculture [38,39]. The sectors dependent on agricultural income suffered the most during the lockdown period [40]. In the total evaluated phases of the lockdown, the north zone showed a great deal of unhappiness as compared to other zones. Only a small number of tweets were registered from the northeast part of the country. As per the results, the western region remained stable in this pandemic situation and the southern zone, with time, moved from the sad to the neutral state. The lockdown session created unhappiness in most of the states associated with farming.

5.1. What May Be the Possible Causes of Unhappiness?

The conducted study represents the variation among the emotions of the different regions. Certain factors were responsible for that, and a few of them are mentioned here.

(a) The government took the overnight decision to lock down [41]. People, especially farmers, were not ready for that. The time of the lockdown was the same as when the wheat crop was ready for harvesting. Due to restricted movement, it became harder for farmers to harvest the crop.

(b) The government and people of the country were not ready for such a pandemic situation. The lack of planning and implementations was the key factor that made people suffer [42].

Figure 10. The third phase of the lockdown (region-wise analysis).
(c) The unavailability of the machinery and labor that were needed for the harvesting of the crop was also a reason for unhappiness among the farmers [43]. Due to stringent movements, the supply of fertilizers, pesticides, and other necessary items was also affected.

(d) A disturbance in food demand and supply was experienced during that period [44]. The sale of cereals, pulses, milk products, and vegetables was reduced by almost half. Due to the spread of the virus, people feared buying products from the market, and also the lack of money forced them to live on limited things.

(e) Every section of the economy suffered almost the same kind of unhappiness as the agricultural sector. COVID-19 became a worldwide tragedy that equally affected every section of development.

5.2. Valuable Lesson for Policymakers

Every pandemic left a lesson behind for the stakeholders associated with the affected areas of the disaster [45]. COVID-19 is one such worldwide tragedy that affected every country worldwide. It came all of sudden and no government was ready to tackle the consequences arising from this deadly virus. Along with every other sector, the agriculture sector was also affected by the forced lockdown in the country during the coronavirus period. Although the state and central government made valuable efforts to smoothen the consequences, all these seemed too insubstantial to overpower the situation [46]. COVID-19 reveals the lack of pre-disaster plans, and thus leaves a valuable lesson for different policymakers. From the present state, the policymakers gain an idea of how to tackle such circumstances if they ever happen in the near future.

In this paper, we emphasized the agriculture sector and its related domains; thus, every lesson discussed here is associated particularly with the agricultural field. Here are a few valuable points that might be considered while making pre-disaster management schemes for agriculture and its associated sectors.

(a) Agriculture is among the most important sectors for human survival; it should not be stopped in any condition and it must be among the least disaster-affected zones. So, special arrangements should be planned for the continuity of farming in the condition of any type of catastrophe.

(b) The spread of rumors such as vegetables, fruits, and chickens being the carriers of COVID-19 greatly affected the consumption of these products [47]. Such false and misleading information should be monitored carefully and people should be made aware of these kinds of news.

(c) Farming was much affected by the traveling restrictions imposed due to the lockdown and the shortage of laborers [48]. By keeping these problems in view, special arrangements should be made for agriculture if such a lockdown situation arises in the near future. Farmers must have continued access to markets to fulfill their requirements.

(d) Agricultural workers and farmers must be included in the government’s aid package and any social safety programs addressing the disaster [49].

(e) Food production and the supply chain should not be stopped under any circumstances.

(f) Special arrangements should be made to keep an eye on the market to control the overpricing and storage of products during the pandemic period.

(g) The trend in the home delivery of products, essential goods, and materials required for agriculture should be promoted in normal circumstances as well [50].

6. Conclusions and Future Work

Agriculture and its allied activities act as the main source of livelihood for more than half of the population of rural India. With such a large amount of dependency on the people in this sector and with the sudden arrival of such a virus that stops everything, an atmosphere of fear was raised in the country. Similar outcomes are stated in our research work. The first phase of the lockdown created fear and unhappiness among the people of
the country when the government was strict about the lockdown, and it is believed that there was inadequate preparedness. As soon as there was some relaxation in the lockdown and with the availability of farming assets, the situation started coming back on track. Our research work concludes that with the availability of the resources and the information, the sentimental state of the farmers moved back to the normal state. This study has a limitation in that for analysis purposes, we had to rely on the Twitter dataset, and we know that most of the farmers may not have social media accounts, so in that case, we had to rely on their representatives. Our future work will be based on studying the economic situation of the farmers before and after the arrival of the coronavirus. Moreover, we will focus on studying the impact of COVID-19 on some other sectors such as pig farming, poultry farms, fishing, and many others, as the food demand from these areas has gradually decreased.
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