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Abstract: In the attainment of digitization and sustainable solutions under Industry 4.0, effective and
economical technology like photogrammetry is gaining popularity in every field among professionals
and researchers alike. In the market, various photogrammetry tools are available. These tools employ
different techniques and it is hard to identify the best among them. This study is an attempt to
develop a methodology for the assessment of photogrammetry tools. Overall, 37 photogrammetry
tools were found via literature review and open sources, out of which 12 tools were shortlisted.
The evaluation process consisted of three steps, i.e., metadata and visual inspection, comparison with
the ground truth model, and comparison with the averaged-merged point cloud model. In addition,
a validation test was also performed on the final sorted photogrammetry tools. This study followed a
sustainable construction progress monitoring theme for rebar and covered the maximum number of
photogrammetry tools for comparison by considering the most authentic evaluation and validation
techniques, which make it exclusive.

Keywords: point cloud model; photogrammetry software; point cloud tools; point cloud evaluation;
rebar progress monitoring

1. Introduction

The development of digital data-acquisition technologies towards the attainment of
3-dimensional (3D) informational models has attracted the interest of the research commu-
nity [1] (p. 1) and the construction sector [2,3]. Researchers are working to achieve sustain-
able solutions for enhancing the accuracy of construction progress monitoring operations
via digitalization, as it reduces the required effort and human errors [4]. Three-dimensional
(3D) reconstruction allows for capturing the appearance and geometry of a targeted scene
or object [5]. Videogrammetry, photogrammetry, and laser scanning are renowned point
cloud reconstruction techniques [4,6]. For scanning, Kinect sensors and terrestrial laser
scanners (TLSs) are renowned scanning devices. At the same time, videogrammetry and
photogrammetry operations can be achieved by data capturing via any video or image-
capturing device, such as a camera, closed-circuit television (CCTV), smartphone, drone,
or unmanned aerial vehicle (UAV). The literature reveals that laser scanning is the more
applied technique compared with photogrammetry. In comparison, videogrammetry has
been identified as the least favorite point cloud generation technique among researchers [7].
Moreover, laser scanning is considered to generate more reliable, accurate, and dense 3D
point clouds [8]. However, laser scanning technology has some operational constraints, i.e.,
difficult to employ in a congested indoor environment, operational sensitivity, and high
cost [9,10]. In recent times, significant advancement in computer vision and photogramme-
try technology has been observed for generating detailed point cloud models [1]. There
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are a few significant aspects that make photogrammetry stand out as a competitor to laser
scanners: (1) the input data (digital images can be captured via any imaging device), (2) 3D
point cloud models can be densified and contain color information, (3) frames from video
streams can be intercepted for the generation of the point cloud model, (4) photogrammetry
has the capability of providing a high degree of automation, and (5) most importantly, the
photogrammetry process is more economical than laser scanning [11,12]. Researchers have
also integrated point cloud techniques with building information modeling (BIM) via com-
paring or superimposing 3D models and worked on devising cost-effective and sustainable
solutions [7,13]. On the other hand, the evolution of UAV technology has decreased its
cost, increasing its usage for photogrammetry operations [14]. Photogrammetry via UAVs
has been adopted for both close-range and long-range applications, such as construction
processes, post-disaster operations [15], cultural heritage, and especially for topographic
monitoring [16], whereas few studies also identified promising results of photogramme-
try for submerged topography [17]. Researchers have also utilized the photogrammetric
technique for geodetic measurements along with the global navigation satellite system
(GNSS) [18], and compared the UAV-based point cloud models (photogrammetric) with
TLS-based point cloud models for inaccuracies [19].

In construction, rebar is considered a secondary structural element, but the main
component of reinforced concrete (RC). Rebar monitoring is a time-consuming and rigorous
process [20,21]. Researchers have performed very few studies via photogrammetry for rebar
detection; mostly, researchers have adopted laser scanning for rebar progress monitoring [7].
The photogrammetric 3D reconstruction via point clouds is commonly performed by
the structure from motion (SfM)-based pipeline, which may be densified by applying
multi-view stereo (MVS) [5,22]. Generally, the 3D photogrammetric reconstruction tools
consist of five steps, i.e., (1) feature detection, triangulation, (2) bundle adjustment and
sparse reconstruction, (3) dense point cloud generation, (4) surface/ mesh generation, and
(5) texture generation.

Based on internet sources and a literature review, almost 37 various photogrammetry
tools and techniques were identified, out of which nine were found to be open-source
and the remaining were commercial-paid [5,22–26]. Table 1 illustrates the general informa-
tion related to the photogrammetry tools and techniques, parent developers, and mode
of operation.

Table 1. General information of photogrammetry tools and techniques.

S No Name Developer Mode of Operation Free/Paid

1. COLMAP Johannes L. Schoenberger Aerial, Close-Range Free

2. Meshroom Alice Vision Aerial, Close-Range Free

3. MicMac Institut national de l’information
géographique et forestière Aerial, Close-Range Free

4. Regard3D Roman Hiestand Aerial, Close-Range Free

5. VisualSFM Changchang Wu Aerial, Close-Range Free

6. OpenMVG Pierre Moulon, Pascal Monasse,
and Renaud Marlet Aerial, Close-Range Free

7. OpenMVS Pierre Moulon Model densification, such as,
to OpenMVG Free

8. Multi-View Environment
(MVE)

Technische Universität
Darmstadt
Graphics, Capture and
Massively Parallel Computing

Aerial, Close-Range Free
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Table 1. Cont.

S No Name Developer Mode of Operation Free/Paid

9. Python Photogrammetry
Toolbox

Pierre Moulon, Alessandro Bezz/
Code provided by steve-vincent
(GitHub)

Aerial, Close-Range Free

10. 3DF Zephyr 3DFlow Aerial, Close-Range

Free/Paid
(Paid for more
than 50
images)

11. WebODM OpenDroneMap Aerial Paid

12. Agisoft Metashape Agisoft LLC. Aerial, Close-Range Paid

13. RealityCapture Capturing Reality/ Epic Games Aerial, Close-Range Paid

14. ReCap Pro Autodesk Aerial, Close-Range

Paid
(provides free
educational
license)

15. PhotoModeler Eos Systems Inc. Aerial, Close-Range Paid

16. SOCET GXP BAE Systems Aerial, Satellite Paid

17. DroneDeploy DroneDeploy Aerial Paid

18. Pix4D Pix4D Aerial Paid

19. iWitnessPRO Photometrix Photogrammetry
Software Aerial, Close-Range Paid

20. Bentley Context Capture Bentley Systems Aerial, Close-Range Paid

21. IMAGINE Photogrammetry Geosystems/Hexagone Aerial, Satellite Paid

22. Trimble Edgewise/Trimble
Inpho/Geospatial Trimble Inc. Aerial, Close-Range Paid

23. SimActive Correlator3D™
software. SimActive Inc. Aerial, Satellite Paid

24. Maps made easy Drones made easy Aerial, Satellite Paid

25. PrecisionHawk 3D map
software. PrecisionHawk Aerial, Satellite Paid

26. Open Drone Map OpenDroneMap Aerial, Satellite
Free/Paid
(Free on
mobile only)

27. Drone2Map ArcGIS Aerial, Satellite Paid

28. DatuSurvey Datumate Aerial, Satellite Paid

29. Elcovision 10 PMS AG Aerial, Close-Range Paid

30. LiMapper GreenValley International Aerial, Close-Range Paid

31. AutoMeasure64 Cognitech Aerial, Close-Range Paid

32. PointCab4BIMm BIMm GmbH/Archicad Aerial, Close-Range Paid

33. PreVu3d PreVu3D Inc. Aerial, Close-Range Paid

34. Undet Undet Software Aerial, Close-Range Paid

35. Summit Evolution DAT/EM International Aerial, Satellite Paid

36. WinATLAS KLT Associates Aerial Paid

37. Geomatica PCI Geomatics Aerial, Satellite Paid

It can be observed from the gathered information that several photogrammetry tools
are available in the market, although better options among available photogrammetry tools
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are required to be assessed considering the construction working environment. The con-
struction industry is inclined towards adopting Industry 4.0 (I4.0) technologies to achieve
sustainability in construction processes and, by introducing less expensive solutions, the
I4.0 working theme will be more successful [27,28]. Similarly, in the construction progress
monitoring domain, among laser scanning, videogrammetry, and photogrammetry, re-
searchers have declared photogrammetry as a less expensive technique with effective
outcomes [3,6]. In light of the above discussion, this study aims to devise the most suitable
methodology for assessing the most reliable preferences among available photogrammetry
tools. Photogrammetry tools have been evaluated by considering a unique construction
item, i.e., rebar as a test subject, via photogrammetric testing and simulations. Moreover,
testing will be performed considering construction site data collection limitations and
determining the minimum threshold limits for related parameters to achieve maximum
outcomes. It is believed that the outcomes from this study will support researchers and
industry professionals in comprehending the limitations among the tested photogrammetry
tools and selecting the most suitable tool for their project. This study will improve the
confidence of the research community and industry professionals in the implementation of
photogrammetry techniques for construction processes in place of costly data-acquisition
technologies emending a sustainable construction environment. Moreover, this study
will promote the utilization of photogrammetry technologies in construction processes by
giving confidence to industry stakeholders. One of the main hurdles to the digitalization
of construction processes and I4.0 is the cost of technologies. Therefore, promoting eco-
nomical solutions with effective outcomes will change the attitude of construction industry
professionals towards the adoption of digital solutions, making the sustainable automated
I4.0 dream successful.

Furthermore, the structure of this manuscript is composed of a literature review
(Section 2) for studies focused on photogrammetry software applications, methodology
(Section 3) discussing the evaluation criteria and validation testing procedures, results and
discussion (Section 4) for analyzing the outcomes, and conclusion (Section 5).

2. Literature Review
2.1. Relevant Literature Collection

Studies related to performance assessment of various photogrammetry tools by com-
parison against various quality parameters were explored to attain the guidelines for
progressing this study. Relevant articles were searched on Scopus and Web of Science (WoS)
in the last six years, keeping particular search protocol, i.e., “(photogrammet* OR mvs OR
sfm OR structure-from-motion OR multi-view stereo) AND (image* OR picture* OR photo)
AND (algorithm OR tool* OR technique*)”. Following the study objective and defined
protocols, a list of relevant articles was refined. The summary of collected related articles is
illustrated in Table 2.

Table 2. Summary of the related literature.

References Tools/Techniques Object Detected Adopted
Methodology Outcomes

A. H. Qureshi
et al. [21]

3DF Zephyr, VisualSFM,
Meshroom, COLMAP, Regard
3D, PhotoModeler, Agisoft
Metashape, RealityCapture,
ReCap Pro

Rebar grid

Basic comparison
information and
numerical analysis for
percentage model
completion and
percentage noise.

3DF Zephyr and Agisoft
Metashape were better
options.

Y. Wang et al. [29] CMVS-PMVS, MVE, and PSO
(proposed methods) Fabric

Basic comparison
information and visual
inspection.

The proposed PSO
method was found to be
better.
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Table 2. Cont.

References Tools/Techniques Object Detected Adopted
Methodology Outcomes

Peña-Villasenín
et al. [30]

Agisoft, Pix4D, and Autodesk
Remake Building façade

Basic comparison
information and visual
inspection.

Autodesk Remake yields
good evaluation.

Reljić et al. [31] 3DF Zephyr, Meshroom,
Agisoft, and RealityCapture Face statue

Basic comparison
information and visual
inspection.

Photoscan and 3DF
Zephyr have produced
the best results.

Zhang et al. [25]

OpenMVS, PMVS, COLMAP,
and fragmentation-based
multi-view technique
(proposed method)

Human figures Metadata and visual
inspection.

Fragmentation-based
multi-view human
reconstruction technique
was found to be better.

Luo et al. [32]

VisualSFM, Thiea, HSFM,
COLMAP, local readjustment
method, and subgraph-based
reconstruction pipeline
(proposed method)

Buildings Metadata and visual
inspection.

A proposed
subgraph-based
reconstruction pipeline
was found to be better.

Rahaman &
Champion [26]

Agisoft, Regard3D, VisualSfM,
COLMAP, and Python
Photogrammetry Toolbox

Building and frog Basic comparison
information.

Software starting with
the best one as Regard3D,
COLMAP, VisualSfM,
and PPT GUI.

Cui et al. [24]
Bundler, VisualSFM, Theia,
COLMAP, HSfM, BSfM
(proposed method)

Temple, sports
arena, and cup

Visual inspection of
models with camera
positions and camera
calibration-related
comparisons.

BSfM outperforms in
terms of efficiency and
robustness to many SfM
systems.

Catalucci et al.
[23]

Agisoft, VisualSfM, and
Autodesk Remake Boat surface Volumetric error

distribution.
Results with Agisoft
were found to be better.

Bianco et al. [5] VisualSFM, Theia, OpenMVG,
and COLMAP

Ignatius, statue,
bicycle hydrant,
jeep, and empire
vase

Comparison with
ground truth model,
visual comparison.

Better average results
were shown by
COLMAP.

Verykokou &
Ioannidis [33]

SfM algorithm coupled with
robust iterative bundle
adjustment techniques
(proposed method), Agisoft
(fixed IO), and Agisoft
(autocalibration)

Building

Average, maximum,
and minimum absolute
differences between the
computed and the
reference exterior
orientation parameters.

The proposed algorithm
was found to be better.

Gabara & Sawicki
[22] RealityCapture, and Agisoft Railway track Basic information, basic

model comparison.

RealityCapture results
were found to be better
for rail tracks.

Delgado-Vera
et al. [34]

Qgis, Pix4d, MicMac,
Ensoamic, OpenDrone Map,
VisualSFM, Insight3d, and
Agisoft

Aerial view Basic subjective criteria
of comparison.

OpenDroneMap software
was the most suitable.

Alidoost & Arefi
[35]

3DSurvey, Agisoft, Pix4D, and
SURE Aerial view

General information,
absolute point cloud
assessments (spatial
errors), and relative
point cloud
assessments between
models (root mean
square error).

Results 3DSurvey’s was
found to be less effective,
whereas results with
SURE, Pix4D, and
Agisoft were almost
similar.
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Table 2. Cont.

References Tools/Techniques Object Detected Adopted
Methodology Outcomes

Murtiyoso &
Grussenmeyer
[36]

Agisoft, Pix4D,
APERO-MicMac, and
PhotoModeler

Buildings

Cloud to cloud
comparison for root
mean square errors
(RMSEs).

Pix4D and Agisoft
generated precise point
clouds. PhotoModeler
managed to provide the
best aerial triangulation
results. APERO-MicMac
gave precise results in
terms of both aerial
triangulation and dense
matching.

Eltner &
Schneider [37]

VisualSfM, Bundler, Agisoft,
Pix4D, and APERO Aerial view

Basic comparison.
Moreover, mean and
RMSE point deviations
between the
photo-based
reconstruction and
reference
measurements.

Cloud densifications by
MicMac and Pix4D were
found to be better.

2.2. Summary of the Collected Literature

The main focus was given to those articles in which comparisons between several
photogrammetry tools or software were studied based on various performed tests. A. H.
Qureshi et al. [21] compared photogrammetry models of rebar grids for nine tools, i.e.,
ReCap Pro, 3DF Zephyr, Meshroom, VisualSFM, COLMAP, Regard 3D, PhotoModeler,
Agisoft Metashape, and RealityCapture. The models were evaluated for basic information
(such as computation time and number of dense point cloud) and values of percentage
(%) model completion and % noise, which were calculated statistically. The comparison
revealed that 3DF Zephyr and Agisoft Metashape outcomes were better than others. Eltner
and Schneider [37] performed the quality assessment of digital elevation models (DEMs)
via UAV-based images. Photogrammetry models were generated by VisualSfM, Bundler,
APERO (cloud densification supported by MicMac), Pix4D, and Agisoft for datasets from
three different cameras. The study also compared the 3D point cloud models of soil surface
generated by TLS with UAV-image-based DEMs, and it was concluded that accurate results
for soil surface reconstruction could be obtained by adopting photogrammetry tools. Mur-
tiyoso and Grussenmeyer [36] reviewed the fundamental concepts in structure from motion
(SfM) 3D point cloud reconstruction and photogrammetry. Case studies were performed
for close-range images of buildings, i.e., a palace and church, taken by two different UAVs.
Photogrammetry models were generated by Agisoft, Pix4D, APERO-MicMac, and Photo-
Modeler. Moreover, dense matching and aerial triangulation results were also assessed and
compared for laser scanning data and photogrammetry point cloud models. The study
illustrated that centimeter-level precision could be achieved for dense matching from the
images. However, the quality of the onboard sensor may obstruct the accuracy. Alidoost
and Arefi [35] compared 3DSurvey, Pix4Dmapper Pro, Agisoft Photoscan, and SURE for
their capabilities by generating digital surface models, with high-density point clouds, of
the historical site using an aerial view approach. This study covers the image acquisition
process, generation of the point cloud, and accuracy assessment by evaluating the quality
of 3D dense point cloud models and digital surface models by considering geometric as
well as visual inspections. Delgado-Vera et al. [34] analyzed and compared several pho-
togrammetry tools, i.e., Qgis, MicMac, OpenDrone Map, Ensoamic, VisualSFM, Insight3d,
Agisoft, and Pix4d, considering the aerial view images for agricultural land. A case study
was performed on the land of the “Agrarian University of Ecuador Experimental Research
Center based in Mariscal Sucre, Milagro” using a drone and photogrammetry process to
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obtain orthophoto. Gabara and Sawicki [22] performed a study based on an image-based
point cloud model of a railway track to determine the geometric parameters. Using a Digital
Single-Lens-Reflex (DSLR) camera, six images of the railway track section were acquired.
PhotoScan and RealityCapture were utilized to reconstruct 3D point cloud models and
generate dense point clouds and the 3Dmesh models. The track cant and gauge were
determined by another application named CloudCompare, for the defined cross sections.
This study compared the result outcomes between adopted photogrammetry tools with
the results of direct geodetic measurements. Verykokou and Ioannidis [33] developed a
novel algorithm and compared its outcomes with Agisoft for image datasets containing
planar surface, i.e., building roof. The testing was performed on UAV-captured images;
the assessment was made in terms of the correctness and automation of the computed
exterior orientation parameters. Bianco et al. [5] reported a comparison between different
photogrammetry tools, i.e., Theia, COLMAP, VisualSFM, and OpenMVG, by reconstructed
3D point cloud models. This study also proposed an assessment procedure in which SfM
pipelines were stressed by utilizing a realistic synthetic dataset and dataset attained by
high-end devices. Moreover, a plug-in was developed for Blender software to manage
the assessment of SfM pipeline and the formation of synthetic datasets. The evaluation
procedure contained estimation errors and reconstruction errors for camera poses used in
the reconstruction process. Catalucci et al. [23] defined the metrological characteristics and
performances of photomodelling, which is based on photogrammetry principles and leads
to the generation of 3D models from simple digital images. Moreover, the full potential
was also tested for photogrammetric-based processing software, i.e., Agisoft, VisualSfM,
and Autodesk Remake. The study verifies the precision and accuracy of photomodelling
by utilizing a modified ICP algorithm for superficial, volumetric, and spatial evaluation
criteria. Cui et al. [24] proposed a novel SfM methodology to address united framework
issues. The designed hybrid structure-from-motion (HSfM)-BSfM method was compared
for outcomes with available photogrammetry tools, i.e., Bundler, VisualSFM, and Theia
COLMAP, for evaluation. The designed model was better at reconstructing 3D models for
ambiguous and normal image datasets with robust and efficient outcomes. Rahaman and
Champion [26] studied open-source photogrammetry software, i.e., Regard3D, VisualSfM,
Python Photogrammetry Toolbox, COLMAP, and Agisoft, for their workflow, features,
accuracy, and processing time. The evaluation and comparison were performed on two
different datasets and 3D point cloud models were generated. A reference model or ground
truth model (GTM) was produced via Metashape (Photoscan) for assessment of the average
deviation of open-source software and CloudCompare software was used for comparison.
Promising outcomes were achieved from open source software for usage and accuracy. Luo
et al. [32] presented a subgraph-based efficient approach for improving the 3D point cloud
reconstruction process following the optimization of the locally visible graph. The evalua-
tion was performed between the proposed method, i.e., local readjustment method, and
subgraph-based reconstruction pipeline, with photogrammetry software, i.e., VisualSFM,
Thiea, HSFM, and COLMAP. The assessment process was performed via various synthetic
and real datasets; the proposed methodology achieved good reconstruction quality and
computational cost results. Zhang et al. [25] presented a novel “semantic-driven multi-view
reconstruction technique” to generate realistic 3D point cloud models considering humans
as test objects. Evaluations were made by comparing the proposed method fragmentation-
based multi-view technique with OpenMVS, PMVS, and COLMAP. Good results were
achieved with the developed methodology in terms of accuracy and robustness, on texture-
less regions and near occlusion boundaries. The method implies the deep-learning-based
estimation of proxy models and performs 3D-fragmented labeling on warped proxy mod-
els separating various portions. Afterward, the multi-view stereo reconstruction process
was performed by employing fragment labels and depth of proxy human models. Reljić
et al. [31] evaluated various photogrammetric models considering image data on software
packages, i.e., Agisoft Metashape, RealityCapture, Meshroom, and 3DF Zephyr. The study
via visual qualitative inspections examined the major parameters on reconstructed 3D face
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statue models. Peña-Villasenín et al. [30] performed a study by employing SfM to analyze
historical building façade (San Martín Pinario). The comparison was examined between
Autodesk Remake, Agisoft PhotoScan, and Pix4D for performance, accuracy, visual quality,
geometric quality, operational usefulness, and ease of use. Y. Wang et al. [29] proposed
MVS based on a novel methodology for the evaluation of complex fabric appearances by
reconstructing 3D models to overcome visual expression difficulty, information loss, and
low accuracy. High accuracy and effective dense point cloud reconstruction were achieved
by adopting varying scale-wise planar patches, the normalized cross-correlation (NCC)
algorithm, and particle swarm optimization (PSO) method. The reconstructed models
were analyzed for the proposed PSO method with multi-view environment (MVE) and
cluster multi-view stereo- patch based multi view stereo (CMVS-PMVS) for evaluation of
the precision of the 3D fabric surface, as well as a 3D illustration, structural analysis, and
quality evaluation. The study also highlighted and suggested the importance of artificial
intelligence (AI) in production processes in the textile industry.

The overview of the abovementioned literature identifies that VisualSFM, Agisoft
Metashape, MicMac, and COLMAP are the most adopted photogrammetry tools in com-
parative studies. However, the outcomes show that, depending on the type of test object,
site conditions, and mode of data collection, the performance of the photogrammetry tool
may vary. Moreover, for evaluation criteria, most of the studies have attained basic 3D
point cloud information and visual inspections and very few have performed comparative
analyses with ground truth models (GTMs) or basic models of test objects. For aerial point
clouds, evaluation was performed by adopting absolute point cloud assessments (spatial
errors) and relative point cloud assessments (RMSE). Few studies have also compared point
cloud models attained via photogrammetry tools with laser-scanned models and found
photogrammetric models accurate enough to attain reliable details.

3. Methodology

A methodology was designed to appraise and identify the better options among
the listed photogrammetry tools considering past literature and expert opinions from
professionals. Following this, the expert views were taken from the research platform
named Research Gate. The study was distributed into three main phases, i.e., the sorting
phase, evaluation phase, and validation phase. A summary of the layout of the devised
study methodology and strategy flow chart is illustrated in Figure 1.

As already discussed, following the past literature and internet sources, 37 photogram-
metry tools were identified, out of which nine were open-source and the remaining were
paid software. Out of these 37 photogrammetry tools, 12 tools were shortlisted. The criteria
were established based on a defined protocol for the shortlisting of photogrammetry tools.
The protocol was set for photogrammetry tools offering close-range photogrammetry, be-
ing adopted by researchers in various studies, and ease of availability of tools for testing
purposes via the internet. Out of these selected tools, eight were open-source (i.e., Regard
3D, 3DF Zephyr, COLMAP, Meshroom, VisualSFM, MicMac, OpenMVG, and MVE) and
the remaining four were commercial-paid tools (RealityCapture, PhotoModeler, Agisoft
Metashape, and ReCap Pro).
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For initial testing, two rebar datasets were developed for evaluating these tools,
consisting of 50 images (dataset 1) and 100 images (dataset 2). At this stage, the main
purpose was to perform the preliminary screening evaluation process, based on each
photogrammetry tool’s effectiveness and performance outcomes. Therefore, datasets were
developed by considering single rebar and images were taken from all angles and sides.
The sample images of the generated datasets are shown in Figure 2.
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Testing of shortlisted photogrammetry tools was performed by following three eval-
uation processes. In the first process, by following the developer guidelines, point cloud 
models were generated from the selected tools. In this evaluation, models were compared 
in terms of information such as the number of dense points, computational time, point 
cloud density, visual inspection of the 3D model for noise, and percentage (%) completion. 
CloudCompare [38] was used for collecting the aforementioned information from the 
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While capturing images for datasets 1 and 2, the angle of capture was established in
line with the object from 0 to all over to 180 and all-around to 360, as shown in Figure 3.
The object was covered considering significant view angles to evaluate sorted tools for
maximum input details with the best outcomes.
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Testing of shortlisted photogrammetry tools was performed by following three eval-
uation processes. In the first process, by following the developer guidelines, point cloud
models were generated from the selected tools. In this evaluation, models were compared
in terms of information such as the number of dense points, computational time, point
cloud density, visual inspection of the 3D model for noise, and percentage (%) completion.
CloudCompare [38] was used for collecting the aforementioned information from the recon-
structed point cloud models. In the second evaluation process, point clouds from each tool
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were compared with the rebar’s ground truth model (GTM), developed by computer-aided
design (CAD) software. The comparison with GTM helps to identify the error and accuracy
of the reconstructed point cloud, the point cloud geometry, and non-uniform point cloud
densities [39]. Such a comparison may be achieved by applying the iterative closest point
algorithm (ICP) [40,41], which determines the translation and rotation alignment errors
(registration errors) of one point cloud in reference to another, labeled as a measured point
cloud and reference point cloud. Moreover, geometric distortion errors can be evaluated by
applying a first-order approximation of the point-to-point distance between point cloud
models [42]. The results are concluded in terms of volumetric errors and deviation dis-
tributions [23]. Therefore, two comparison methods were adopted via CloudCompare,
the cloud-to-cloud (C2C), which is based on ICP, and multiscale model-to-model cloud
comparison (M3C2). The M3C2 algorithm developed by Lague et al. [43] evaluates the
changes in 3D features by considering the time-based spatial information in the cloud mod-
els [41]. Thus, the evaluation was based on the attained mean and standard deviation (SD)
of the volumetric error distribution. Other than the aforementioned evaluations, to assess
photogrammetry tools in a more refined way, a state-of-the-art evaluation methodology
was devised. In this third evaluation process, an average point-cloud model was generated
by merging reconstructed point cloud models attained from each tool. Afterwards, the
averaged-merged point cloud (AMPC) model was compared with the point cloud model
of each tool for C2C and M3C2 analyses via CloudCompare to assess volumetric errors.

Later, based on the initial three evaluation processes, five photogrammetry tools
were selected for final testing and validation. The validation process was performed by
considering basic metadata information, statistical analyses, and visual inspection of the
generated 3D point cloud models. For this validation process, two new datasets were
developed by considering the rebar layout formation, with 30 images (dataset 3) and
50 images (dataset 4). Datasets were prepared by considering the rebar layout along with
rebar overlapping at random joints, as shown in Figure 4.
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The ground truth dimensions (GTDs) of both datasets (3 and 4) were noted; Figure 5
illustrates the GTD details of the datasets (3 and 4).
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Moreover, images were taken following specific guidelines, i.e., the angle of capture
for these datasets (3 and 4) was set between 30 and 150 all over and 0 and 360 all around,
as shown in Figure 6.
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3.1. Basic Metadata and Statistical Analyses

In this part of the validation test, the attained point clouds were evaluated for five
parameters, i.e., the number of dense points cloud, the computational time, point cloud
density, percentage (%) model completion, and % noise. The models were imported into
CloudCompare and analyzed to determine the point cloud density and the number of
dense points cloud. However, the computational time of each tool was noted separately
until the complete photogrammetry process was achieved.

The statistical analyses were performed considering two criteria, i.e., the % model
completion and % noise. For % model completion, the generated models were imported
into CloudCompare and scaled up to the GTDs. In each model, the generated rebars were
measured for lengths considering all seven rebars individually. The GTD length of each
rebar in the datasets varies (Figure 5); however, the cumulative running length for each
dataset for all seven rebars in the grid framework was 280 ± 1 cm. To attain the percentage
completion of the generated point cloud model, the rebar lengths of each attained point



Sustainability 2023, 15, 21 13 of 35

cloud model were compared to GTDs of the rebar dataset. Equation (1) was employed to
calculate the % completion of each model.

%C =
LC
LG

× 100 (1)

where %C = % completion of rebar, LG = GTD of rebars, and LC = calculated length of rebars.
In contrast, to evaluate the % noise, each scaled-up model was cropped for nearby

65 cm × 100 cm (±5 cm), i.e., an approximately 6500 sq.cm area around the rebar grid
framework using CloudCompare. The overall number of points cloud was noted and
regions with noise were identified. Using CloudCompare, the noise was removed for each
model separately and the number of points cloud was noted again. Thus, the % noise for
each model was determined by evaluating the difference between the two readings using
Equation (2).

%N =
Ni − NC

NC
× 100 (2)

where %N = % noise, NC = number points cloud in the cleaned model, and Ni = number of
points cloud in the initial model.

3.2. Visual Inspection

In this part of the validation test, models were evaluated by performing a visual
inspection for shape distortion and reviewing models’ layouts for rebar overlaps. In the
rebar layout, the rebars were overlapped on random joints to evaluate the outcome for
better overlapped joint details. However, the reason for such an arrangement was to
validate the models by considering the practical site condition of image capturing for the
rebar layout.

4. Results and Discussion

The 12 shortlisted photogrammetry tools were tested following three different evalua-
tion criteria. Subsequent to these evaluations, validation was performed on the top five
finest photogrammetry tools to identify the most reliable options among them. The attained
results from the performed tests were discussed in the below sections.

4.1. Metadata and Visual Inspection

In the first evaluation, by following the developers’ guidelines, 3D point cloud rebar
models were generated from each photogrammetry tool. However, a few aspects and
constraints were identified among these selected tools while testing. It was found that
commercial-paid photogrammetry tools were designed with an elite software-based graph-
ical user interface (GUI) and many options. On the other hand, open-source photogramme-
try tools and techniques GUI vary in this regard, i.e., few open-source photogrammetry
tools provide simple GUI, while few perform photogrammetry processes on developed
binaries operated via Command Prompt (cmd) or Windows PowerShell or python pipeline
files such as MicMac OpenMVG + OpenMVS, and MVE. Unlike other software, most of the
tutorials available for MicMac are in the French language. Three-dimensional (3D) point
cloud generation with OpenMVG requires OpenMVS for densification, but it is optional.
Moreover, 3DF Zephyr provides free processing for up to 50 images; for over 50 images,
a paid subscription is required. ReCap Pro upload pictures to Autodesk-ReCap Pro-based
cloud server; the processing and downloading of point cloud file from a server depends
upon the availability of slot, as projects get in-line for point cloud processing. It was also
observed that each tool’s level of difficulty in executing the photogrammetry process varies.

All 12 of the selected photogrammetry tools were tested for 3D reconstruction of point
clouds for the same rebar images of dataset 1 and dataset 2, separately. Although dataset 1
and dataset 2 were prepared according to the same guidelines, different criteria were set for
evaluation for both datasets. Dataset 1 was evaluated for attained 3D models considering
the surroundings, whereas dataset 2 was evaluated only considering rebar. Thus, each
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photogrammetry tool was tested by considering two different scenarios for the same
circumstances. This helped in the evaluation process to highlight the discrepancies in the
3D model generation by each tool for feature assessment and detailing capability. Figure 7
represents the outcomes of 3D point cloud models attained from dataset 1 (50 images).
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Figure 8. 3D point cloud models attained from dataset 2.

In this evaluation, basic 3D model parameters were examined, which include compu-
tational time, number of dense points, volume density, percentage (%) model completion,
and so on. Moreover, shape distortion and noise in the generated models were measured by
setting a scale between ‘very high’, ‘high’, ‘medium’, ‘low’, ‘very low’, and ‘nil’. Moreover,
the level of model generation difficulty was assessed for each tool and the scale was set
between ‘hard’, ‘medium’, and ‘easy’. Table 3 summarizes the information attained from
the assessment of the generated point cloud models.

Table 3. Metadata of reconstructed 3D point clouds.

Tools
No. of
Images

Computational
Time Mesh

Number of
Dense
Points

Volume
Density

% Model
Completion

Shape
Distortion Noise Level of

Difficulty
(Hard,
Medium,
Easy)

Scale for Measurement
(Very High, High, Medium,
Low, Very Low, Nil)

VisualSFM
50 5 min No 496,353 0.0048 90% Low Nil

Easy
100 7 min No 8055 0.0971 40% High High

Meshroom
50 20 min Yes 467,928 0.0109 95% Nil Nil

Easy
100 37 min Yes 39,349 0.0697 95% Very Low Nil

COLMAP
50 45 min Yes 955,501 0.0079 95% Very Low Nil

Easy
100 1 h 40 min Yes 173,715 0.0625 95% Very Low Low

3DF Zephyr
50 8 min Yes 659,320 0.0650 95% Very Low Very Low

Easy
100 18 min Yes 27,260 0.2716 85% Medium Very Low

Regard 3D
50 13 min Yes 604,260 0.0244 85% Very Low Very Low

Easy
100 21 min Yes 66,762 0.0860 70% High Low

MicMac
50 21 min No 1,360,289 0.0151 75% Medium Very Low

Hard
100 25 min No 167,068 0.0203 75% Very Low Very Low

OpenMVG
50 3 h 23 min + 5 min

(OpenMVS) No 41,025 0.0221 60% Very Low Very Low
Hard

100 4 h 36 min + 29 min
(OpenMVS) No 3188 0.7135 50% Low Low

MVE
50 26 min Yes 5,536,179 0.0057 85% Very Low High

Medium
100 1 h Yes 874,108 0.0116 70% High High

RealityCapture
50 3 min Yes 1,201,357 0.0828 95% Very Low Nil

Medium
100 5 min 30 s Yes 113,363 0.0358 95% Very Low Very Low
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Table 3. Cont.

Tools
No. of
Images

Computational
Time Mesh

Number of
Dense
Points

Volume
Density

% Model
Completion

Shape
Distortion Noise Level of

Difficulty
(Hard,
Medium,
Easy)

Scale for Measurement
(Very High, High, Medium,
Low, Very Low, Nil)

ReCap Pro

50

45 min (processing)
+
1 h 45 min (file
downloading from
the server)

Yes 495,281 0.1092 90% High Medium

Easy

100 took more than 6 h
(time may vary) Yes 59,152 0.0644 90% High High

Agisoft
Metashape

50 25 min Yes 2,028,693 0.0051 95% Nil Very Low
Easy

100 45 min Yes 75,812 0.0585 95% Very Low Low

PhotoModeler

50 5 min - - - - - -
Failed to
obtain
model

100
16 min 17 s
(default)/
1 h 2 min (high)

Yes 213 0.6167 60% Very High Low Easy

Major parameters that were analyzed in this evaluation were computational time, the
number of generated points cloud, volume density, visual inspection of the model, and
related information. It can be observed among open-source tools VisualSFM (5 min for
dataset 1, 7 min for dataset 2) and among commercial tools that RealityCapture (3 min
for dataset 1, 5 min 30 s for dataset 2) performed the 3D point cloud model generation in
less time than the other tools. Moreover, the highest number of dense points was attained
by MVE (5,536,179 points for dataset 1,874,108 points for dataset 2), Agisoft Metashape
(2,028,693 points dataset 1), and COLMAP (173,715 points for dataset 2). However, the
high number of dense points does not guarantee the best model, as the MVE reconstructed
models were noisy and the model completion percentage was 85% (dataset 1) and 70%
(dataset 2). Overall, unsatisfactory outcomes were obtained by PhotoModeler, i.e., for
dataset 1, no outcome was obtained and, for dataset 2, a distorted model shape was
observed (60% completion rate). Likewise, very low results were obtained by OpenMVG
+ OpenMVS with a completion rate of 60% for dataset 1 and 50% for dataset 2. ReCap
Pro gave almost 90% completed models for both datasets; however, noise level and shape
distortion were observed at a high rate. Overall, satisfactory outcomes were attained by
Meshroom, COLMAP, 3DF Zephyr, RealityCapture, and Agisoft Metashape.

4.2. Comparison with GTMs

In the second evaluation process, the GTMs of rebar were developed, for dataset 1
and dataset 2, using CAD software. Three-dimensional (3D) reconstructed models (point
cloud models generated during the first evaluation) and GTMs were compared using
CloudCompare for C2C and M3C2 comparisons tests. Both tests were performed on
all 3D reconstructed models with GTM and differences between models were observed
by evaluating the mean, SD, and volumetric error graphical representation. Hence, the
greater the SD, the greater the deviation from GTM. Likewise, the greater the color band
distributions in the graphs, the greater the volumetric differences in the reconstructed
models. Figure 9 illustrates the output view of the compared models, i.e., GTMs with 3D
point cloud models of dataset 1 (50 images).
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Table 4 illustrates the summary of the comparison of 3D point cloud models with
GTMs for mean and SD, whereas Figures 11 and 12 show the graphical representation of
volumetric differences for M3C2 for dataset 1 and dataset 2, respectively.
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Table 4. Comparison of 3D point cloud models with GTMs for mean and SD.

Tools
Number of
Images

C2C M3C2

Mean (cm) Std Dev (cm) Mean (cm) Std Dev (cm)

VisualSFM
50 0.0316 0.0456 −0.0032 0.0947
100 0.0794 0.0688 −0.1031 0.1613

Meshroom
50 0.0274 0.0327 0.0166 0.0600
100 0.0721 0.0253 0.0001 0.071

COLMAP
50 0.0269 0.0308 0.0028 0.0498
100 0.0408 0.0378 0.0135 0.0691

3DF Zephyr
50 0.0493 0.0434 −0.0002 0.1334
100 0.0978 0.0893 −0.045 0.2269

Regard 3D
50 0.0321 0.031 0.0079 0.0726
100 1.4066 1.5259 0.0170 0.1126

MicMac
50 0.0907 0.0625 −0.0962 0.1891
100 0.0124 0.0106 −0.0118 0.0671

OpenMVG 50 0.0204 0.0333 −0.1672 0.1892
100 0.0601 0.4778 −0.2077 0.2733

MVE
50 0.0813 0.1121 −0.0344 0.1450
100 0.0965 0.1472 −0.1084 0.1254

RealityCapture
50 0.0279 0.0253 −0.0119 0.0888
100 5.0576 7.1878 0.0544 0.1590

ReCap Pro 50 0.0422 0.0523 −0.0033 0.1331
100 0.0743 0.0966 0.0489 0.1103

Agisoft Metashape
50 0.0303 0.0265 −0.0290 0.1427
100 0.0362 0.0564 −0.0328 0.1262

PhotoModeler
50 - - - -
100 0.0697 0.0505 −0.0223 0.2609

PhotoModeler, MVE, and OpenMVG were disregarded in this evaluation due to their
unsatisfactory 3D reconstructed point cloud models. Likewise, MicMac (dataset 2) and
ReCap Pro (dataset 1) 3D reconstructed models were also disregarded due to incomplete
model reconstruction (75%) and shape distortion (high) (referred to Table 3), respectively.
Among open-source tools, the lowest SD and less volumetric error were observed in Mesh-
room and COLMAP models for both C2C and M3C2 comparisons. However, satisfactory
results were also observed for VisualSFM (dataset 1: C2C and M3C2), 3DF Zephyr (dataset
1: C2C), and Regard 3D (dataset 1: C2C and M3C2). Among commercial-paid tools, Reality-
Capture (dataset 1) was found to be with the lowest SD and low volumetric error for both
C2C and M3C2 comparisons. However, satisfactory outcomes were observed for Agisoft
Metashape (dataset 1 and dataset 2: C2C).
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4.3. Comparison with AMPC Models

To evaluate the best photogrammetry tools, a state-of-the-art methodology was de-
vised. An averaged point cloud model was developed by merging the reconstructed 3D
point cloud models into one averaged-merged point cloud (AMPC) model. Two AMPC
models were developed, one for each dataset, i.e., dataset 1 and dataset 2. In this process,
noisy and distorted reconstructed models, such as OpenMVG, MVG, PhotoModeler, and
ReCap Pro, were disregarded to obtain a significant merged model. Afterward, the compar-
ison between attained AMPC and each 3D reconstructed point cloud model was performed
to evaluate their volumetric error differences. Figure 13 illustrates the comparison of 3D
point cloud models with the AMPC model for dataset 1 (50 images).
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Figure 14 illustrates the comparison of 3D point cloud models with the AMPC model
for dataset 2 (100 images).
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Table 5 illustrates the summary of the comparison of 3D point cloud models with the
AMPC model for mean and SD under C2C and M3C2, and Figures 15 and 16 illustrate the
volumetric error distribution via M3C2 for dataset 1 and dataset 2, respectively.

Table 5. Comparison with the merged model.

Tools Number of
Images

C2C M3C2

Mean (cm) Std Dev (cm) Mean (cm) Std Dev (cm)

VisualSFM
50 0.1431 0.2087 −0.0886 0.9879
100 0.0855 0.2545 −0.0372 0.2094

Meshroom
50 0.0409 0.0650 0.0005 0.0895
100 0.0109 0.0548 0.0011 0.0570

COLMAP
50 0.0137 0.0191 −0.0252 0.1104
100 0.0080 0.0055 −0.0029 0.0535

3DF Zephyr 50 0.5317 1.4125 −0.2052 0.4082
100 0.0876 0.0779 −0.0337 0.6281

Regard 3D 50 0.0777 0.0547 −0.0145 0.2158
100 0.0090 0.0236 −0.0097 0.0688

MicMac
50 0.2694 0.3789 0.2130 0.6055
100 0.0156 0.0558 −0.0147 0.1680

OpenMVG 50 0.0498 0.3949 −0.0355 0.6027
100 0.0375 0.1160 −0.0007 0.0755

MVE
50 0.3529 0.5422 0.6908 1.5423
100 0.0548 0.0992 −0.0653 0.276

RealityCapture 50 0.0443 0.0388 −0.0152 0.2085
100 0.0061 0.0037 0.0065 0.0373

ReCap Pro 50 1.3477 1.8767 0.0246 1.2506
100 0.0117 0.0222 0.0278 0.1069

Agisoft Metashape 50 0.1135 0.3708 −0.0499 0.2535
100 0.0058 0.0059 −0.0048 0.0496

PhotoModeler
50 - - - -
100 0.1273 0.2015 −0.0019 0.061

The photogrammetric models of PhotoModeler, MVE, Regard 3D (dataset 2), Open-
MVG, and MicMac (dataset 2) were disregarded in this evaluation because of unsatisfactory
or incomplete 3D point cloud reconstructions, as well as ReCap Pro because of noise is-
sues. Among open-source tools, Meshroom and COLMAP were found to have the lowest
SD and less volumetric error for both C2C and M3C2 comparisons. Meanwhile, among
commercial-paid tools, better results were achieved for Agisoft Metashape, 3DF Zephyr
(dataset 2: C2C), and RealityCapture (dataset 1: C2C, dataset 2: C2C and M3C2).



Sustainability 2023, 15, 21 25 of 35Sustainability 2022, 14, x FOR PEER REVIEW 25 of 35 
 

   

VisualSFM Meshroom OpenMVG 

   

COLMAP 3DF Zephyr MVE 

Figure 15. Cont.



Sustainability 2023, 15, 21 26 of 35Sustainability 2022, 14, x FOR PEER REVIEW 26 of 35 
 

   

Regard 3D MicMac RealityCapture 

  

No Outcome 

ReCap Pro Agisoft Metashape PhotoModeler 

Figure 15. M3C2 graphical representation of volumetric differences for AMPC (dataset 1). Figure 15. M3C2 graphical representation of volumetric differences for AMPC (dataset 1).



Sustainability 2023, 15, 21 27 of 35Sustainability 2022, 14, x FOR PEER REVIEW 27 of 35 
 

   

VisualSFM Meshroom OpenMVG 

   

COLMAP 3DF Zephyr MVE 

Figure 16. Cont.



Sustainability 2023, 15, 21 28 of 35Sustainability 2022, 14, x FOR PEER REVIEW 28 of 35 
 

   

Regard 3D MicMac RealityCapture 

   

ReCap Pro Agisoft Metashape PhotoModeler 

Figure 16. M3C2 graphical representation of volumetric differences for AMPC (dataset 2). Figure 16. M3C2 graphical representation of volumetric differences for AMPC (dataset 2).



Sustainability 2023, 15, 21 29 of 35

4.4. Validation Testing

Based on the previously performed three evaluations, five photogrammetry tools were
selected based on better outcome results. Three tools were selected from open-source, i.e.,
Meshroom, COLMAP, and 3DF Zephyr, whereas two were selected from commercial-paid
tools, i.e., RealityCapture and Agisoft Metashape. Two more datasets, considering the same
rebar arrangement, were prepared for validation testing: dataset 3 with 30 images and
dataset 4 with 50 images. Two validation-based comparison tests were performed; test
1 consisted of basic metadata and statistical analyses and test 2 was evaluated based on
visual inspection. Figure 17 illustrates the obtained point cloud models from dataset 3 and
dataset 4, respectively.
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4.4.1. Validation Test 1

In the first validation test, the basic metadata, i.e., the number of dense points cloud
and point cloud density, were noted in CloudCompare. However, for statistical analyses,
% model completion and % noise were calculated via Equations (1) and (2) for each
generated model separately. Table 6 summarizes the validation test summary relating to
validation test 1 for 3D point cloud information and statistical analysis outcomes (dataset 3
and dataset 4).

Table 6. Summary of results for validation test 1.

Tool/Technique Dataset Number of Dense
Points Point Cloud Density % Model

Completion % Noise

Meshroom
Dataset 3 182,786 0.0045 55.6 0.694

Dataset 4 212,085 0.0053 44.2 0.005

COLMAP
Dataset 3 2669 - - -

Dataset 4 1,383,521 0.0041 99.2 0.042

3DF Zephyr
Dataset 3 534,747 0.0247 98.9 0.500

Dataset 4 533,065 0.0227 99.3 0.004

RealityCapture
Dataset 3 374,413 0.0561 88.9 0.006

Dataset 4 395,674 0.0504 99.2 0.456

Agisoft Metashape
Dataset 3 1,146,277 0.0042 95.3 0.003

Dataset 4 1,310,706 0.0108 99.4 0.005

It was observed that the 3D reconstructed model by Meshroom could not generate
complete layout details, i.e., dataset 3 and dataset 4, with 55.6% and 44.2% completion
rates. Moreover, COLMAP failed to generate a model with dataset 3, whereas a detailed
3D model was attained for dataset 4. In contrast, detailed and complete 3D models were
generated by 3DF Zephyr for both dataset 3 and dataset 4, with 98.9% and 99.3% completion
rates, respectively. Moreover, the completion rate for Agisoft Metashape was found to be
less for dataset 3 at 95.3%, while it was 99.4% for dataset 4. In contrast, RealityCapture
achieved 88.9% with dataset 3 and 99.2% with dataset 4 as a % model completion rate
of generated 3D point cloud models. For % noise, not much noise was observed in the
generated model sets, except a very small portion was calculated for Meshroom (dataset 3),
and RealityCapture (dataset 4) with 0.69% and 0.49%, respectively.

4.4.2. Validation Test 2

The second validation test was performed by overviewing the generated models for
shape distortion. The scale was set to measure this parameter, i.e., “very high”, “high”,
“medium”, “low”, “very low”, and “nil”. Each generated model was inspected in Cloud-
Compare and based on visual inspection, the level of shape distortion was selected for
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each point cloud model under each dataset. Table 7 illustrates the summary of the attained
outcomes for the level of shape distortion.

Table 7. Summary of the results for validation test 2.

Tool/Technique Dataset
Shape Distortion

Scale for Measurement
(Very High, High, Medium, Low, Very Low, Nil)

Meshroom
Dataset 3 High

Dataset 4 High

COLMAP
Dataset 3 -

Dataset 4 Low

3DF Zephyr
Dataset 3 Very Low

Dataset 4 Low

RealityCapture
Dataset 3 Low

Dataset 4 Low

Agisoft Metashape
Dataset 3 Low

Dataset 4 Very Low

It can be observed only for Meshroom that high shape distortion was observed for
both datasets, whereas small shape distortion was observed in the remaining ones. In con-
trast, very low shape distortion was observed by cloud models generated via 3DF Zephyr
(dataset 3) and Agisoft Metashape (dataset 4). Other than this, the models were also an-
alyzed for overlap joints. For this part, Meshroom (dataset 3 and dataset 4), COLMAP
(dataset 3), and RealityCapture (dataset 3) generated point clouds were not considered ow-
ing to incomplete model generations. Figure 18 illustrates the pictorial view of overlapped
joints for the models that passed validation test 2.

It can be observed from Figure 18 that all of the tools qualified in the validation test
were able to reconstruct good rebar overlap details. However, better joint details with
less noise and shape distortion were achieved by 3DF Zephyr and Agisoft Metashape for
both datasets (3 and 4). Meanwhile, COLMAP and RealityCapture were able to generate a
reasonable model only with dataset 4, and the attained rebar joints from both tools were
not clean, but a little noisy and distorted. Overall, the most excellent results were received
for 3DF Zephyr in the validation phase. In comparison, the outcomes received via Agisoft
Metashape were also highly satisfactory.

One of the main aspects of this study is the evaluation of 12 photogrammetry tools
being screened from 37 tools and techniques, which makes this study exclusive. Most of the
performed studies have evaluated considering up to eight [34] or nine [21] photogrammetry
software by following one or two evaluation criteria. However, considering close-range
photogrammetry, three evaluation criteria were adopted in this study, considering distinct
strategies. In this study, one more critical observation was made, i.e., a dataset with multi-
tudinous images is not surety for attaining an effective 3D point cloud model. Meanwhile,
effective models can also be attained by a dataset with fewer images, properly covering
the targeted object and accurate angle of capture. Moreover, it is advisable to test two
or more photogrammetry tools for each dataset, as the outcome varies; each tool shows
varying behavior on the same datasets. Moreover, in light of past literature and this study,
it can be established that every photogrammetry software has some exceptional features
and the outcomes are dependent on the type of the targeted object, nature of the job, and
site conditions. Hence, it cannot be proclaimed that some particular software is the best;
software should be chosen or selected depending upon the job description and guidance
may be taken from the available literature.
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5. Conclusions

The purpose of this study was to evaluate available photogrammetry tools and assess
their outcomes by considering rebar as a test object in the case of progress monitoring
inspection and attainment of a sustainable solution. Considering the offered characteris-
tics, popularity among researchers, and ease of availability of the listed tools, 12 of the
photogrammetry tools were shortlisted for testing. Initially, three evaluation strategies
were devised for assessment on the basis of the identified criteria. The strategy consists of
metadata and visual inspection of reconstructed 3D models, comparison of reconstructed
3D models with GTM, and comparison of reconstructed 3D models with AMPC models.
Based on the initial evaluations, Meshroom, COLMAP, 3DF Zephyr, RealityCapture, and
Agisoft Metashape were found to comply with the criteria and were selected for the final
validation testing. The final validation testing was designed for the rebar layout formation
as a test object with rebar overlapping at joints. Considering basic information (metadata)
of reconstructed 3D point clouds and visual assessment of overlapped rebar joints, most of
the models in the final validation testing were found to be acceptable. However, 3D recon-
structed models by 3DF Zephyr and Agisoft Metashape were better for model completion
rates and good detailing of overlapped rebar with less noise.

This study also suggests a future direction in the field of photogrammetry. During
this study, a hypothesis was established during the experimentation process. The null
hypothesis was developed, stated as “there is no scale-based calibration required for 3D
point cloud model, which is generated by images with same working distance”. In terms of
photography, the working distance is defined as the distance from the lens to the targeted
object. Mostly, for photogrammetry, the object images are taken at varying distances, as per
the ease of the cameraman and for covering the object from all directions. Such generated 3D
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models require scale-based calibrations for real-time dimensional measurements, and the
output model of different photogrammetry tools varies in size and scale. A lab-controlled
environment and equipment will be required to test this hypothesis and it can be tested
and performed as a future study.
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