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Abstract: Inventory management seeks to improve manufacturing by contracting inventory costs in a similar fashion to raise efficiency and profit. One approach is to develop inventory management models according to actual production systems. Furthermore, governmental policies in many countries impose many regulations on firms to fulfill the growing demand for a reduction in carbon emissions. Warm-up is a familiar concept in industrial applications. It allows the manufacturing system to work at a higher level of productivity and efficiency, as well as decreasing the number of defective items and maintenance costs. Along with fewer poor-quality items, the system has less waste as scrap items entering the environment and also requires less energy and workload to focus on reworking. The economic production quantity (EPQ) problems with a warm-up as an input parameter have been studied in a few works recently. This paper proposes a production-inventory model which considers the warm-up period as a decision variable and investigates its impact on the total cost. Furthermore, the defective rate is a decreasing linear function related to the warm-up period’s length. The production-inventory model takes into account the carbon emission tax policy. The main aim of this research is to jointly optimize both the length of the warm-up period and the production cycle in order to minimize the total cost of the production-inventory system and, therefore, reduce emitted carbon emissions. The comparison of tax prices and the effect of the proper warm-up period on the amount of carbon emissions are discussed in the sensitivity analysis.
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1. Introduction

Two concerns are increasing among policymakers about the growing population: the need for more products and the global warming caused by carbon emissions. In addition, companies compete to do their best to provide better outcomes concerning powerful features such as final price, delivery time, and management policies. Achieving the balance between them can be obtained via inventory management. It is known as a critical factor in joint production and financial management, decreasing costs and in turn increasing profit.

On the one hand, climate change and global warming have disruptive impacts on human life. Many approaches are applied to control the total carbon emissions in any activity, including manufacturing systems. Decision makers suggest that governments can help this growing concern by levying taxes. As a result, some managers consider this issue as a decisive factor in their cost (Mishra et al. [1]). On the other hand, researchers developed traditional inventory management approaches for conditions such as defective items. One of these is the economic production quantity (EPQ) inventory model, which deals with the cost of production and the cost of holding items. This is the oldest and most well-known traditional model in production-inventory problems (Vidal [2]).

The concept of EPQ was structured upon some assumptions, which stand for mathematical equations, solutions, and optimizations to apply in practical situations. In most
EPQ problems, the machine or manufacturing system starts from a constant rate of manufacturing in time. However, there are some machines or industries that work in different conditions. For example, a CNC (computerized numerical control) machine needs a short period to reach the predefined velocity.

Like the human body, which requires a period to prepare for a high-pressure activity, some industrial machines need warm-up time for the production cycle. For instance, Harmatys et al. [3] investigated the effect of the warm-up time on optical coordinate measuring machine measurement accuracy, and they showed that using coordinate measuring machines (CMM) is a common approach in industrial practices to check the quality of work pieces. This device can be affected by thermal expansion or other factors and has many derivations of the exact measuring. They utilized some experiments to examine the influence of the delay time from turning on the machine until it reaches a stabilized temperature. This period is used for warming up the machine in order to stabilize its temperature. They found that if there exists a lower amount of uncertainty then the machine must be warmed up.

Frigerio and Matta [4] surveyed the energy consumption of a manufacturing system according to different control policies. In CNC machining, they consider two types of warm-ups with constant and exponential functions. They assumed four states for the machine: out-of-state, warm-up, on-service, and working. The order of the states is represented in Figure 1. By considering a warm-up duration dependent on time and experimental work on the real CNC machine, one of the results is that with a shorter warm-up duration, the machine will be switched off sooner.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** The order of four states (Frigerio and Matta [4]).

Integrating warm-up into production-inventory systems gives production lines some benefits. In addition, warm-up is inevitable in many cases and is a great approach to obtain many advantages. The goal of warm-up can be divided into the three following cases:

Firstly, on the one hand, the warm-up can reduce the number of poor-quality items manufactured during the production run. This concept is well-known among ordinary people for machinery devices such as cars, which are supposed to decrease costs related to maintenance. On the other hand, working in a lower condition than the service rate enables a machine or any mechanical device to tolerate more pressure under a high serviceability period. In some cases, a period is considered to repair items and check the serviceability between the end of the warm-up and the start of the leading manufacturing process. In this period, production is interrupted for a short time with no products, so the rate of manufacturing is lower than the primary production. Afterward, the manufacturing line starts to work at the rate of the primary production (Nobil et al. [5]).

Secondly, expecting more efficiency is another consequence of providing a warm-up. Less maintenance service means fewer particles can be damaged, so the life span of machines will be extended. In addition, the serviceability of any mechanical devices and machines is related directly to oil which is used to reduce friction between two or more particles. Warm-up is a way to enable the oil to reach a specific temperature (Burke et al. [6]).

Thirdly, some industries, such as CNC machining, need to reach a fixed condition to start working. Machine tool spindles need to be heated to reach their service condition, and this time is necessary and studied (Li et al. [7]). Warm-up is an essential part of the
process. As a result, with a sufficient amount of warm-up, the life span of manufacturing machines is extended and providing more efficiency and serviceability (Wang et al. [8]).

In addition, the warm-up period should not be considered a constant input parameter and the effective duration to maximize its benefits for the production system should be obtained (Frigerio and Matta [4]). Hence, this study presents an EPQ inventory model for a production system that runs with a warm-up period. The duration of the warm-up period in this system affects the fraction of poor-quality items produced and, subsequently, affects the production rate. The biggest contribution factor in this study is that the warm-up period is not a constant input parameter and was developed as a decision variable. The consideration of carbon emissions is included as a tax in the total cost of the manufacturing system. Furthermore, a mathematical function is used that has a relationship between the duration of the warm-up and the number of poor-quality items. The rest of the current paper is set as follows. Section 2 provides a literature review of the EPQ problems by focusing on the warm-up period. Section 3 presents the notation and formulation of the proposed EPQ inventory model. Section 4 develops the solution procedure to optimize the EPQ inventory problem. Section 5 solves a numerical example and does a sensitivity analysis. Finally, Section 6 includes the conclusion of this study and the future works that can be done.

2. Literature Review

The application of a warm-up in inventory management practice is very pioneering, and there are few research papers in this area. By studying the warm-up, it is necessary to define the manner of how to implement it in an EPQ inventory model and then give insights to other researchers to pay attention to this unexplored field in the production-inventory models.

The beginning of inventory management started with the fundamental inventory model proposed by Ford Whitman Harris in 1913. He presented the first economic order quantity (EOQ) inventory model with a simple assumption that demand has a constant rate. This idea was ignited in his mind due to reaching a balance between the costs of carrying inventory and ordering. Although this story was forgotten in the scientific area, the hard-working of some researchers found his work and identified his contribution to the inventory field. His inventory model is also popular with the name “square root formula”. Five years later, in 1918, Taft made a significant development in the field of inventory management and introduced a new variant of the EOQ classical concept under another assumption. This is the emersion of economic production quantity (EPQ) in technical literature. This is because of considering a finite rate of production for EOQ problems (Andriolo et al. [9]).

The new era of inventory management was created by the contributions of several researchers around the world; those inventory models have simple assumptions which are studied to understand the whole concept of this field. The focus was just on decreasing the costs related to inventory and holding of items. After a century, researchers found some weaknesses in Harris’s and Taft’s assumptions, which are not related to real-life situations. By investigating each assumption in these inventory models, a new field of study with a tremendous amount of work was created. Most recent studies of EPQ problems are categorized into the six following groups:

(I) A company or firm can use a multi-item production system in its process. Multiple products help the inventory system with higher usage of machine tools utilization and overcome uncertainty related to single products such as the generation of poor-quality items. Chiu et al. [10] proposed a producer-retailer incorporated multi-product lot size problem with delayed differentiation. Nafisah et al. [11] addressed a multi-product inventory EPQ problem with time-dependent pricing and rework costs. Soleymanfar et al. [12] have another paper in this field that has considered the influence of return policy for sustainable multi-product EOQ and EPQ inventory models.
(II) Several inventory systems deal with products that can deteriorate over time such as food and dairy products; some research focuses on the trade-offs of these items with the total cost. Supakar and Mahato [13] built an EPQ model with time proportion deterioration and ramp-type consumption under various payment schemes. Lu et al. [14] investigated the influence of the carbon emission policy on the optimal production-inventory decisions for deteriorating items. Barman et al. [15] published a paper on deteriorating items and evaluated the effects of preservation and green technology investments on a sustainable lot sizing model during the COVID-19 pandemic.

(III) Even the highest quality machines produce a number of imperfect items. This amount is a manufacturing concern that can be reworked or scrapped. The rate of production of these items or the total number of them can be decisive in EPQ inventory models. Guatam et al. [16] determined the optimum production-inventory strategies for a flawed production system with price-reliant and advertisement demand under the rework option for defective items. Giri and Dash [17] derived an optimal batch shipment policy for a flawed production system with price, advertisement, and greensensitive demand. Tayyab et al. [18] published an economic assessment of a serial manufacturing system with random imperfection and backorder.

(IV) Demand is an essential part of each inventory system. Shortage can occur when demand increases along with the population growing day by day or when the amount of produced items cannot fulfill the defined demand. Poswal et al. [19] examined and evaluated a fuzzy EOQ inventory model for price-sensitive and stock-dependent demand under shortages. The other work is from Hou et al. [20], who considered an EPQ problem with maintenance and shortages of deteriorating items. Alarjani et al. [21] developed a sustainable optimal recycle quantity model for a flawed production system with shortages.

(V) Companies utilize different policies to promote their products; one effective approach is an alternative payment method for retailers. A delay payment method is offered by the supplier to retailers as an incentive for selling more items. Trade credit policy is a common practice among most inventory systems. Wang et al. [22] proposed a two-level trade-credit mode and found the optimal trade credit and optimal order quantity through the Stackelberg game. Poswal et al. [23] developed a manufacturing model with trade credit policies. They considered some parameters such as carbon emissions and remanufacturing items to practice sustainable inventory management. Mandal et al. [24] developed an unreliable EPQ model with a two-level trade credit policy. In their model, demand is dependent on the selling price and their objective is to find the optimal profit.

(VI) Another significant consequence of the development in EPQ problems is considering the environmental impact of manufacturing systems, particularly carbon emissions. Carbon emissions are produced and released into nature through any firm part (He et al. [25]). Furthermore, the amount of emission is different compared to other parts. According to Hua et al. [26], all firms should consider carbon emissions in their management. It is important to mention that the focus in this field has been increasing among researchers in recent years. Two regulations regarding carbon emissions are studied more in the literature of EPQ inventory models, cap-and-trade, and carbon tax (He et al. [25]). Dong et al. [27] conducted a case study on China’s carbon emissions. They concluded that adopting a carbon tax policy is an effective policy to mitigate the concern of growing carbon emissions in the industry sector. Moreover, this policy has less impact on economic outcomes and welfare losses. A carbon tax policy was used by 21 countries or regions in the world, more than other policies (Zhou et al. [28]). This approach is simple to apply to any sector without advanced technology and is also easy to track for governments when the amount and the growth of carbon tax over time is more important (Carattini et al. [29]). This rate should be set more carefully so as not to have negative consequences on downstream manufacturers as well as on market competition (Zhang et al. [30]). Sinha and Modak [31] proposed an
EPQ inventory model considering carbon emissions. They gained benefits from the plantation and provided trees for nature, undermining the negative impact of their carbon footprint. They concluded that as well as providing plantations, firms could produce more items. A survey on the sustainable EPQ inventory model with a partial backorder and full backorder was conducted by Taleizadeh et al. [32]. Mishra et al. [1] presented an inventory model to obtain the highest profit by investing in greener technologies and preserving them. This study applies Mishra et al.’s [1] approach to calculating carbon emission cost. Daryanto and Wee [33] formulated two EPQ inventory models to reduce carbon emissions. Basically, they considered carbon cost as part of their total cost and then developed an inventory model with a shortage. Mukhopadhyay and Goswami [34] presented an EPQ inventory model with three different types of defective items and also two types of pollution costs. Table 1 shows some recent studies that include EPQ problems with the consideration of carbon emissions. It is worth mentioning that these research works do not include a warm-up period, except for this study.

Table 1. Comparison among the inventory models in the literature of EPQ problems with carbon emissions.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Objective Function</th>
<th>Defective Items</th>
<th>Solution Method</th>
<th>Carbon Emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Profit</td>
<td>Warm-Up Period</td>
<td>Scrap Rework</td>
</tr>
<tr>
<td>Mukhopadhyay and Goswami [34]</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Daryanto and Wee [33]</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Taleizadeh et al. [32]</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Sinha and Modak [31]</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Mishra et al. [1]</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>This study</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

The "*" means that the research work includes the characteristic.

There are only four related research works regarding EPQ problems that consider warm-up in the literature, and the primary approach and decisive variables with their conclusions are described in the following:

The first scientific study that considers the effects of the warm-up period on EPQ problems is presented by Nobil et al. [5]. They proposed an EPQ inventory model with a warm-up period for a cleaner production environment. Their objective was to examine the influence of the warm-up period on a defective inventory system. In this system, defective items gain perfect quality, and this can be helpful for the environment. This approach resulted in two problems, a convex programming problem and a concave programming problem, proving that there is an optimal solution. Finally, they proposed an exact solution algorithm for both.

Imperfect items in the production process can be reworked or disposed of as waste products. Bazan et al. [35] suggest companies reduce the amount of remanufactured products from environmental aspects. Furthermore, El Saadany et al. [36] considered factors that result in a negative impact on the environment including energy consumption and waste disposal. Defective items with both scenarios, if going for rework or disposal, have negative consequences. By using an adequate warm-up period, the manufacturing system runs with fewer defective items. In addition, the effect of higher efficiency for machine tools and longer lifespan results in less maintenance cost and workload. Obviously, less energy consumption would be used on maintenance.
Another work is also by Nobil et al. [37], which is about an EPQ problem for a single-machine inventory system. They considered the warm-up period for an economic lot scheduling problem (ELSP) and divided the production system into three subsystems: two single-item EPQs and one ELSP; this division is according to the relationship with production and consumption. Their objective was to reach the optimum cycle length to reduce the system’s total cost. Finally, they suggested an exact solution.

The third related paper in this field is proposed by Ganesan and Uthayakumar [38], which is related to inventory models for an imperfect manufacturing system considering the warm-up period and partial backordering during the hybrid maintenance period. Their paper includes two types of EPQ inventory models considering four cases: the warm-up process, hybrid maintenance schedule, amount of shortage during this, and rework of defective items. They used two different rates of production for defective items. They concluded that properly selecting a warm-up period and a hybrid maintenance scheme reduces the shortages during the maintenance period and the number of defective items. In addition, they suggested that the time of reworking defective items is a decisive variable in future works.

The fourth related investigation in this field is by the same authors, Ganesan and Uthayakumar [39]. In this paper, they chose a production inventory model and considered the warm-up process, the shortage during the hybrid maintenance period, and the rework for defective items. The number of defective items produced during the warm-up and regular process comes from a bivariate random variable. They investigated the influence of the learning capabilities of workers in the production line as a decisive parameter. Because of the high dimension of nonlinearity in these models, they used a genetic algorithm to solve the problems. The conclusion of this work pointed out that learning about the production system increases the production rate and decreases the amount of time needed for producing items.

All the related papers available on the concept of EPQ and considering warm-up are mentioned, and the critical aspects of their views are described. Table 2 presents the brief details of the papers with their comparisons.

### Table 2. Comparison of the EPQ problems with a warm-up.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Objective Function</th>
<th>Warm-Up Period</th>
<th>Defective Items</th>
<th>Solution Method</th>
<th>Learning Rate</th>
<th>Defective Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Profit</td>
<td>Input Parameter</td>
<td>Decision Variable</td>
<td>Scrap</td>
<td>Rework</td>
</tr>
<tr>
<td>Nobil et al. [5]</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nobil et al. [37]</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ganesan &amp; Uthayakumar [38]</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ganesan &amp; Uthayakumar [39]</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This study</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The “*” means that the research work includes the characteristic.

As can be seen from Table 2, the warm-up period is considered a fixed parameter in most studies. Even though Ganesan and Uthayakumar [38] considered that the warm-up period is a variable, it only had an impact on the total cost, and it was not a function, i.e., this variable was only considered as the period of heating the machine. It was not important how long it took. In this study, the warm-up period is considered a decision variable. Its length affects the defective rate. The defective items are produced during the manufacturing process and considered scrap items. As a result, this paper studies an EPQ problem by considering the warm-up period as a decision variable, on which the defective rate is dependent. Finally, this study calculates the optimal length of the warm-up period and the cycle time and the optimal total cost.
3. Proposed Model

The notation of the production-inventory model of the current study is described as follows:

Parameters:
- $c$: Unit production cost (currency symbol/unit)
- $v$: Unit scrapped cost (currency symbol/unit)
- $A$: Setup cost per cycle (currency symbol/setup)
- $r$: Warm-up cost per unit of time (currency symbol/unit of time)
- $h$: Unit holding cost per unit of time (currency symbol/unit/unit of time)
- $d$: Demand rate per unit of time (currency symbol/unit of time)
- $p$: Production rate per unit of time (currency symbol/unit of time); $p > da$: Maximum allowable fraction of poor-quality items
- $b$: Minimum allowable fraction of poor-quality items; $(0 \leq b \leq a \leq 1)$
- $m$: Maximum allowable time for the warm-up period (unit of time)
- $y_1$: Carbon emission unit associated with each setup process (unit of weight/setup)
- $y_2$: Carbon emission for the warm-up period (unit of weight/unit of time)
- $y_3$: Carbon emission for production per item (unit of weight/unit)
- $y_4$: Carbon emission for disposal scrap item (unit of weight/unit)
- $y_5$: Carbon emission for inventory per item per unit time (unit of weight/unit/unit of time)
- $G$: Carbon tax (currency symbol/unit of weight)

Function:
- $f(w)$: function of the fraction of poor-quality items with respect to warm-up period

Dependent decision variables:
- $I$: Maximum on-hand inventory level per cycle (units)
- $Q$: Production quantity per cycle (units)
- $t$: Production period per cycle (unit of time)
- $e$: Consumption period per cycle (unit of time)
- $Y$: Total emission cost of carbon (currency symbol/unit of time)
- $X$: Total cost without emission cost of carbon (currency symbol/unit of time)
- $Z$: Integrated total cost (currency symbol/unit of time)

Decision variables:
- $T$: Cycle length (unit of time)
- $w$: Warm-up period (unit of time)

The graph of the on-hand inventory level of the production-inventory model is illustrated in Figure 2. Production rate ($p$) includes two kinds of items: good and poor-quality. The poor-quality items are produced with $f(w)p$ rate. The $f(w)$ is a function of the fraction of the poor-quality items, which depends on the length of the warm-up period. This function is linear, and it relates to the fraction of the poor-quality items with the warm-up period, which is shown in Figure 3. As shown in Figure 2, once the production period ($t$) is stopped, the maximum inventory level is shown as $I$; after that, consumption period ($e$) starts at inventory level to zero. The maximum on-hand inventory level, production, and consumption periods are computed as follows:

$$I = ((1 - f(w)) p - d) \frac{Q}{p} \quad (1)$$

$$t = \frac{I}{((1 - f(w)) p - d)} = \frac{Q}{p} \quad (2)$$

$$e = \frac{I}{d} = ((1 - f(w)) p - d) \frac{Q}{pd} \quad (3)$$
Fraction of poor-quality items

Figure 2. Graph of the inventory level in the production-inventory model.

Figure 3. Graph of the behavior of the function of the fraction of the poor-quality items.

Therefore, based on Equations (2) and (3), the cycle length is obtained as follows:

\[ T = t + e = \frac{(1 - f(w))Q}{d} \]  

and

\[ Q = \frac{dT}{1 - f(w)} \]  

In this study, the warm-up period is considered a decision variable. In real-world practices, the amount of warm-up can be varied in a specified range. Neglecting a warm-up run before the main process results in a number of defective items due to the absence of the warm-up process’s benefits. As depicted in Figure 3, when the length of the warm-up period is zero, there is a maximum fraction of poor-quality items for the manufacturing system. The machine tools should run under a warm-up process for an adequate period. Surpassing the cap time does not turn into a benefit because of the intrinsic characteristics of any machine tool. Consequently, spending more than the cap time of the warm-up process results in wasting time and workload with a few imperfect items that cannot be got rid of during warm-up. In other words, the minimum fraction of poor-quality items occurs when the length of the warm-up period takes up to the maximum time allowed to warm up \( m \). Therefore, the relation of the warm-up period with the number of imperfect items is considered with the linear function, and the function of the fraction of poor-quality items concerning the length of the warm-up period is as follows:

\[ f(w) = a - \left( \frac{a - b}{m} \right) w; \quad 0 \leq w \leq m \]  

The total cost of the inventory system includes setup, warm-up, production, disposal, and holding costs. The calculation is shown as follows: the setup cost per cycle is \( A \) monetary unit, and thus, the setup cost per unit of time becomes \( A/T \). The cost of the unit warm-up time is \( r \) monetary unit, since the warm-up cost depends on the length of the warm-up period \( w \), and thus, the warm-up cost per cycle is calculated as the warm-up
cost multiplied by the length of the warm-up period \((rw)\). Therefore, the warm-up cost per unit of time is obtained as \(rw/T\). The production quantity in each cycle is \(Q\), and \(c\) is the production cost of each item. The production cost per cycle is equal to \(cQ\), and subsequently, the production cost per unit of time is \(cQ/T\). Now, using Equation (5), the production cost per unit of time is given by \(dc/1 - f(w)\). Additionally, during the production period, there is an amount of produced items that it is not manufactured correctly and has poor quality. This amount is equal to \(f(w)Q\); thus, the disposal cost per cycle is \(vQf(w)\), and the disposal cost per unit of time is \(vQf(w)/T\). Using Equation (5), the disposal cost per unit of time is computed as \(dvf(w)/(1 - f(w))\), where \(v\) is the unit scrapped cost of each poor-quality item. The holding cost per unit of time is obtained by calculating the area of Figure 2 as \(h[(1 \times T)/2]/T\). Substituting \(I\) from Equation (1) into the holding cost, we have \(hdT/2 - hd^2T/2(1 - f(w))p\). Finally, the total cost of the inventory system without carbon emission consideration according to the setup, production, warm-up, disposal, and holding processes is as follows:

\[
X = \frac{A + rw}{T} + \frac{dc}{1 - f(w)} + \frac{dvf(w)}{1 - f(w)} + \frac{hdT}{2} - \frac{hd^2T}{2(1 - f(w))p} \tag{7}
\]

Now, the effects of carbon emission costs are added to the total cost in Equation (7) as follows: the total carbon emissions are calculated based on the carbon quantity emitted from the setup, warm-up, production, disposal, and holding processes. The carbon emission produced in each setup cost is \(y_1\). Thus, the unit of time’s carbon emission associated with the setup process is \(y_1/T\). Furthermore, the carbon emission of the unit warm-up time is \(y_2\), and thus, the carbon emission of the warm-up process is calculated as \(y_2w/T\). The carbon emission emitted for manufacturing per item is \(y_3\), and thus, the total carbon emissions generated by manufacturing all the items is equal to \(y_3Q/T\). Additionally, the carbon emission produced during disposal of each poor-quality item is \(y_4\); then, the total carbon emissions made for all the poor-quality items is equal to \(f(w)y_4Q/T\). The carbon emissions emitted from the holding process are obtained as \(y_5\)[[(1 \times T)/2]/T. Therefore, the total emission cost of carbon for setup, warm-up, production, disposal, and holding processes is as follows:

\[
Y = G \left( \frac{y_1 + y_2w}{T} + \frac{dy_3}{1 - a + \left(\frac{a-b}{m}\right)w} + \frac{dy_4}{1 - a + \left(\frac{a-b}{m}\right)w} + \frac{dy_5}{1 - a + \left(\frac{a-b}{m}\right)w} + \frac{ydT}{2} - \frac{yd^2T}{2(1 - a + \left(\frac{a-b}{m}\right)w)p} \right) \tag{8}
\]

Now, we can obtain the total integrated cost of the proposed model according to the total inventory cost in Equation (7) and the total emissions cost of carbon in Equation (8) as follows:

\[
Z = X + Y = \frac{A + Gy_1 + (r + Gy_2)w}{T} + \frac{d(c + Gy_3)}{1 - a + \left(\frac{a-b}{m}\right)w} + \frac{d(v + Gy_4)}{1 - a + \left(\frac{a-b}{m}\right)w} + \frac{(h + Gy_5)dT}{2} - \frac{(h + Gy_5)d^2T}{2(1 - a + \left(\frac{a-b}{m}\right)w)p} \tag{9}
\]

In this production system, the warm-up period happens at the end of the consumption period because after that the production period starts. Therefore, the warm-up period should be smaller than the consumption period, as follows:

\[
w \leq e \tag{10}
\]

Substituting \(e\) from Equation (3), we have \(w \leq ((1 - f(w))p - d)Q/pd\); then, using Equation (5), this constraint is \(w \leq ((1 - f(w))p - d)T/(1 - f(w))p\). Finally, by substituting \(f(w)\) from Equation (6), this constraint is as follows:

\[
T \geq \left( \frac{(1 - a + \left(\frac{a-b}{m}\right)w)p}{1 - a + \left(\frac{a-b}{m}\right)w} \right)w \tag{11}
\]
On the other hand, if the warm-up period is longer than the maximum allowable time, it is not practical. Therefore, the warm-up period occurs between its set limit, i.e., $0 \leq w \leq m$. Finally, based on the objective function and the constraints, we can provide the final model as follows:

$$\min Z = \frac{A + Gy_1 + (r + Gy_2)w}{T} + \frac{d(c + Gy_3)}{1 - a + \left(\frac{\Delta w}{m}\right)}w + \frac{d(v + Gy_4)(a - \left(\frac{\Delta w}{m}\right))w}{1 - a + \left(\frac{\Delta w}{m}\right)}w + \frac{(h + Gy_5)dT}{2} - \frac{(h + Gy_5)d^2T}{2} \left(1 - a + \left(\frac{\Delta w}{m}\right)\right)p \quad (12)$$

where $T \geq T_{Min}$

$$0 \leq w \leq m$$

$$T > 0$$

$$T_{Min} = \left(\frac{\left(1 - a + \left(\frac{\Delta w}{m}\right)\right)p}{1 - a + \left(\frac{\Delta w}{m}\right)}w\right) \quad (13)$$

4. Solution Procedure

This section firstly proves the convexity of the objective function (12) using the Hessian matrix, and subsequently, according to the linear constraints, the proposed minimization model is proved, which is convex. Therefore, we calculate the partial differentiations of the model as follows:

$$\frac{\partial Z}{\partial T} = \frac{-A - Gy_1 - (r + Gy_2)w}{T^2} + \frac{(h + Gy_5)d}{2} - \frac{(h + Gy_5)d^2}{2p(1 - a + \left(\frac{\Delta w}{m}\right))w} \quad (14)$$

$$\frac{\partial^2 Z}{\partial T^2} = \frac{2A + 2Gy_1 + 2(r + Gy_2)w}{T^3} \quad (15)$$

$$\frac{\partial Z}{\partial w} = \frac{r + Gy_2}{T} + \frac{(h + Gy_5)d(a - b)T}{2mp(1 - a + \left(\frac{\Delta w}{m}\right))w} - \frac{d(c + Gy_3)(a - b)}{m(1 - a + \left(\frac{\Delta w}{m}\right))w} - \frac{d(v + Gy_4)(a - b)}{m(1 - a + \left(\frac{\Delta w}{m}\right))w} \quad (16)$$

$$\frac{\partial^2 Z}{\partial w^2} = \frac{(h + Gy_5)d^2(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} + \frac{2d(c + Gy_3)(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} + \frac{2d(v + Gy_4)(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} \quad (17)$$

$$\frac{\partial^2 Z}{\partial T \partial w} = \frac{-r - Gy_2}{T^2} + \frac{(h + Gy_5)d(a - b)}{2mp(1 - a + \left(\frac{\Delta w}{m}\right))w} \quad (18)$$

Now, from (15), (17), and (18), the calculation of the Hessian matrix is as follows:

$$\begin{bmatrix} \frac{\partial^2 Z}{\partial T^2} & \frac{\partial^2 Z}{\partial T \partial w} \\ \frac{\partial^2 Z}{\partial w^2} & \frac{\partial^2 Z}{\partial w \partial T} \end{bmatrix} = \begin{bmatrix} 2A + 2Gy_1 + 2(r + Gy_2)w \quad (19) \\ \frac{2d(c + Gy_3)(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} + \frac{2d(v + Gy_4)(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} + \frac{2d(v + Gy_4)(a - b)^2}{m^2(1 - a + \left(\frac{\Delta w}{m}\right))w} \end{bmatrix} \geq 0$$

**Theorem 1.** The hessian matrix of the objective function in (12) is positive.

**Proof.** All parameters in (19) are positive. Based on the assumptions of the proposed model, $0 \leq b \leq f(x) \leq a \leq 1$, where $f(x)$ is $a - \left(\frac{\Delta w}{m}\right)w$, then, $a - b \geq 0$, $1 - a \geq 0$, $a - \left(\frac{\Delta w}{m}\right)w \geq 0$, and $1 - a + \left(\frac{\Delta w}{m}\right)w \geq 0$. Therefore, all the terms in Equation (19) are positive, and subsequently, the Hessian matrix (19) is positive definite for all non-zero $T$ and $w$.

Since the Hessian matrix of the objective function (19) is positive according to Theorem 1, the objective function (12) is convex. Subsequently, the proposed model is a convex programming problem because the model’s constraints are linear and, hereupon, convex. To obtain the optimal value of the cycle length and the warm-up period, we
set Equations (14) and (16) to zero and solve the resulting concurrent equation system as follows:

\[
\frac{-A - Gy_1 - (r + Gy_2)w}{T} + \frac{(h + Gy_2)d}{2} - \frac{(h + Gy_2)d^2}{2p(1 - a + \left(\frac{a}{m}\right)w)} = 0 \quad T = \sqrt{\frac{2(A + Gy_1 + (r + Gy_2)w)(1 - a + \left(\frac{a}{m}\right)wp - d)}{(h + Gy_2)d(1 - a + \left(\frac{a}{m}\right)wp - d)}}
\]  

(20)

\[
\frac{r + Gy_2}{T} + \frac{(h + Gy_2)d^2(a - b)T}{2mp(1 - a + \left(\frac{a}{m}\right)w)^2} - \frac{d(c + Gy_2)(a - b)}{m(1 - a + \left(\frac{a}{m}\right)w)^2} - \frac{d(v + Gy_4)(a - b)}{m(1 - a + \left(\frac{a}{m}\right)w)^2} = 0
\]  

(21)

We cannot find the optimal solutions in closed form from Equation (21), but the value of (20) can be put into (21), and hence, we can find the optimal value of the warm-up period using the Newton–Raphson method. After that, it is possible to determine the optimal value of the cycle length using (20). Additionally, we need to check the following two constraints of the problem \(T \geq T_{\text{Min}}\) and \(0 \leq w \leq m\) to make sure the solutions are feasible. Furthermore, the percentage of the defective range based on warm-up length \(a\) and \(b\) must be updated based on the relationship between the production rate and the demand rate to have a feasible solution. Therefore, we suggest the following solution procedure:

Step 1. Check feasibility:

- Step 1.1. If \((1 - b)p \geq d\), the problem has a feasible solution and goes to Step 1.2; otherwise, the problem has no feasible solution.
- Step 1.2. If \((1 - b)p \geq (1 - a)p \geq d\), the problem has a feasible solution and goes to Step 2; otherwise, go to Step 1.3.
- Step 1.3. When \((1 - b)p \geq d > (1 - a)p\), we must ensure that the amount of heating length is calculated in such a way that no shortage occurs. Thus, we update the lower limit of the warm-up period as \(b \leq f(w) \leq 1 - d/p\), and hence, \((a - 1 + d/p)m/(a - b) \leq w \leq m\), and go to Step 2.

Step 2. Substitute (20) into (21), and hence, find the value of \(w\) using the Newton–Raphson method.

Step 3. If \(w \leq m\), so \(w^* = w\); otherwise, \(w^* = m\), and go to Step 4.

Step 4. Based on the value of \(w^*\), determine the values of \(T_{\text{Min}}\) and \(T\) using (13) and (20), respectively.

Step 5. If \(T \geq T_{\text{Min}}\), so \(T^* = T\); otherwise, \(T^* = T_{\text{Min}}\), and go to Step 6.

Step 6. Based on the values of \(w^*\) and \(T^*\), obtain the optimal value of \(Z^*\) from (9).

5. Numerical Example and Sensitivity Analysis

To demonstrate the result of the work of this study, we apply the proposed exact solution approach to solve the following numerical example: Let \(A = \$ 200/\text{setup}, c = \$ 10/\text{unit}, v = \$ 3/\text{scrapped unit}, d = 200 \text{ units/shift}, p = 1000 \text{ units/shift}, h = \$ 8/\text{unit/shift}, r = \$ 25,000/\text{shift}, m = 0.2 \text{ shift}, G = \$ 0.5/\text{kg}, y_1 = 300 \text{ kg/setup}, y_2 = 4000 \text{ kg/shift}, y_3 = 1 \text{ kg/unit}, y_4 = 1 \text{ kg/unit}, y_5 = 10 \text{ kg/union/shift}, a = 0.7,\) and \(b = 0.2\). We consider that the shift is 8 h.

According to the above data, the warm-up function of this system would be \(f(w) = 0.7 - (2.5)w\); \(0 \leq w \leq 0.2\). Firstly, we ensure that the problem has a feasible solution as follows: \((1 - b)p \geq (1 - a)p \geq d\). Then, using Equations (20) and (21), let us apply the Newton–Raphson method, and the length of the warm-up period is obtained as \(w \simeq 0.149\) shifts (please see this point in Figure 4). This length is less than the maximum allowable time for a warm-up period, \(w < m\), so that the optimal warm-up period would be equal to this length, i.e., \(w^* = w = 0.149\) shifts. Then, based on the optimal value of \(w^*\), the value of \(T\) and \(T_{\text{Min}}\) are computed using Equations (20) and (13), respectively. These values are \(T \simeq 2.188\) shifts and \(T_{\text{Min}} \simeq 0.212\) shifts. Since \(T > T_{\text{Min}}\), the optimal cycle length would be \(T^* = T \simeq 2.188\) shifts. Therefore, \(Q^* = dT^*/(1 - 0.7 + (2.5)w^*) \simeq 650.814\) items and the optimal value of the total carbon produced per shift (TCP*) is equal to 2341.215 kg.
Finally, according to the optimal values obtained using Equation (12), the optimal total cost of the system is $Z^* \approx 7460.679$.

Without consideration of the carbon emission amount, in this example the optimal warm-up period, optimal cycle length, and optimal total cost, respectively, are as below:

Without carbon emissions (if $G = 0$), $w^* = 0.196$ shift, $T^* \approx 2.919$ shifts, $Q^* \approx 738.987$ items, and $Z^* \approx 6182.319$.

According to the results, using the carbon tax approach costs about $7460.679 - 6182.319 = 1278.36$ $ for firms. This portion is meaningful when more than fifteen percent of the business’s overall cost comes from environmental impact. The governments can afford to invest in facilities or plantations to offset the negative impact of carbon emissions. In addition, managers can decide on some solutions to decrease their portion in producing pollution.

By putting $w^* = 0.196$ shifts and $T^* \approx 2.919$ shifts in the problem with carbon emissions, we have $Q^* \approx 739.979$, $TCP^* = 2857.404$ kg, and $Z^* \approx 7611.174$. Obviously, the optimal total cost obtained without carbon emissions is more than the optimal total cost derived from the consideration of carbon emissions.

Considering this problem without the warm-up period ($w = 0$) results in a classic EPQ problem with rework, $T^* \approx 0.898$ shifts, $Q^* \approx 598.666$ items, and $Z^* \approx 9412.221$. Therefore, this EPQ problem with warm-up can reduce $9412.221 - 7460.679 = 1951.542$. This portion is meaningful when more than twenty-five percent of the overall cost of businesses comes from the warm-up impact.

Figure 5 illustrates the plot of this numerical example’s objective function according to the limits of the variables.

5.1. Sensitivity Analysis

We consider all input parameters of the proposed model to analyze their effects on the optimal solutions. These parameters are expressed in three categories: cost, carbon emissions, and the other parameters. They are shown respectively in Tables 3–5.
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### 5.1. Sensitivity Analysis

Table 3. Sensitivity analysis of the cost parameters.

<table>
<thead>
<tr>
<th>Data</th>
<th>Change in %</th>
<th>$T_{min}$</th>
<th>$w^*$</th>
<th>$T^*$</th>
<th>$Q^*$</th>
<th>$TCP^*$</th>
<th>$Z^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>50</td>
<td>0.749</td>
<td>0.979</td>
<td>1.466</td>
<td>0.919</td>
<td>0.837</td>
<td>0.608</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.378</td>
<td>0.495</td>
<td>0.738</td>
<td>0.463</td>
<td>0.421</td>
<td>0.305</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>-0.387</td>
<td>-0.506</td>
<td>-0.749</td>
<td>-0.470</td>
<td>-0.425</td>
<td>-0.308</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>-0.784</td>
<td>-1.023</td>
<td>-1.509</td>
<td>-0.948</td>
<td>-0.855</td>
<td>-0.617</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>-7.938</td>
<td>-10.294</td>
<td>-10.267</td>
<td>-4.642</td>
<td>-6.044</td>
<td>3.850</td>
</tr>
<tr>
<td>c</td>
<td>50</td>
<td>25.804</td>
<td>34.310</td>
<td>11.009</td>
<td>-6.714</td>
<td>9.956</td>
<td>17.757</td>
</tr>
<tr>
<td>v</td>
<td>50</td>
<td>11.760</td>
<td>15.502</td>
<td>5.147</td>
<td>-3.165</td>
<td>4.539</td>
<td>1.716</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5.956</td>
<td>7.818</td>
<td>2.636</td>
<td>-1.623</td>
<td>2.296</td>
<td>0.917</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>-6.130</td>
<td>-7.964</td>
<td>-2.778</td>
<td>1.707</td>
<td>-2.351</td>
<td>-1.048</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>-12.019</td>
<td>-15.522</td>
<td>3.928</td>
<td>13.702</td>
<td>-0.146</td>
<td>5.137</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>16.071</td>
<td>21.245</td>
<td>-5.276</td>
<td>-15.247</td>
<td>0.215</td>
<td>-6.441</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>25.804</td>
<td>34.310</td>
<td>-16.542</td>
<td>-29.867</td>
<td>-2.965</td>
<td>-14.750</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>-3.941</td>
<td>-5.131</td>
<td>-4.975</td>
<td>-2.196</td>
<td>-3.007</td>
<td>3.862</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>4.529</td>
<td>5.939</td>
<td>5.936</td>
<td>2.563</td>
<td>3.697</td>
<td>-3.993</td>
</tr>
</tbody>
</table>
Table 4. Sensitivity analysis of the carbon emission parameters.

<table>
<thead>
<tr>
<th>Data</th>
<th>Change in %</th>
<th>( T_{\min} )</th>
<th>( w^* )</th>
<th>( T^* )</th>
<th>( Q^* )</th>
<th>( TCP^* )</th>
<th>( Z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>50</td>
<td>0.565</td>
<td>0.738</td>
<td>1.103</td>
<td>0.692</td>
<td>3.526</td>
<td>0.457</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.285</td>
<td>0.372</td>
<td>0.555</td>
<td>0.348</td>
<td>1.772</td>
<td>0.229</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−0.290</td>
<td>−0.378</td>
<td>−0.561</td>
<td>−0.352</td>
<td>−1.791</td>
<td>−0.230</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−0.584</td>
<td>−0.763</td>
<td>−1.128</td>
<td>−0.708</td>
<td>−3.601</td>
<td>−0.462</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>50</td>
<td>−2.138</td>
<td>−2.788</td>
<td>0.708</td>
<td>2.287</td>
<td>5.592</td>
<td>0.896</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>−1.081</td>
<td>−1.411</td>
<td>0.358</td>
<td>1.148</td>
<td>2.846</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>1.106</td>
<td>1.446</td>
<td>−0.367</td>
<td>−1.158</td>
<td>−2.950</td>
<td>−0.460</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>2.238</td>
<td>2.930</td>
<td>−0.742</td>
<td>−2.326</td>
<td>−6.008</td>
<td>−0.929</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>50</td>
<td>2.004</td>
<td>2.622</td>
<td>0.893</td>
<td>−0.550</td>
<td>7.034</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>1.004</td>
<td>1.313</td>
<td>0.449</td>
<td>−0.276</td>
<td>3.540</td>
<td>0.497</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−1.009</td>
<td>−1.317</td>
<td>−0.453</td>
<td>0.279</td>
<td>−3.588</td>
<td>−0.500</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−2.023</td>
<td>−2.638</td>
<td>−0.909</td>
<td>0.560</td>
<td>−7.225</td>
<td>−1.004</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>50</td>
<td>2.004</td>
<td>2.622</td>
<td>0.893</td>
<td>−0.550</td>
<td>2.763</td>
<td>0.320</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>1.004</td>
<td>1.313</td>
<td>0.449</td>
<td>−0.276</td>
<td>1.405</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−1.009</td>
<td>−1.317</td>
<td>−0.453</td>
<td>0.279</td>
<td>−1.452</td>
<td>−0.165</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−2.023</td>
<td>−2.638</td>
<td>−0.909</td>
<td>0.560</td>
<td>−2.954</td>
<td>−0.334</td>
</tr>
<tr>
<td>( y_5 )</td>
<td>50</td>
<td>−9.722</td>
<td>−12.856</td>
<td>−12.484</td>
<td>−5.928</td>
<td>20.520</td>
<td>4.737</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>−5.121</td>
<td>−6.660</td>
<td>−6.699</td>
<td>−3.127</td>
<td>11.071</td>
<td>2.466</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>5.767</td>
<td>7.569</td>
<td>7.870</td>
<td>3.531</td>
<td>−13.113</td>
<td>−2.696</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>12.354</td>
<td>16.291</td>
<td>17.279</td>
<td>7.575</td>
<td>−28.865</td>
<td>−5.666</td>
</tr>
</tbody>
</table>

Table 5. Sensitivity analysis of the other parameters.

<table>
<thead>
<tr>
<th>Data</th>
<th>Change in %</th>
<th>( T_{\min} )</th>
<th>( w^* )</th>
<th>( T^* )</th>
<th>( Q^* )</th>
<th>( TCP^* )</th>
<th>( Z^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( m )</td>
<td>50</td>
<td>15.507</td>
<td>6.028</td>
<td>7.229</td>
<td>28.009</td>
<td>3.369</td>
<td>9.977</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>8.924</td>
<td>4.256</td>
<td>4.196</td>
<td>14.740</td>
<td>2.166</td>
<td>5.505</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−37.098</td>
<td>−32.845</td>
<td>−19.151</td>
<td>−32.059</td>
<td>−13.623</td>
<td>−16.242</td>
</tr>
<tr>
<td>( b )</td>
<td>50</td>
<td>8.924</td>
<td>4.256</td>
<td>4.196</td>
<td>14.740</td>
<td>2.166</td>
<td>5.505</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>4.281</td>
<td>2.238</td>
<td>2.028</td>
<td>6.749</td>
<td>1.102</td>
<td>2.599</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−3.916</td>
<td>−2.299</td>
<td>−1.885</td>
<td>−5.783</td>
<td>−1.100</td>
<td>−2.343</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−7.491</td>
<td>−4.579</td>
<td>−3.634</td>
<td>−10.799</td>
<td>−2.176</td>
<td>−4.472</td>
</tr>
<tr>
<td>( p )</td>
<td>50</td>
<td>−8.964</td>
<td>3.319</td>
<td>−5.182</td>
<td>−6.893</td>
<td>6.606</td>
<td>3.644</td>
</tr>
<tr>
<td>( d )</td>
<td>50</td>
<td>50.965</td>
<td>34.310</td>
<td>−0.710</td>
<td>25.156</td>
<td>27.829</td>
<td>27.260</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−50.742</td>
<td>−43.635</td>
<td>2.286</td>
<td>−32.562</td>
<td>−36.966</td>
<td>−36.543</td>
</tr>
<tr>
<td>( a )</td>
<td>50</td>
<td>25.804</td>
<td>34.310</td>
<td>11.009</td>
<td>−6.714</td>
<td>9.956</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td>−25</td>
<td>−100.000</td>
<td>−100.000</td>
<td>−68.828</td>
<td>−55.881</td>
<td>−36.920</td>
<td>−16.613</td>
</tr>
<tr>
<td></td>
<td>−50</td>
<td>−100.000</td>
<td>−100.000</td>
<td>−71.494</td>
<td>−70.517</td>
<td>−43.269</td>
<td>−36.598</td>
</tr>
</tbody>
</table>
As can be seen in Table 3, the minimum limit of the cycle length is changed moderately with direct variation of the setup cost, production cost, and scrapped cost. Furthermore, it has a moderately reverse relationship with changes in holding cost and warm-up cost, and carbon tax. The trend for the optimized warm-up period is highly dependent on changes in setup cost, production cost, and scrapped cost and has a high reverse relation with holding cost and warm-up cost and carbon tax. Optimized cycle length is slightly affected by changes in setup cost, production cost, warm-up cost, and scrapped cost. This is true with the reverse relation for holding cost and carbon tax. The production quantity has a direct relation to changes to setup cost and warm-up cost. In contrast, it is reversely affected by changes to production cost, scrapped cost, holding cost, and carbon tax. The amount of carbon emission changes with variation of setup cost, production cost, scrapped cost, holding cost, warm-up cost, and carbon tax. Optimized total cost varies slightly via changes in holding cost, warm-up cost, and carbon tax.

From Table 4, it is inferred that the minimum limit of the cycle length and optimized warm-up period moderately change according to the carbon emission associated with each setup process and the carbon emission for production per item and disposal per scrap item. In addition, it has a moderate reverse relation with the carbon emission for the warm-up period and inventory per item.

The optimized cycle length slightly varies according to the carbon emission associated with each setup process, warm-up period, production per item, and disposal per scrap item. It varies reversely with the carbon emission for inventory per item. The production quantity directly changes with slight differences of carbon emission associated with each setup process and the carbon emission for the warm-up period, whereas it shows the reverse effect with changes to carbon emission associated with production per item, disposal per scrap item, and inventory per item. The amount of carbon emission changes slightly with all parameters, including carbon emission associated with each setup process, the warm-up period, production per item, disposal per scrap item, and inventory per item. The optimized total cost changes considerably with variation of all parameters, including carbon emission associated with each setup process, the warm-up period, production per item, disposal per scrap item, and inventory per item.

In Table 5, the rest of the parameters are described with their effects. The minimum limit of the cycle length was highly affected by the change in maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, the demand rate, and the maximum allowable fraction of poor-quality items. Nevertheless, the production rate has a slight reverse relation. The optimized warm-up period moderately varies when changes occur in following parameters: the maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, the maximum allowable fraction of poor-quality items, and the production and demand rate. The optimized cycle length was moderately effected by variation of the maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, and the maximum allowable fraction of poor-quality items. This trend shows a reverse effect via changing the production rate and demand rate. The production quantity changes directly when changes occur in the maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, the demand rate, and the maximum allowable fraction of poor-quality items. However, a reverse effect to changes in the production rate was shown. The amount of carbon emission varies moderately when changes happen to the maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, the production rate, the demand rate, and the maximum allowable fraction of poor-quality items. The optimized total cost shows slight changes from all input parameters, maximum allowable time for the warm-up period, the minimum allowable fraction of poor-quality items, the production rate, the demand rate, and the maximum allowable fraction of poor-quality items.
In the actual situation, since the warm-up period usually is much lower than the production time, the effects of change in the value of the warm-up period have slightly more effect on the model than the effects of change in the value of the production time or rate and this can be seen in the tables as well.

5.2. Managerial Insights

This study helps managers to accurately define the period of production and warm-up and decrease total cost. By setting the correct period for the warm-up process, it is possible to maximize the system’s benefits. For example, based on the numerical example presented in this study, consideration of the warm-up process in the manufacturing system can provide about a 26 percent reduction in total cost. In addition, the effect of the warm-up period on the total cost was calculated, and managers can track the changes to obtain the proper value for their systems. The optimal value for cycle time and order quantity allows them to decide upon the provided equations and have a greener manufacturing system. This study gives an insight for the companies that seek to minimize their cost along with considering the environmental issues. Moreover, decision makers can decide upon the consideration of carbon tax for manufacturing systems. This research made a comparison of the difference of the utilization of the tax policy for the system. The carbon tax policy costs 20 percent in this study for the system. Also, machines and devices work more efficiently with a sufficient warm-up period. As a result, a large portion of scrapped items will be diminished. In addition, the warm-up period can extend the lifespan of machines and systems. This can reduce costs related to repairs and maintenance as well as eliminating the need to spend on providing more machines. As a result, this research proposed an EPQ model that allows managers to use the concept of warm-up as well as the carbon tax policy and expend the minimized cost for their system.

5.3. Sustainability Aspects

The concept of sustainability has found great attention in the last three decades. The term “triple bottom line” has become popular in focusing on a sustainable approach consisting of three aspects: economic, social, and environmental (Glock et al. [40]). The warm-up period brings some consequences for a manufacturing system. This research performed a thorough study of the effect of a proper warm-up period on the total cost with consideration of carbon emissions. Money gained from decreasing total costs can be used to invest in new facilities such as green technology. Machine tools work more efficiently, which can diminish maintenance costs as well as production costs. The production process faces fewer scrap items. In addition, machine tools in the production line have a longer life span. With respect to the social aspect, with fewer defective items, the possibility of the occurrence of shortages will be decreased. The demand can be satisfied in time. As a result, customer and retailer satisfaction is ensured. The manufacturing line meets less workload due to fewer defective items; in addition, machine tools interrupt fewer times if they work efficiently. From the aspect of the environment, disposing of defective products requires more material for substitution, if they are considered scrap items. In this scenario, the system needs more material and items disposed of are wasted on the environment. Otherwise, they undergo a rework process that entails more energy to run. The consideration of carbon emission is the key point in this paper for sustainability performance. Applying carbon tax to the total cost results in an approach that provides optimized cost by considering the warm-up concept and carbon tax policy in an EPQ problem. It ensures the reduction of carbon emissions in this manufacturing system.

5.4. Environmental Insights

Machines work better with a sufficient warm-up period, and scrapped items are produced less. Thus, a lower amount of scrapped items will go into the environment and damage it. In addition, machines or devices nowadays work on fossil fuel or work using electricity in the best situation. Higher efficiency for these machines can reduce the fuel
they need to use and reduce the pollution entering the environment. From the other aspect, utilizing the carbon emission cost in the total cost of the inventory system is a way to encourage managers to reduce their carbon emissions. This study integrated the inventory system and carbon emission approach into an EPQ problem with a warm-up period to optimize total cost.

6. Conclusions

The importance of warm-up is inevitable in many industrial practices. It can provide some features to a system, such as extending the lifespan of particles, fewer maintenance costs, and fewer defective items produced in the manufacturing line. We considered that the warm-up period is not fixed and presented mathematical equations concerning that. According to that, the defective rate was presented as a decreasing linear function of the length of the warm-up period. Thus, we formulated the EPQ problem with the warm-up function in a capacitated nonlinear programming problem. To address the most significant concern of today's society, we considered carbon emissions in our study. The goal of this problem was to determine the optimal length of the warm-up period and the production cycle such that the total cost, including the cost of the inventory-production system and carbon emission, is minimized. Finally, we solved this model using an exact model and provided a numerical example to illustrate the applicability of the proposed problem.

The application of the warm-up period as a decision variable is a novel concept in the field of inventory management. By setting a value for the warm-up period, the cost and cycle time can be obtained. Furthermore, the effect of the carbon tax policy is applied and studied in this EPQ problem. The warm-up period can be a problematic process in the production run and provides advantages to an inventory system by increasing the effectiveness of the machine tools; in contrast, higher efficiency results in a lower number of poor-quality items. Truly, producing fewer waste products reduces the amount of the workload and the energy spent on reworking, and fewer waste products enter the environment. This study has some constraints in that setting the proper amount of warm-up is limited to the operator. Moreover, we consider that imperfect products are disposed of. For future work, the system could have a rework process for defective items. In addition, there are products that can deteriorate over time; this type of item could be considered to develop this study. Furthermore, the effect of downtime of the machine tools has not impacted on the warm-up period.

Some extensions for this study could be as follows: (a) considering several warm-up periods in each production cycle, (b) assuming the shortage is allowed, (c) investigating the effect of the machine shutdown time on the warm-up period, and (d) considering a production system with several products.
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