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Abstract: The current research empirically analyses the determinants of financial inclusion (FI) for BRICS (Brazil, Russia, India, China and South Africa) nations using the no. of depositors and Automated Teller Machines/user as dependent variables, a proxy for FI from 2004 to 2019. The study employs fixed-effect, cross-section random-effect and simple panel least square techniques to determine FI for different BRICS countries. The empirical findings of fixed effect and cross-section random highlight that population and internet users affirmatively and significantly influence FI. Simple panel least square analysis indicates that domestic credit to the finance sector, population, internet users and bank branches positively influence the no. of depositors in these economies. Gross domestic product (GDP) and domestic credit to private sector (DCPS) inversely affected FI. Results of the second measure of FI (ATM per user) show the exchange rate of domestic credit to the private sector, and GDP positively influences FI. These findings will induce policymakers to take corrective actions by considering the significant factors to boost FI in respective BRICS economies.
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1. Introduction

Access to financial goods and services smoothly among individuals on a global level is recognized as a chief constraint for economic and social development. For sustainable long-term economic growth, financial inclusion (FI) has the utmost importance for policymakers. FI is gaining perceptible recognition around the globe due to its indispensability for socio-economic development. Many empirical studies have revealed that FI plays a pivotal part in lowering income gaps, helping to slash poverty, and assisting in the smooth consumption of economic goods and services [1–3]. FI ensures the affordability, convenience and accessibility of financial goods and services to all [4]. The G-20 Summit in 2019 recognized FI as playing an integral role in inclusive development across the globe. Thus, financial institutions and development banks are focusing on promoting FI to ensure inclusive growth.

Demirgüç-Kunt and Klapper [5] have examined FI via the World Bank’s Global Findex database, covering 148 countries. The results revealed that FI is influenced by bank credit, savings bank accounts, and account ownership. Luring researchers from developed and developing economies, FI studies are gaining momentum. Ghosh [6] has found that promoting development through FI is highly beneficial for the economy. Likewise, Cull, Demirgüc-Kunt, and Lyman [7] have also supported the impact of FI on financial stability. Kim, Yu, and Hassan [8] have also supported its role in economic growth. Regarding factors influencing FI, Ozili [9] illustrated innovation in banking services and technology infrastructure as stimulants of FI. Consequently, Mitchell and Scott [10] link FI with an increase in public revenue in a study based on the Argentinian economy. The government of Argentina used FI to connect people with the financial system and reported an increase
in ATM usage and credit. Correspondingly, branch bank networking, the number of depositors, and the number of credit facilitators emerged as contributing to FI in India [11].

Zins and Weill [12] covered the FI of 37 African countries and supported that access to banking and credit facility improved economic growth. Comparably, Internet penetration and mobile services in Africa enabled and improved accessibility to essential financial services [13]. This was further supported by Allen et al. [14], suggesting that innovative financial products and services helped many African regions to overcome infrastructural difficulties while enhancing their access. Fungacova and Weill [15] reiterated that greater use of formal accounts and savings helped China, with higher inclusiveness than other BRICS nations. Apart from this, the internet facility and growth of innovative fintech products and services have increased due to digitization in China, and the government encouraged web-based services to promote inclusion in the economy [16].

While the influence of FI on development has been thoroughly documented in previous research, macroeconomic effects on FI have not been significantly investigated. However, not many academics and researchers have shed light on the significance of domestic credit given by banks to the private sector, domestic credit provided by the financial sector (DCFS), exchange rates, inflation, bank branches, population, GDP and internet users in promoting FI in BRICS countries. Against the above backdrop, this research has focused on FI in BRICS nations. Therefore, the current study, by focusing on two major issues, makes an earnest attempt to fill the gaps in the existing literature:

RQ1: Which macroeconomic factors assist in achieving financial inclusion in the BRICS countries?

RQ2: Does any positive relationship exist between financial inclusion and macroeconomic factors in these countries?

The BRICS are an intriguing set of nations for investigating these issues, since all of the BRICS nations have selected a financial inclusion strategy as their main objective for inclusive growth. FI is a crucial element of financial development in terms of supporting the financial industry and institutions. It is also thought to be very important for fostering economic development [17]. Thus, FI may be a mitigating factor for BRICS nations which are striving to improve their living standards by raising levels of inclusiveness [18]. These nations are also undertaking financial sector reforms at a high pace. Thus, understanding which macroeconomic factors influence FI is a major concern in this paper.

This research’s basic objective is to understand the contributing factors of FI in the BRICS region. The empirical study focuses on determinants responsible for achieving inclusion in BRICS economies. The study initially examines the level of FI in BRICS nations, as these are emerging economies having high growth. This research is intended to contribute in the following way. First, it identifies the determinants of FI, and second, it analyses the impact of FI on BRICS regions. Diversely, our findings have direct policy implications for determinants of FI in the BRICS region.

Theoretical Underpinning: The Intersection of FI and Economic Growth

Several studies have empirically examined FI, and some researchers have also concluded that FI is affirmatively related to economic growth [19,20]. Earlier studies have covered different perspectives of FI. FI provides access to financial services [21–24]. FI promotes financial goods/services, assists in the timely access of financial products, and helps to expand its usage to all segments of society [25,26]. Theoretically, the primary function of financial markets and institutions is to promote coordination and lower transaction costs. Other fundamental theories revolve around flaws in the capital market, such as information asymmetry and transaction costs. As a result of flaws in the market, underprivileged people and small businesses lacking collateral, credit histories, and connections may find it difficult to obtain the resources they need to grow. As a result of this, they have few opportunities, which aggravates poverty and inequalities. Galor and Zeira [27] suggest that financial market frictions are the reason why impoverished people do not invest in their education. These theories suggest that a lack of financial access causes income disparity
and poverty traps, and reduces economic development. Claessens [28] has classified access to financial services, such as deposits, credit, savings and loans, as common individuals’ basic necessities, which will be possible through FI. Thus, FI has become a prime objective for emerging countries’ policymakers to embed financially excluded populations into the formal financial system [29]. FI may be analyzed using New Keynesian and neoclassical theory. According to the neoclassical approach, small businesses and consumers are the primary economic actors, and are competitive, self-interested and possess all the knowledge required to make informed choices that would increase their well-being. Additionally, the public goods theories of FI suggest that everyone, irrespective of income level and status, should benefit from FI. Financial inclusiveness promotes sustainable development, wherein all sections of society, particularly the disadvantaged, access financial services at reasonable rates [30]. Researchers such as Pradhan [31], Lee and Wang [32] and ul et al. [33] support its positive relation with growth. A broad conceptual framework of determinants of FI and economic growth is depicted in Figure 1. The details of why these variables have been included, with the literature support, are provided in the next section through Table 1. The researchers are still working to produce a consistent method to measure FI. Additionally, two main routes theoretically support the link between FI and economic development. First, providing inexpensive financial services to the needy and disadvantaged will promote economic activity, national productivity, and welfare [34–36]. Second, the potential availability of deposits and insurance services to the unbanked would encourage the vulnerable to save in banks and non-bank financial institutions, facilitating money flow to the financial markets [37–39].

Figure 1. Determinants of FI and economic growth relation. Source: Authors’ compilation.

The major question that arises is how to measure FI. Is there a comprehensive measure of FI? It has been well accepted that FI is a multi-dimensional concept expanding beyond individual indicators, viz., bank account ratios or the no. of ATMs [40]. Like many earlier studies, the current study also relies on banking penetration, availability of banking
services and usage [41,42]. Different studies project diverse dimensions, viz., the proportion of the adults having access to formal financial services, viz., bank accounts [43], savings, borrowings and risk management of adults [44]. FI is constructed by taking five dimensions, viz., ATMs, bank branches, borrowers, depositors and domestic credit/GDP. Based on the earlier literature, we will use the no. of ATMs/depositors as the measure for FI.

The next issue was to select the determinants of FI. Which macroeconomic factors may be included in the study? The predictors of FI vary from broad macroeconomic indicators, such as inflation, population, GDP and exchange rate, to bank branches or internet users. Other factors include domestic credit by the financial sector (DCFS) or domestic credit by a bank to the private sector (DCBPS). As the earlier literature majorly focused on using Fixed-Effect (FE) or Cross Section Random-Effect (RE), this study, too, is based on panel data analysis for all BRICS economies. The outcome would be helpful in the choice of model (Fixed-Effect—FE or Cross Section Random-Effect—CSRE). It is a sincere effort to unearth the determinants of FI for BRICS nations to help policymakers focus on the right dimensions.

2. Review of the Empirical Literature

Despite the wide variation, all BRICS nations have clearly highlighted the promotion of FI as their primary policy objective. An increasing corpus of empirical research demonstrates that FI has various beneficial implications on development outcomes in emerging countries such as BRICS. Eventually, economic development is better in economies with higher levels of FI since improved access to financial services enables the poor and other excluded groups to participate in entrepreneurial activity [45]. As is apparent from the literature, there is a link between the financial system and economic development. According to Schumpeter [46], the banking system plays a crucial role in economic growth. King and Levine [47] have found that a well-structured banking system with financial intermediation boosts economic growth and productivity. Similarly, McKinnon [48] and Goldsmith [49] also suggested that a systematically organized fund from banks to the public enhances financial development in an economy. FI has strongly influenced the minds of many economists and policymakers. Since the beginning of the 19th century, FI has gained much attention due to the increased financial exclusion of weaker sections of societies [50]. Rajan and Zingales [51] opined that the development of a nation directly and indirectly depends upon the progress of a financial system. Increased evidence suggests that financial knowledge [52], aversion to risk [53], knowledge of securities traded on the exchange, motives for saving, and trust in financial systems, play a positive role in a person’s decision to invest in the stock market. Chakrabarty [54] considers financial exclusion to be a stringent barrier to growth. Chibba [55] has supported the view that the inclusive system assists in managing poverty. Wait et al. [56] analyzed datasets from BRICS and non-BRICS developing nations to investigate how BRICS’ financial market openness led to greater growth. The results showed that, in the BRICS nations, larger levels of lending to the private sector and greater financial depth contributed more to financial inclusiveness. In general, the expansions of the banking sector and internet connections are complementary in fostering FI, which instigates economic growth. Guru and Yadav [57] have used financial intermediaries, credit-to-deposit ratio, and domestic credit to the private sector of BRICS nations as determinants to investigate the factors that influence FI. They found that all these factors positively and significantly influenced FI. Olaniyi and Adeoye [58] examined the factors of FI in Africa from 2005 to 2014. The results indicated that per capita income, GDP, literacy, internet access, and Islamic banking significantly influenced financial inclusion in Africa. According to Wang and Guan [59], other macroeconomic factors, such as financial depth and bank health status, were also significant determinants of a country’s level of FI.

However, Demirgüc-Kunt and Klapper [44] have used the Global Findex data base of 148 economies to measure the FI in these nations and revealed that almost half of the adults had their accounts in formal financial institutions through inclusiveness. The results also highlight that the main reasons for financial exclusion were escalated cost, distance, and
lack of documentation. Further, it was pointed out that credit, savings, risk management and payment methods were also the constraint of FI in economies. Boukhatem [60] opined that money supply and bank credit not only improve the well-being of individuals but also encourage the growth of small entrepreneurs through a credit facility. Hence, they drive prospects to amass assets and support effortless consumption. The research used 67 countries’ data from 1988 to 2012 to investigate the level of FI. The results revealed that an enhancement of financial development spearheads inclusion. Thus, these are pointers relating to access to financial services, strongly related to FI. The low cost and high accessibility of the banking system increased the use of accounts. The simple documentation and low-free accounts motivate people to connect with the bank [14].

A strong reliance on financial institutions strengthens access. Apparently, Van der Werff et al. [61] have ascertained the link amid FI and social factors based on Global Findex data of 31 OECD nations. They suggested that increased confidence in government and formal financial institutions improved FI. Similarly, Sarma and Lenka [62] investigated the influence of FI on the Indian economy, considering the period from 1980 to 2014. Principal component analysis (PCA) has been applied for generating the FI index using an autoregressive distributed lag (ARDL) and error correction model (ECM). The findings indicate a positive association between FI and growth. Moreover, Sethi and Acharya [63], analyzing thirty-one economies through panel co-integration methods, also suggest that FI and economic growth are related in the long run.

Furthermore, by comparing data from the worldwide Findex database, Asuming, Osei-Agyei and Mohammed [64] examine FI in 31 Sub-Saharan African nations. They concluded that the overall level of financial inclusion improved considerably between 2011 and 2014. They found that the levels and rates of progress differ greatly amongst nations. According to their research, the determinants of FI include covariates at the individual level (age, education, wealth, and gender), macroeconomic factors (GDP growth rate and the number of financial institutions), and Business Freedom. FI has a positive externality on the economy because it allows for the more effective execution and transmission of monetary policy by allowing a bigger portion of the economy to participate in the formal financial system. Thus, greater financial inclusion enables interest rates to serve as a valuable policy instrument and enhances the process by which Central Banks may stabilize prices [65]. Beck and Cull [66] investigated Africa’s banking systems, especially those in Sub-Saharan Africa, and explored new financial innovations that have the potential to enhance classical African models. They demonstrated that the African financial system is weak, yet stable. Although African banks are adequately capitalized and liquid, they lend less to the private sector than the banks in other emerging nations. Additionally, the authors concluded that consumers and businesses do not use financial services as often, due to a lower level of inclusiveness.

Demirgüç-Kunt, Klapper and Singer [67] pointed out that the usage diversity and possession of an account was higher among rich, educated and employed persons. The Chinese economy demonstrated high FI because of education and trust in the formal banking system. Supporting this, Fungáková and Weill [15] also indicated that income and education enabled people in China to be more aware of the costs of financial products/services and enhanced their trust in the banking system. However, women had lower FI, primarily due to male dominance in account ownership and their lack of awareness of documentation procedures. Sophastienphong and Kulathunga [68] opined that financial development improved loan deposits in Sri Lanka. Sarma [69] conducted a study on 100 countries and indicated that FI has associated with three dimensions: bank penetration; service accessibility; and service usage. Bourainy, Salah and Sherif [70] analyzed the influence of FI on inflation rates in 37 developing countries from 2009 to 2018. Initially, Principal Component Analysis (PCA) was used to create a new multidimensional Financial Inclusion Index (FII) based on three dimensions (access, utilization, and quality of financial services), and the Generalized Method of Moments (GMM) was used to assess the impact of FI on the inflation rate empirically. The researchers found that higher FI has an effect on reducing
inflation rates in emerging nations. These results suggest that policymakers in emerging nations regard FI as a strategy for lowering inflation rates. Mbutor and Uba [71] also investigated the influence of FI on monetary policy in the Nigerian economy for the period of 1980 to 2012. The findings supported that increased financial inclusion will enhance the efficacy of monetary policy because inflation would fall as the percentage of total loans rises.

Beck and Torre [72] have highlighted that access and usage to financial goods/services are of utmost importance in FI. Subsequently, Beck et al. [73], covering 99 nations, suggest that outreach of financial services improved the reach of the banking sector. In fact, the access to and usage of financial services are correlated. Access is related to the geographic and demographic dispersion of banks and ATMs. Usage is measured by credit and deposit accounts/capita, loan/income ratio and loan/deposit ratio. The quality of institutions and the accessibility of infrastructure also impacted financial services. Camara and Tuesta [40] have used three main dimensions of FI. The first dimension, viz., usage, consists of owning a minimum of one financial product, and possessing savings accounts and loans. This was followed by the next dimension, covering the barriers and obstacles of accessibility to financial services. The last aspect was insufficient documentation, affordability and trust in the banking system. Any country’s economic growth depends upon the development of the financial sector, as it invariably provides a wide array of financial services to all categories [74]. Academics agree that a nation’s financial structure significantly impacts the extent to which its citizens may participate in the financial system. Owen and Pereira [75] suggest that increased levels of competitive pressure may incentivize innovation and growth of financial services. This reduces the cost of these services, broadens the risk spectrum of individuals, and finally increases FI. Using creative financial instruments and developing new financial goods/services may be restricted by capital, stringency and banking activity limit, which impede financial inclusion [76]. Restricted demand and supply for financial services reflect the country’s socio-economic restrictions and macroeconomic vulnerabilities in terms of per capita income. Zhang and Wei [77]’s findings also indicate that increased policy uncertainty negatively affects business innovation. Due to policy uncertainty and instability, financial inclusion may be particularly crucial in the BRICS region.

Kpodar and Andrianaivo [78], in their study on African economies for the period 1988–2007, analyzed financial variables, such as the no. of depositors, loans/head, internet/user and population covering ICT impact on FI. The ICT indicators include mobile dissemination fees and call charges. Major findings support the invincible role of ICT in FI. Unlike conventional banking, which still relies on physical restrictions for the spread of business outlets, digital payments may significantly reduce financial exclusion [79]. Mobile phone developments encouraged digital access to financial services and injected growth into the economy. Evans [13] has also reiterated that the internet, mobile phones and FI are associated. The study was based on a modified OLS method and Granger causality. Sha’ban, Girardone and Sarkisyan [80] built a multidimensional financial inclusion index for a worldwide sample of 95 countries from 2004 to 2015. The data used were from the IMF’s Financial Access Survey. They found a positive and substantial relationship between FI and variables, including GDP per capita, employment rates, bank competitiveness, human development, government transparency, and internet penetration as well.

Lenka and Barik [81] evaluated how internet and mobile services influenced FI for SAARC nations for 2004–2014. The study revealed that internet facilities and mobile phones had a vital affirmative relation with FI. Sharma [82], using the VAR model and Granger causality, explored how FI is related to growth. The findings support an affirmative impact of FI on GDP. Granger causality analysis revealed a two-way link between growth and geographical outreach but a single-sided relation of the no. of deposits and loan accounts with GDP. Siddik [83] employed a fixed effects regression technique for the period 2004–2016 for SAARC nations, and the outcome supports a positive effect of FI on economic development. The findings indicate that the wide availability of financial services would
increase total income and investments in businesses, and would lead to a decrease in the unemployment rate.

Thus, as evidenced by the literature, there are studies on FI in BRICS economies. However, they are relatively scarce and are based on a few variables. In view of this, it was decided to use the no. of depositors; ATM per user as dependent variables and a range of independent variables, viz., Bank Branches (BB); Gross Domestic Product (GDP); Exchange Rate (ER); Inflation Rate (INFL); Internet User (IU); Population (POP); Domestic credit provided by financial sector (DCFS); and Domestic credit provided by bank to private sector (DCBPS). An in-depth analysis was undertaken for BRICS economies to obtain a holistic picture of FI. Thus, on the basis of the literature review, the following hypotheses have been proposed:

H1a. Bank branches have a positive relation with number of depositors.
H1b. Bank branches have a positive relation with ATM per user.
H2a. GDP has a positive relation with number of depositors.
H2b. GDP has a positive relation with ATM per user.
H3a. Exchange rates have a positive relation with number of depositors.
H3b. Exchange rates have a positive relation with ATM per user.
H4a. Population has a positive relation with number of depositors.
H4b. Population has a positive relation with ATM per user.
H5a. Domestic credit provided by the bank to the private sector positively affects the number of depositors.
H5b. Domestic credit provided by the bank to the private sector positively affects ATM per user.
H6a. Domestic credit provided by the financial sector positively affects the number of depositors.
H6b. Domestic credit provided by the financial sector positively affects ATM per user.
H7a. Inflation rate has a positive relation with number of depositors.
H7b. Inflation rate has a positive relation with ATM per user.
H8a. Internet users have a positive relation with number of depositors.
H8b. Internet users have a positive relation with ATM per user.

3. Research Methodology

3.1. Description of Data

The current research analyses how growth parameters relate to FI for the BRICS economies. The study has used secondary data, choosing indicators of the FI index from the World Bank’s Global Findex database, IMF and balance sheets of BRICS banks. The panel data set consists of all five BRICS nations, covering 2005–2019. The currency value of all countries has been converted to USD. The two indicators used as dependent variables include depositors/1000 (DEPO) and ATM/user. Based on a few important studies, the independent variables selected are: BB; GDP; ER; IR: IU; PoP; DCFS and DCBPS. The indicators of the study, along with the literature support, are shown in Table 1. Kim et al. [8] included ATM/100,000; BB/100,000 adults and depositors/1000 as the measures of FI. ATMs offer impressive benefits, such as convenience, reduction in transaction costs and reduction of the workload of banks. GDP is the indicator used for economic growth as it is one of the most crucial factors influencing FI [82,84]. Domestic credit to the private sector is one of the indicators of FI which significantly affects economic growth [85], and has been included as an independent variable. Other indicators such as internet users [86], inflation rate [87] and population [84] have also been considered in the current research.
Table 1. Variable and references.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Variable</th>
<th>Description</th>
<th>Independent or Dependent</th>
<th>Literature Support</th>
<th>Source of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depositors (DEPO)</td>
<td>Natural logarithm of depositors</td>
<td>Dependent</td>
<td>Beck, Kunt and Peria [73], Kim et al. [8]</td>
<td>World bank database</td>
</tr>
<tr>
<td>2</td>
<td>ATM per User</td>
<td>No. of ATM/depositors</td>
<td>Dependent</td>
<td>Mbutor and Uba [71], Chatterjee [86], Kim et al. [8]</td>
<td>World bank database</td>
</tr>
<tr>
<td>4</td>
<td>Gross Domestic Product (GDP)</td>
<td>Natural logarithm of Gross Domestic Product</td>
<td>Independent</td>
<td>Dabla-Norris et al. [88], Chibba [55], Omar and Inaba [84]</td>
<td>Global Findex</td>
</tr>
<tr>
<td>5</td>
<td>Exchange Rate (ER)</td>
<td>Exchange rate of USD of respective country's currency</td>
<td>Independent</td>
<td>Mbutor and Uba [71]</td>
<td>Global Findex</td>
</tr>
<tr>
<td>6</td>
<td>Inflation Rate (IR)</td>
<td>Inflation rate in respective country</td>
<td>Independent</td>
<td>Chatterjee [86], Lenka and Bairwa [89], Mbutor and Uba [71], Kim et al. [8]</td>
<td>Global Findex</td>
</tr>
<tr>
<td>7</td>
<td>Internet User (IU)</td>
<td>Natural logarithm no. of internet user (IU)</td>
<td>Independent</td>
<td>Durai and Stella [90], Bayar et al. [91]</td>
<td>World bank database</td>
</tr>
<tr>
<td>8</td>
<td>Population (PoP)</td>
<td>Natural logarithm population in respective country</td>
<td>Independent</td>
<td>David et al. [92], Kim et al. [8]</td>
<td>World bank database</td>
</tr>
<tr>
<td>9</td>
<td>Domestic credit provided by financial sector (DCFS)</td>
<td>Natural logarithm of domestic credit provided by financial sector (DCFS)</td>
<td>Independent</td>
<td>Chauvet and Jacolin [93], King and Levine [47]</td>
<td>Global Findex</td>
</tr>
<tr>
<td>10</td>
<td>Domestic credit provided by bank to private sector (DCBPS)</td>
<td>Natural logarithm of domestic credit provided by bank to private sector</td>
<td>Independent</td>
<td>Hannig and Jansen [94], Bhaskar [95]</td>
<td>World bank database</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.

3.2. Specification of Model

This section specifies an econometric model used to determine the key indicators influencing FI through a panel unit root test framework with fixed-effect (FE) and cross section random-effect (RE). The stationarity has been checked with unit root using the Levin–Lin–Chu test for pooled t-statistics [96]. The test maintains the equivalent substitute for the coefficient of the first serial correlation. The Im–Pesaran–Shin test, an extended version of Levin–Lin–Chu [97], was used along with augmented Dickey–Fuller (ADF) statistics. The ADF Fisher unit root test is used as a non-parametric test introduced by [98]. The last test, Phillips–Perron [99], has indeterminate auto-correlation and heteroscedasticity in the error term of the test equation. At the first stage, unit root tests were carried out to check the stationarity of the data series at a level. However, none of the variables were found to be stationary at level. Later, stationarity was checked at the first difference; again, the data series were not found to be stationary at the first difference. At last, stationarity was checked at the second difference, and data series of different variables were found stationary at the second difference. After that, the data series of all the independent and dependent variables were converted into a second difference. Then, model estimation was carried out using fixed effect and cross-section random effect.
3.3. Panel Unit Root Estimation Technique

The empirical results are obtained from the panel data approach. Unlike other studies, this research used many indicators for the FI index compared to the single indicator analysis usually undertaken. We employed a panel data model containing a set of fixed effect and cross-section random effects. Generally, panel are FE is used when we only want to analyze the influence of variables that diverge over a period of time. FE helps to discover the association between exogenous and endogenous variables in the country [100]. Each country has its own individual characteristics that might affect the exogenous or explanatory variables. While applying FE, accept that something within the single country influences the exogenous or endogenous variables are required to be controlled, relying on the association between the entity’s residual and explanatory variables. FE eliminates the influence of time-invariant descriptions and helps to evaluate the net result of the exogenous variable on the endogenous variable (Brandom, 2008; Kohler and Kreuter, 2009). The equation for the fixed effects model is:

\[ Y_{it} = \alpha_i + \beta_1 X_{it} + e \]  

\( \alpha_i (i = 1 \ldots n) \) is the intercept for each unit/country (n units/country-specific intercepts).

\( Y_{it} \): dependent variable (DV), with \( i \) (unit) and \( t \) (time)

\( X_{it} \): one exogenous/explanatory variable.

\( \beta_1 \): coefficient (exogenous variable)

\( e \): error term

3.4. Panel Data Analysis with Cross-Section Random Effects (CSRE)

In panel data analysis CSRE, unlike the FE model, the deviations crossways units/countries are presumed to be accidental and uncorrelated with the predictors considered [100]. The vital difference between FE and RE is whether the individual effect exemplifies elements associated with the repressors, and not whether the effects are stochastic [101]. If dissimilarities across organizations/countries have some influence on the endogenous variable, then RE is recommended. In RE, we embrace time-invariant variables. On the other hand, in the FE model, variables are captivated by the intercept.

The random effects model:

\[ Y_{it} = \alpha + \beta X_{it} + u_{it} + \epsilon_{it} \]  

\( \alpha \): intercept; \( Y_{it} \): Endogenous variable; \( \beta \): coefficient (exogenous variable); \( u_{it} \): Between organization/country error term; \( \epsilon_{it} \): within entry error.

4. Econometric Results

Table 2 represents panel unit root test outcomes. These tests have been performed in three ways, (i) without intercept and linear trends; (ii) with intercept; (iii) with intercept and linear trends. The outcome of Levin–Lin–Chu indicates that the data series of all, except inflation, are not stationary with a \( p \)-value > 0.05. Im–Pesaran–Shin outcomes for all except inflation do not highlight stationarity. The ADF test shows that the data series of all the variables at the level are non-stationary, as the \( p \)-value of all variables are >0.05. PP outcomes indicate that the data series of maximum variables are stationary with constant, with constant and linear trends. However, the data series of all the variables without intercept and linear trends do not highlight stationarity (\( p \)-value > 0.05). Overall, the panel unit root outcomes at the level show that the data series of all the variables do not depict stationarity. Later, the panel unit root tests were performed at first difference.
Table 2. Panel unit root at level.

<table>
<thead>
<tr>
<th>Without C and T</th>
<th>With C</th>
<th>With C and T</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LLC ATM DCPS DCPSB DEPO ER INFL BB GDP IU POP ATMLUser</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without C and T</td>
<td>595.3x841.9</td>
<td>10 of 21</td>
</tr>
<tr>
<td><strong>C and T</strong></td>
<td>1.19808 (1.0000)</td>
<td>6.6666 (0.0000)</td>
</tr>
<tr>
<td><strong>Without C</strong></td>
<td>2.84695 (0.0000)</td>
<td>5.34001 (0.0000)</td>
</tr>
<tr>
<td><strong>With C</strong></td>
<td>0.95274 (0.8296)</td>
<td>0.81523 (0.7925)</td>
</tr>
<tr>
<td><strong>With C and T</strong></td>
<td>3.94267 (1.0000)</td>
<td>18.1093 (1.0000)</td>
</tr>
<tr>
<td><strong>ER</strong></td>
<td>0.96745 (1.0000)</td>
<td>7.22215 (1.0000)</td>
</tr>
<tr>
<td><strong>INFL</strong></td>
<td>–1.4728 (1.0000)</td>
<td>–3.1003 (1.0000)</td>
</tr>
<tr>
<td><strong>BB</strong></td>
<td>7.29784 (1.0000)</td>
<td>3.07696 (0.9990)</td>
</tr>
<tr>
<td><strong>GDP</strong></td>
<td>4.66632 (1.0000)</td>
<td>–4.06938 (0.0000)</td>
</tr>
<tr>
<td><strong>IU</strong></td>
<td>8.63505 (1.0000)</td>
<td>–5.32916 (0.0000)</td>
</tr>
<tr>
<td><strong>POP</strong></td>
<td>11.4892 (1.0000)</td>
<td>36.6246 (1.0000)</td>
</tr>
<tr>
<td><strong>ATM/User</strong></td>
<td>0.80662 (0.7901)</td>
<td>179.727 (1.0000)</td>
</tr>
</tbody>
</table>

Panel unit root at level. However, the data series of all variables except inflation are not stationary. Im–Pesaran–Shin test outcomes point out that the data series of DCPFS, DCPSB, inflation and GDP are found to be stationary at first difference for levels with C and with constant and linear trends. The remaining variables of the data series do not indicate stationarity (p-value > 0.05). For the ADF test, the data series of variables except for depositors, no. of ATMs, exchange rate, population and ATM per user at three different levels, without C and T, with C, and with C and T are stationary. The test results of PP (Phillips and Perron, 1988) also show significant values at three different levels for all variables (p-value < 0.05). It means the data series of all these variables are stationary at the level. However, the data series of all variables are not found to be significant as per the different panel unit root tests used. Therefore, panel unit root tests have been conducted at the second difference.

Table 3 Levin–Lin–Chu outcomes at first difference indicate that the data series of all the variables except inflation are not stationary. Im–Pesaran–Shin test outcomes point out that the data series of DCPFS, DCPSB, inflation and GDP are found to be stationary at first difference for levels with C and with constant and linear trends. The remaining variables of the data series do not indicate stationarity (p-value > 0.05). For the ADF test, the data series of variables except for depositors, no. of ATMs, exchange rate, population and ATM per user at three different levels, without C and T, with C, and with C and T are stationary. The test results of PP (Phillips and Perron, 1988) also show significant values at three different levels for all variables (p-value < 0.05). It means the data series of all these variables are stationary at the level. However, the data series of all variables are not found to be significant as per the different panel unit root tests used. Therefore, panel unit root tests have been conducted at the second difference.
As pointed out in Table 4, and according to ADF, PP and Im, Pesaran and Shin [97] tests, the data series of all variables highlight stationarity at second difference (p-value < 0.05). The overall outcome of the panel unit root indicates that the variables' data series are stationary at second difference. After that, we estimated the model using fixed and cross-sectional random effects, as sometimes the data are not stationary at first difference, and, thus, it may be necessary to differentiate the data a second time to obtain a stationary series. Differencing help stabilize the mean of a time series by removing changes in the level of a time series and, therefore, reducing trend and seasonality so that it is not dependent on sectional random effects, as sometimes the data are not stationary at first difference, and, thus, it may be necessary to differentiate the data a second time to obtain a stationary series.}

As pointed out in Table 4, and according to ADF, PP and Im, Pesaran and Shin [97] tests, the data series of all variables highlight stationarity at second difference (p-value < 0.05). The overall outcome of the panel unit root indicates that the variables’ data series are stationary at second difference. After that, we estimated the model using fixed and cross-sectional random effects, as sometimes the data are not stationary at first difference, and, thus, it may be necessary to differentiate the data a second time to obtain a stationary series. Differencing help stabilize the mean of a time series by removing changes in the level of a time series and, therefore, reducing trend and seasonality so that it is not dependent on past values [102]. The stationarity of the data series reflects that data series of different variables do not follow the particular trend of different variables used in the study. Since all the variables have been made stationary at the second difference, the data series of all the variables are not going to follow a particular trend and independent variables used in the study are true predictors of dependent variables used in the study. Most forecasting techniques suppose that a distribution has stationarity, and if the data series of variables is not stationary, then it is made stationary before estimating the model. The economic significance of stationarity is that we can avoid the problem of autocovariance and autocorrelations, and only explanatory variables contribute to the variance of the model. An absence of stationarity can cause unexpected or bizarre behaviors, such as test-ratios not following a t-distribution or high r-squared values assigned to variables that are not correlated at all [103].

### Table 3: Panel unit root at first difference.

<table>
<thead>
<tr>
<th>LLC</th>
<th>ATM</th>
<th>DCPFS</th>
<th>DCPSP</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
<th>ATM/USER</th>
</tr>
</thead>
</table>
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### Table 4: ADF test results.

<table>
<thead>
<tr>
<th>LLC</th>
<th>ATM</th>
<th>DCPFS</th>
<th>DCPSP</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
<th>ATM/USER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without C and T</td>
<td>-0.45777</td>
<td>-3.20043</td>
<td>-2.05747</td>
<td>0.60310</td>
<td>-1.75797</td>
<td>-3.96392</td>
<td>-1.75712</td>
<td>-2.63346</td>
<td>-2.50496</td>
<td>-3.69523</td>
<td>-0.93911</td>
</tr>
<tr>
<td>With C</td>
<td>-0.78840</td>
<td>-2.41456</td>
<td>-2.27408</td>
<td>1.05672</td>
<td>-0.32369</td>
<td>-3.13261</td>
<td>-1.42073</td>
<td>-2.24169</td>
<td>-0.94960</td>
<td>0.45522</td>
<td>-0.82105</td>
</tr>
<tr>
<td>With C and T</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
<td>-0.2152</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LLC</th>
<th>ATM</th>
<th>DCPFS</th>
<th>DCPSP</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
<th>ATM/USER</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>LLC</th>
<th>ATM</th>
<th>DCPFS</th>
<th>DCPSP</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
<th>ATM/USER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without C and T</td>
<td>64.0861</td>
<td>68.7969</td>
<td>89.5587</td>
<td>53.4400</td>
<td>75.4641</td>
<td>71.8665</td>
<td>67.7947</td>
<td>65.6003</td>
<td>88.7083</td>
<td>73.4560</td>
<td>42.2895</td>
</tr>
<tr>
<td>With C</td>
<td>63.6961</td>
<td>78.2208</td>
<td>79.9591</td>
<td>58.6660</td>
<td>71.9093</td>
<td>51.2138</td>
<td>53.0231</td>
<td>66.3438</td>
<td>99.5154</td>
<td>56.7943</td>
<td>33.9392</td>
</tr>
<tr>
<td>With C and T</td>
<td>62.9860</td>
<td>82.0445</td>
<td>77.5300</td>
<td>57.7273</td>
<td>68.4164</td>
<td>54.0432</td>
<td>47.5186</td>
<td>77.9936</td>
<td>93.3361</td>
<td>55.2620</td>
<td>33.7663</td>
</tr>
</tbody>
</table>

Source: Authors' calculations with Eviews11.
Table 4. Panel unit root at the second difference.

| LLC       | ATM   | DCFPS  | DCPSB  | DEPO   | ER    | INFL   | BB     | GDP     | IU     | POP     | ATM/   |
|-----------|-------|--------|--------|--------|-------|--------|--------|---------|--------|---------| User  |
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<table>
<thead>
<tr>
<th>LL</th>
<th>ATM</th>
<th>DCFPS</th>
<th>DCPSB</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without C and T</td>
<td>59.8919</td>
<td>78.0699</td>
<td>63.3855</td>
<td>32.1116</td>
<td>49.6085</td>
<td>74.5576</td>
<td>63.2309</td>
<td>65.5357</td>
<td>69.4423</td>
<td>65.6961</td>
</tr>
<tr>
<td>With C</td>
<td>38.9131</td>
<td>48.4024</td>
<td>38.6851</td>
<td>13.5001</td>
<td>26.7450</td>
<td>44.9350</td>
<td>37.7208</td>
<td>46.1430</td>
<td>43.5374</td>
<td>36.8650</td>
</tr>
</tbody>
</table>

ADF

<table>
<thead>
<tr>
<th>LL</th>
<th>ATM</th>
<th>DCFPS</th>
<th>DCPSB</th>
<th>DEPO</th>
<th>ER</th>
<th>INFL</th>
<th>BB</th>
<th>GDP</th>
<th>IU</th>
<th>POP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without C and T</td>
<td>89.5553</td>
<td>96.0283</td>
<td>86.5876</td>
<td>61.6247</td>
<td>87.1887</td>
<td>92.5230</td>
<td>77.4615</td>
<td>95.2717</td>
<td>95.2111</td>
<td>60.1991</td>
</tr>
<tr>
<td>With C</td>
<td>76.1645</td>
<td>108.656</td>
<td>96.8579</td>
<td>65.2886</td>
<td>77.3801</td>
<td>90.7456</td>
<td>72.5153</td>
<td>102.562</td>
<td>94.6792</td>
<td>56.2480</td>
</tr>
<tr>
<td>With C and T</td>
<td>74.8204</td>
<td>91.5914</td>
<td>90.6683</td>
<td>60.5010</td>
<td>69.9152</td>
<td>70.0087</td>
<td>69.4405</td>
<td>81.2396</td>
<td>88.8257</td>
<td>56.2327</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations with EvIEWS11.

Table 5 represents panel data estimation using the no. of depositors as a dependent variable. The estimation has been conducted without fixed and cross section RE, with FE and with cross-section RE. Model 5.1 represents the results of cross-section RE. No. of internet users (<p-value < 0.01) and population (<p-value < 0.05) are significant. GDP is significant at a 10% confidence level. The result of cross-section RE indicates that heterogeneity across countries does not influence the result of panel data estimation. In the case of cross-section random effect, the associated R-Square is 0.4034. It means around 40.34% of the variance of FI (no. of depositors) is explained by indicated predictors. The model is a good fit (F: 4.90: <p < 0.01).

Model 5.2 of panel data estimation deals with FE. Internet users are found to be significant (<p-value < 0.01), and the population is significant at 10% (<p-value < 0.10). GDP shows the negative significant impact on the no. of depositors at a 10% confidence level (<p-value < 0.10). In the case of FE, the explained variance is quite high (R²: 0.83), and predictors elucidate 83% variance of FI (no. of depositors). The difference between R² and adjusted is lesser. R² authenticates the described variance of the FE model.

Model 5.3 has been developed without fixed and cross-section random effect. In this model, there are six significant variables. The internet users, population, domestic credit to financial sector, and bank branches highlight influence on the no. of depositors in a representative economy. It means all these variables encourage the no. of depositors in the particular country. The no. of internet users, population, and domestic credit to financial sector are found to be significant at 1% level; bank branches at 5%. DCPS is significant (<p-value < 0.01) and GDP is also significant (<p-value < 0.05). GDP and DCPS show the negative influence indicating that GDP and DCPS discourage the no. of depositors in BRICS economies. The explanatory power is high (R²: 0.7824), i.e., 78% variance explained by predictors. The model is a good fit, and the difference between the R-square and the adjusted R-square is less than 0.05.
### Table 5. Panel Least Squares with Cross section Random and Fixed Effect (Depositors).

<table>
<thead>
<tr>
<th>Variable</th>
<th>5.1 Cross-Section Random Effect</th>
<th>5.2 Fixed Effect</th>
<th>5.3 Without Fixed and Random Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>t-Statistic</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Domestic Credit to Financial Sector</td>
<td>3.291181</td>
<td>1.102465 (0.2748)</td>
<td>1.357233</td>
</tr>
<tr>
<td>Domestic Credit to Private Sector</td>
<td>-8.281807</td>
<td>-1.599206 (0.1152)</td>
<td>-3.325062</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>-2.709269</td>
<td>-0.919437 (0.3617)</td>
<td>-4.217192</td>
</tr>
<tr>
<td>Inflation Rate</td>
<td>-270.0783</td>
<td>-0.284451 (0.7771)</td>
<td>-432.5921</td>
</tr>
<tr>
<td>No. of Bank Branches</td>
<td>8.141914</td>
<td>0.779224 (0.4390)</td>
<td>4.392642</td>
</tr>
<tr>
<td>Gross Domestic Product</td>
<td>-217.9722</td>
<td>-1.7158 *** (0.0915)</td>
<td>-273.7548</td>
</tr>
<tr>
<td>Internet Users</td>
<td>204.4143</td>
<td>3.563590 * (0.0007)</td>
<td>225.1530</td>
</tr>
<tr>
<td>Population</td>
<td>157.9973</td>
<td>2.211612 ** (0.0309)</td>
<td>161.9981</td>
</tr>
<tr>
<td>C</td>
<td>-3078.858</td>
<td>-2.737549 * (0.0082)</td>
<td>-2816.191</td>
</tr>
</tbody>
</table>

Cross-section random S.D./Rho 257.5897 (0.6751)
Idiosyncratic random S.D./Rho 178.6883 (0.3249)
R-squared 0.403409 0.838095 0.782438
Adjusted R-squared 0.321121 0.802116 0.752429
S.E. of regression 181.0207 182.4858 204.1143
F-statistic 4.902385 (0.000118) 23.29407 (0.000000) 26.07382 (0.000000)
Akaike info criterion 13.42357 13.59964
Schwarz criterion 13.85135 13.89580

Source: Authors’ calculations with Eviews11, * p value < 0.01 ** p value < 0.05 *** p value < 0.10.

Table 6 depicts the results of panel least squares with cross-section RE and FE using ATM/user (a proxy for FI) as a dependent variable.
Table 6. Panel Least Squares with Cross section Random and Fixed Effect (ATM/User).

<table>
<thead>
<tr>
<th>Variable</th>
<th>6.1 Cross-Section Random Effect</th>
<th>6.2 Fixed Effect</th>
<th>6.3 Without Fixed and Random Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domestic Credit to</td>
<td>Coefficient</td>
<td>t-Statistic</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Financial Sector</td>
<td>−0.014457</td>
<td>−1.754396 *** (0.0845)</td>
<td>−0.014520</td>
</tr>
<tr>
<td>Domestic Credit to</td>
<td>0.033828</td>
<td>2.658788 ** (0.0100)</td>
<td>0.036698</td>
</tr>
<tr>
<td>Private Sector</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>0.029540</td>
<td>3.730900 * (0.0004)</td>
<td>0.027592</td>
</tr>
<tr>
<td>Inflation Rate</td>
<td>−2.516099</td>
<td>−0.917280 (0.3627)</td>
<td>−2.927792</td>
</tr>
<tr>
<td>No. of Bank Branches</td>
<td>0.025306</td>
<td>0.881366 (0.3816)</td>
<td>0.028357</td>
</tr>
<tr>
<td>Gross Domestic Product</td>
<td>1.317503</td>
<td>3.802321 * (0.0003)</td>
<td>1.148383</td>
</tr>
<tr>
<td>Internet Users</td>
<td>−0.247697</td>
<td>−1.498354 (0.1393)</td>
<td>−0.203865</td>
</tr>
<tr>
<td>Population</td>
<td>−0.953691</td>
<td>−4.847351 * (0.0000)</td>
<td>−0.904078</td>
</tr>
<tr>
<td>C</td>
<td>3.634187</td>
<td>1.175361 (0.2445)</td>
<td>4.141161</td>
</tr>
</tbody>
</table>

Cross-section random S.D./Rho 0.613498 (0.5793)
Idiosyncratic random S.D./Rho 0.522860 (0.4207)
R-squared 0.701333 0.874595 0.846138
Adjusted R-squared 0.661511 0.847723 0.825623
S.E. of regression 0.533436 0.542655 0.580700
F-statistic 17.61161 (0.000000) 32.54622 (0.000000) 41.24492 (0.000000)
Akaike info criterion 1.783371 1.871941
Schwarz criterion 2.204290 2.163347

Source: Authors’ calculations with Eviews11, * p value < 0.01 ** p value < 0.05 *** p value < 0.10.

For cross-section random effect (Model 6.1), GDP and exchange rate show positive and significant impacts on the dependent with p-value < 0.01. It means higher GDP and exchange rate across different BRICS countries encourage the no. of ATM/user or encourage FI. DCPS also shows a positive and significant influence on ATM/user (p-value < 0.05). This reflects that DCPS encourages FI in BRICS economies. Population exhibits a negative and significant influence on ATM/user (p-value < 0.01). Thus, the population across different BRICS nations discourages FI.

The panel least square results in FE (Model 6.2) are similar to cross-section RE. The exchange rate and GDP are significant in BRICS countries. The exchange rate shows the positive significant impact on ATM/user with (p-value < 0.01). GDP and DCPS are found to be significant at 5%. Population exhibits a significant negative association with ATM/user (p < 0.01).

In the case of cross-section RE (Model 6.1), the associated R² is 0.701, and in FE (Model 6.2) R² is 0.874. Thus, FE has a higher explanatory power.
Results of the simple panel least square (without fixed effect and cross-section random effect), as depicted by model 6.3, are not much different from 6.1 and 6.2, except in the case of one variable, i.e., internet users ($p < 0.05$). It indicates a negative association with ATM/user. It means that the no. of internet users in BRICS economies discourages ATM/user. Higher F statistics of all three models indicate that they are significant ($p$-value < 0.01). These statistics reflect that all three models are good fit models to predict ATM/user. The overall results of the status of the hypotheses for all models have been highlighted in Table 7.

Table 7. Result of Hypotheses Support.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H1b</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H2a</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H2b</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H3a</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H3b</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H4a</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H4b</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H5a</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H5b</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H6a</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H6b</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H7a</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
<tr>
<td>H7b</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H8a</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
</tr>
<tr>
<td>H8b</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
<td>Not-Supported</td>
</tr>
</tbody>
</table>

Source: Authors’ compilation.

The Hausman test (highlighted in Table 8) is sometimes described as a test for model misspecification. In panel data analysis, this test helps the researchers to choose either a fixed effect model or a cross-section random model [104]. Acceptance of the null hypothesis or failure to reject the null hypothesis indicate that the random model is best suited for the given data series, while acceptance of the alternate hypothesis demonstrates that the fixed effect model is best fitted for the given data series [105].

Table 8. Hausman Test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Chi-Square-Statistics</th>
<th>Degree of Freedom</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM per User</td>
<td>7.545030</td>
<td>8</td>
<td>0.4791</td>
</tr>
<tr>
<td>Depositor</td>
<td>6.030604</td>
<td>8</td>
<td>0.6438</td>
</tr>
</tbody>
</table>

Source: Authors’ compilation through Eviews 12.

In the present study, the Hausman test is performed two times. Firstly, it is performed by using ATM per user as a dependent variable. In this case, the associated value of Chi-Square statistics (7.545030) is quite low, and a $p$-value > 0.05 means the failure to reject the null hypothesis and the rejection of the alternate hypothesis. This indicates that the cross-section random model is a good fit [106], using ATM per user as a dependent variable and all others as an independent variable (BB, INF, GDP, POP, DCPS, DCF, INTUSER,
EXCH). Secondly, the Housman test uses the depositor (DEPOSITER) as a dependent variable. Again, in this case, the associated Chi-Square value of the model is (6.030604) quite low, and the p-value > 0.05. It means that, again, in the case of DEPO, the cross-section random effect model is the best-suited model as compared to the fixed effect model.

5. Conclusions and Discussion

The key to driving development is to increase FI, which has several advantages for eradicating poverty and fostering prosperity. Hence, in order to evaluate progress, it is crucial to investigate the determinants of FI across BRICS. Therefore, this research is intended to analyze the factors influencing FI of BRICS economies, using determinants such as (i) domestic credit provided by the financial sector; (ii) domestic credit provided by banks to the private sector; (iii) exchange rate; (iv) inflation rate; (v) gross domestic product; (vi) bank branches; (vii) internet users; and (viii) the population as explanatory variables. The no. of depositors and ATM/user were the two dependent variables signifying FI in BRICS nations. The outcome of panel data analysis indicates that internet users and population have a positive and significant influence on FI in cross-section RE. This has also been corroborated by Duncombe and Boateng [107], that technological innovations through internet connectivity enhanced the accessibility of financial products.

In the case of FE, the internet users and population also emerge with an affirmative association with the no. of depositors (FI) in BRICS countries. An increase in internet users and a higher population encourages a higher no. of depositors in the BRICS economies. GDP has a negative and insignificant association with FI.

In the case of simple panel least square, domestic credit to the financial sector; population; no. of bank branches; and no. of internet users illustrate a positive and significant association with the no. of depositors, i.e., FI. It means that all these variables create a positive environment for FI in BRICS countries. These outcomes are in consensus with the results from earlier researchers [108–110].

Further, the simple panel least square results indicate that when heterogeneity across BRICS countries is not considered the maximum no. of variables, as explained above, are found to be significant, whereas when heterogeneity is considered across different BRICS economies, in that case, only three variables (internet users’ population and GDP) show significant association with the no. of depositors in these countries.

In the case of ATM per user (proxy of FI) as a dependent variable, the cross-section random effect results indicate that DCPS, GDP and exchange rate show a positive and significant impact on FI [111]. It means these variables encourage FI in the BRICS nations. As per Nasir, Balsalobre-Lorente, and Huynh [112], increased financial services accessibility through FI benefits macroeconomic factors, which help financial system stability and economic development.

Outcomes of FE [113] highlight that domestic credit to the private sector (DCPS), exchange rate and GDP positively impact FI. Population and internet users have a negative influence on FI. However, the variable domestic credit to the financial sector is not found to be significant in the case of FE. The results of FE indicate that when heterogeneity across BRICS countries is considered, the variables mentioned follow the described relationship.

Results of the simple panel least square (without fixed and cross-section random effect) indicate that internet users’ population and domestic credit financials have a negative association with FI. However, exchange rate, GDP and DCPS are positively related to FI. This conclusion is aligned with Lee et al. [32]’s results, which show that FI boosts business sales growth, which is then reflected in economic growth.

Summing up, it can be inferred that the results support that the existence of ICT in the banking industry provided numerous advantages, such as easy access to banking products and services. The unique outcomes from the current study highlight that more emphasis has to be given to access per user (ATM/user) rather than just focusing on the increase in the no. of depositors [114]. In these cases, the macroeconomic variables such as GDP, inflation and exchange rate appear to have a stronger impact. King and Levine [115] support that
access to credit boosts economic growth. In contrast, Dabla-Norris et al. [116] found that FI promotes GDP growth via access to credit, credit depth, and the effectiveness of credit mediation among enterprises. Hence, increased financial access will have additional effects on GDP growth. Our data also emphasize how crucial it is to consider national income when formulating measures to increase financial inclusion. Conclusively, every nation needs to work towards enhancing the sharing of knowledge and experiences across nations through international financial institutions such as the Alliance for Financial Inclusion (AFI) and the Global Partnership for Financial Inclusion (GPFI). These types of organizations need to collaborate to increase the degree of FI in emerging nations with a low level of inclusion.

6. Practical Implications

The findings from this study have several policy implications. Unquestionably, many country-level features and economic aspects must undergo substantial enhancements to increase financial inclusion. Our analysis conclusively demonstrates the determinants of FI. Countries may focus on these indicators of FI, and governments should encourage opening domestic financial markets to enhance financial inclusiveness across the globe. Emerging economies such as India must promote FI to ensure more people have access to banking facilities. The variables as investigated by the study will benefit the policymakers when considering these factors for expanding banking facilities. The current study highlights that no. of internet users is strongly associated with the number of depositors in BRICS economies, and may be taken as a strong indicator to promote FI. Policymakers must initiate the requisite actions to start technology revolution campaigns in their respective countries to enhance no. of internet users. Another important step that the governments must take is to maintain adequate banking facilities as per the population in the respective country. We argue that pursuing these steps concurrently might have significant advantages, including more effective credit resource allocation, increased reliance on the formal, regulated financial sector, and increased access to a broad range of financial goods and services. In addition, our study’s results make it abundantly clear that technological advancement is critical to the process of FI. We suggest that authorities collaborate on the development of strategies for reducing the digital divide that exists in our modern societies.

7. Future Areas of Research

The current research has covered FI in BRICS nations. Future studies can be carried out for other emerging economies. There is further scope for research, and the study may be extended by using a higher no. of country specific variables. This study relies on only two proxies of FI; for deeper and comparative analysis, other proxies of FI may be used.
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