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Abstract: In the current COVID-19 post-pandemic era, COVID-19 vaccine hesitancy is hindering
the herd immunity generated by widespread vaccination. It is critical to identify the factors that
may cause COVID-19 vaccine hesitancy, enabling the relevant authorities to propose appropriate
interventions for mitigating such a phenomenon. Keyword extraction, a sub-field of natural language
processing (NLP) applications, plays a vital role in modern medical informatics. When traditional
corpus-based NLP methods are used to conduct keyword extraction, they only consider a word’s
log-likelihood value to determine whether it is a keyword, which leaves room for concerns about the
efficiency and accuracy of this keyword extraction technique. These concerns include the fact that
the method is unable to (1) optimize the keyword list by the machine-based approach, (2) effectively
evaluate the keyword’s importance level, and (3) integrate the variables to conduct data clustering.
Thus, to address the aforementioned issues, this study integrated a machine-based word removal
technique, the i10-index, and the importance–performance analysis (IPA) technique to develop an
improved corpus-based NLP method for facilitating keyword extraction. The top 200 most-cited
Science Citation Index (SCI) research articles discussing COVID-19 vaccine hesitancy were adopted as
the target corpus for verification. The results showed that the keywords of Quadrant I (n = 98) reached
the highest lexical coverage (9.81%), indicating that the proposed method successfully identified and
extracted the most important keywords from the target corpus, thus achieving more domain-oriented
and accurate keyword extraction results.

Keywords: COVID-19 vaccine hesitancy; keyword extraction; natural language processing (NLP);
medical informatics; corpus; i10-index; importance–performance analysis (IPA) method

1. Introduction

With the advancement of information and communication technology (ICT), natural
language processing (NLP) has come to play an important role in modern medical infor-
matics, because it is used to determine whether artificial intelligence (AI) can be integrated
into the medical informatics field [1]. NLP usually involves the application of algorithms
and computational techniques to convert structured or unstructured big textual data into
knowledge by extracting and analyzing specific signals, which usually point to keywords.
Keyword extraction is a sub-field of NLP that has attracted increasing attention in this
information explosion era because it involves the identification of the most relevant terms
and representations from a given big textual dataset in a timely manner [2–4].

When it comes to corpus-based research, knowledge acquisition from a specific domain
is usually connected to keyword extraction, as keywords act as a pipeline for extracting
key information from the target corpus. Traditional corpus-based NLP methods usually
rely on the log-likelihood algorithm, which was first proposed by Dunning in 1993 [5] as
a statistic-based information retrieval technique to distill keywords from a target corpus.
However, although Dunning’s log-likelihood algorithm has become a solid foundation
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for keyword extraction in modern corpus software, e.g., [6,7], the traditional methods of
keyword extraction present several limitations, whose solutions require novel algorithms or
computational techniques. This study consulted prior research, e.g., [8–11], to identify the
following limitations of traditional methods. Firstly, function words and general-purpose
words exist on the keyword list, which interfere with the accuracy of keyword analysis, as
such words are usually irrelevant to domain-specific knowledge; moreover, the removal
process often relies on manual tasks, which makes the optimization process time-consuming
and inefficient. Second, when evaluating the keyword’s importance level, the traditional
methods only take account of a single variable (i.e., log-likelihood, frequency, or range) to
sort the keywords, thus failing to achieve integration among the variables. However, it is
controversial to consider high-frequency keywords as important keywords without taking
the keywords’ range variables into consideration. As Chen and Chang (2021) [12] stated, if a
high-frequency word is too concentrated in a small number of sub-corpora (i.e., it has a low
range value), its importance level should not be proportional to its high frequency value.
Thirdly, as already mentioned, the traditional methods only take account of a single variable
to rank the keywords, and so they neither consider multiple variables simultaneously
nor conduct data clustering. When determining the so-called important keywords, the
traditional methods usually rely on the researchers’ arbitrary decisions to decide on the
number of important keywords for conducting knowledge acquisition, which makes the
analytical results variable and hard to replicate, e.g., [13–15]. The purpose of this study
was to develop an improved corpus-based NLP method to address the aforementioned
issues and enhance the efficiency and accuracy of keyword extraction. Furthermore, when
emerging diseases are encountered, highly efficient and accurate keyword extraction and
knowledge acquisition would also directly benefit epidemic prevention and control.

Since the outbreak of the COVID-19 pandemic in 2019, controlling epidemics has not
been limited to medical or public health issues but has also included issues such as the effi-
ciency of acquiring information and knowledge about the disease and the identification of
its authenticity [16–19]. In the current COVID-19 post-pandemic era, many epidemiologists
and public health experts believe that implementing widespread vaccination to generate
herd immunity is the best way to fight and control epidemics and allow people to return
to their normal pre-pandemic lives [20–23]. However, the COVID-19 vaccine hesitancy
phenomenon is hindering this ideal anti-epidemic mechanism [21,24–27]. As the World
Health Organization (WHO) stated, vaccine hesitancy refers to a situation wherein vacci-
nation services are available but people still delay or refuse their vaccination. Moreover,
the WHO also marked vaccine hesitancy as one of the top 10 global health problems [28].
Thus, identifying the potential factors that cause this phenomenon is critical, allowing
the relevant authorities to react earlier and propose proper interventions to mitigate this
issue. In Khairat et al.’s (2022) [25] research, the most common reasons behind vaccine
hesitancy were found to include a mistrust of COVID-19 vaccines (55%), worries about the
adverse side effects of vaccines (48%), and distrust in the government (46%). The authors
also suggested that the existence of knowledge gaps should be closed by policymakers to
mitigate the public’s negative perceptions of vaccines. Accordingly, addressing COVID-19
vaccine hesitancy may not be entirely related to medical issues; in fact, it may be more
related to the efficiency of information transmission and the authenticity of the received
information [29,30]. That is, efficient and accurate knowledge acquisition pertaining to
the disease could also be an important mechanism to facilitate the adoption of epidemic
prevention and control measures by the public [31,32].

COVID-19 vaccine hesitation has made us aware of the importance or potential influ-
ence of keyword extraction. Although the traditional corpus-based NLP methods have been
successfully used for processing medical-related corpora in the past (e.g., [33–35]), because
of the above-mentioned limitations, their NLP and keyword extraction results show room
for optimization and improvement. Thus, to address the aforementioned limitations, in
this pioneering research, the author adopted the function word list [36] and a new general
service list (NGSL) [37] as the exclusion baseline and used the machine-based word removal
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technique to exclude unnecessary words. Next, two algorithms from the field of bibliomet-
rics and information management, the i10-index [38,39] and the importance-performance
analysis (IPA) method [40], were introduced to evaluate the keywords’ substantial impor-
tance level and conduct keyword data clustering, with the goal of developing an improved
corpus-based NLP method for facilitating keyword extraction. The top 200 most cited
Science Citation Index (SCI) research articles related to COVID-19 vaccine hesitancy from
the Web of Science (WOS) database were collected as the target corpus for verifying the
proposed method.

The contributions of the present research are as follows: (1) developing a machine-
based word removal technique to exclude meaningless and general-purpose words for
optimizing the keyword list; (2) introducing the i10-index to integrate a keyword’s fre-
quency and range values for evaluating its importance level; (3) introducing the revised
IPA method to integrate variables (i.e., log-likelihood and the i10-index) and conduct data
clustering for replacing researchers’ arbitrary decisions on determining the number of im-
portant keywords in traditional methods; and (4) extracting the highly important keywords
from Quadrant I that have both a high keyness level and lexical coverage, which would
make the results of keyword extraction more domain-oriented and accurate.

The remainder of the present article is as follows. Section 2 reviews the related works.
Section 3 describes each step of the proposed method in detail. Section 4 uses a corpus
of COVID-19 vaccine hesitancy literature as the target corpus and real-world natural
language data to verify the proposed approach. Section 5 shows the verification of the
lexical coverage and a comparative analysis. Section 6 is the conclusion.

2. Related Works
2.1. Log-Likelihood

Since the advent of ICT, the machine-based information retrieval and NLP tasks have
gradually received more attention. The log-likelihood algorithm proposed by Dunning
in 1993 [5] has become a solid foundation for keyword extraction for modern corpus
software (e.g., [6,7]). Dunning’s (1993) [5] log-likelihood algorithm is a practical measure
which was inspired by statistical considerations and can be used in various situations.
This statistics-based method is applicable to both large and small textual data and can
directly compare the significance of rare and common phenomena. Empirically, Dunning’s
(1993) [5] log-likelihood algorithm can find a word with higher frequency in a target corpus
but a significantly lower frequency in a benchmark corpus, although this word has a high
log-likelihood value (i.e., keyness) and is considered to be a keyword of the target corpus.
To date, the log-likelihood method is reliable and commonly used. A detailed definition of
the log-likelihood method is as follows:

Definition 1 ([5,41]). If A is a word’s frequency in Corpus 1, B is the word’s frequency in Corpus 2,
C is the total number of words of Corpus 1, and D is the total number of words of Corpus 2, then we
can establish the contingency table to clarify the interrelationships between the variables (see Table 1).

Table 1. The contingency table.

Corpus 1
(Target Corpus)

Corpus 2
(Benchmark Corpus) Total

Frequency of word A B A + B

Frequency of other
words C − A D − B C + D − A − B

Total words C D C + D
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The log-likelihood value can then be calculated by the following equations:

Zi =
Xi ∑i Yi

∑i Xi
(1)

− 2ln λ = 2 ∑
i

Yi ln
(

Yi
Zi

)
(2)

(i = Corpus 1 or Corpus 2)

where Xi represents the total words of the ith corpus’s data, indicating that X1 = C and
X2 = D; Yi represents a word’s frequency in the ith corpus, indicating that Y1 = A and
Y2 = B.

2.2. The i10-Index

To measure global researchers’ academic performance, Google Scholar invented a
bibliometric method called the i10-index, which is similar to Hirsch’s (2005) [42] h-index,
following the general principle that repeats the computation of the index for the same
publication set [43]. The i10-index measures an author’s number of publications with 10 or
more citations. It is a very simple measure and is only used by Google Scholar currently,
although it helps us to gauge the substantial contributions of a researcher [44]. A detailed
definition of the i10-index is as follows:

Definition 2 ([38,39]). If the value of the function f is the number of times each article has been
cited, and the articles are sorted on the basis of their citations in descending order (see Equation (3)),
then we can find how many values of f (n) are equal to or larger than 10 (see Equation (4)), which
will be the i10-index value.

i10-index( f ) = maxnmin( f (1), . . . , f (n− 1)) (3)

f (n) ≥ 10 (4)

Here, n is the number of an author’s published articles, maxnmin( f (1), . . . , f (n− 1))
indicates that the articles are ranked by their number of citations from maximum to mini-
mum, and f (n) is the number of citations of the nth article.

2.3. IPA Method

The IPA method was firstly proposed by Martilla and James in 1977 [40]. It is a
technique used to evaluate the main strengths and weaknesses of an organization’s services
or products (or value offered) from the perspective of customer satisfaction. Martilla and
James (1977) [40] defined customer satisfaction as being about customers’ perceptions
of whether the quality of an organization’s products or services can meet the customers’
expectations. Hence, the IPA method was based on two components of the product’s or
service’s attributes, including the product’s or service’s importance to the customer and
the performance of the product or service provided by the organization. This method was
used to measure the quantitative results of customer satisfaction surveys.

To date, the IPA method is still considered to be a useful technique for assessing
customer satisfaction and developing management strategies, and has been applied in
many fields including management and information management e.g., [45–47]. Notably, for
facing multiple criteria decision making (MCDM) problems, the IPA method is also used as
a decision support tool to integrate multiple variables of the attributes and cluster them on
the basis of the relative importance and performance levels among them e.g., [48–50].

A detailed definition of the IPA method is as follows: First, define the x-axis as
an attribute’s importance, while the y-axis is the attribute’s performance. We can then
calculate the grand mean of the attributes’ importance and the grand mean of the attributes’
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performance. These grand mean values are used to draw two referential lines, and the
intersection of these two referential lines creates a two-dimensional graph that clusters and
allocates all the attributes into four quadrants (see Figure 1).
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Depending on the different quadrants, the attributes’ major or minor strengths and
weaknesses are described as follows [40]:

Quadrant I (keep up the good work): In this quadrant, the attributes are important
to customers and the performance provided by an organization is high; hence, the at-
tributes are considered as major strengths and opportunities for achieving or maintaining a
competitive advantage.

Quadrant II (possible overkill): In this quadrant, the attributes are less important to
customers, but an organization provides high levels of performance; hence, the organization
should relocate its resources to other quadrants in need of improved performance.

Quadrant III (low priority): In this quadrant, the attributes are unimportant to cus-
tomers and the performance provided by the organization is low; hence, they do not need
to be improved instantly.

Quadrant IV (concentrate here): In this quadrant, the attributes are important to cus-
tomers, but the performance provided by the organization are low; hence, these attributes
are considered as major weaknesses, and it is necessary to improve them immediately.

3. The Proposed Method

The field of NLP or computational linguistics has been propelled forward by advanced
algorithms [51]. NLP industries involve the engineering of information or computational
models for solving practical problems for computers in understanding and processing
human languages. For keyword extraction, the traditional corpus-based NLP methods
are only based on the words’ log-likelihood values to determine the keywords and sort
them, which leaves some potential concerns about the accuracy and efficiency of NLP
(e.g., [8–11]). Such concerns include (1) the inability to optimize the keyword list in a
machine-based way, (2) the inability to evaluate the keyword’s importance level effectively,
and (3) the inability to integrate the variables to conduct data clustering. To solve these
issues, this study proposed an improved corpus-based NLP method to remove unnecessary
words in a machine-based way, use the i10-index to integrate the keywords’ frequency and
range values for evaluating their importance level, use a revised IPA method to integrate
the keywords’ log-likelihood and i10-index values. Based on these two variables, the IPA
method was used to cluster and allocate the keywords to different quadrants, then distill
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the highly important keywords from Quadrant I for enhancing the efficiency and accuracy
of keyword extraction (see Figure 2). Detailed descriptions of each step are given below.
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Step 1. Apply the machine-based word removal technique.
Although algorithms can quantify natural languages, from the perspective of English

linguistics, sentences and texts are often filled with large amounts of function words and
general-purpose words. Such words usually have extremely high frequency values, which,
in turn, affect the calculation results of the log-likelihood method. Pojanapunya and Todd
(2018) [52] mentioned that the calculation of the log-likelihood requires four parameters,
including the respective frequency of a word in the target corpus and in the benchmark
corpus, the total number of running words of the target corpus, and the total number
of running words of the benchmark corpus. Therefore, when function words or general-
purpose words have extremely high frequency values, they will have stronger statistical
significance and a larger effective size after conducting statistical tests, which will make
the NLP tool identify such words as keywords in the process of keyword extraction. This
phenomenon can be defined as the misjudgment of keywords because keywords should be
the words that reflect the characteristics or patterns of a certain context rather than function
words and general-purpose words.

To make the keyword calculation results of the log-likelihood algorithm align more
with practical needs, after inputting the target corpus into AntConc 4.1.3 [6], this step
adopted the function word list [36] and NGSL [37] as the word exclusion baseline, then
utilized Chen et al.’s (2020) [36] lexical filtering method in collaboration with AntConc
4.1.3′s lexical filtering function to remove the high-frequency function words and general-
purpose words from the target corpus in a machine-based and systematic way.

Step 2. Compute the log-likelihood.
This study adopted the sample data released by the Corpus of Contemporary Amer-

ican English (COCA) in 2021 as the benchmark corpus. In order to effectively highlight
the word domain features of the target corpus from the keyword list, the researcher used
COCA’s nonacademic contexts including blogs, fiction, magazines, news, spoken texts,
TV/movies, and web pages, which contain 8,366,198 running words. After the author
inputted the benchmark corpus into AntConc 4.1.3, the software used Equations (1) and (2)
to compute the words’ log-likelihood value, then sorted the words based on their log-
likelihood value and generated a keyword list.

Step 3. Revise the i10-index algorithm to evaluate the keywords’ importance level.
The traditional i10-index is used to evaluate a researcher’s academic contributions by

calculating number of publications with 10 or more citations, which takes both the volume
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of articles and the number of citations of the respective article into account. To make
traditional i10-index suitable for assessing the keywords’ importance level, its variables
were revised but the original logic was not changed.

From the perspective of corpus linguistics, lexical coverage is an important referential
indicator for determining a word’s importance level. A word’s lexical coverage refers to its
proportion within the target corpus, which involves the computation of a word’s frequency
and range variables [53–55]. Therefore, a revised i-10 index was utilized to integrate
these two variables (i.e., frequency and range) for obtaining a value that can represent
a keyword’s lexical coverage, and this integrated value was taken as the benchmark for
evaluating the importance level of the keyword. The detailed definition of the method of
computing a keyword’s i10-index value is as follows:

Definition 3 ([39]). If the value of function k is a keyword’s frequency in a text (i.e., the sub-corpus
data) and the keyword’s respective frequency is sorted in descending order (see Equation (5)), then
the number of values of k(n) that are equal to or larger than 10 (see Equation (6)), namely, how
many texts contain at least 10 occurrences or more of a keyword, is the keyword’s i10-index value.

i10-index(k) = maxnmin(k(1), . . . , k(n− 1)) (5)

k(n) ≥ 10 (6)

Here, n is the number of texts, maxnmin(k(1), . . . , k(n− 1)) indicates that a keyword’s
respective frequency is ranked from maximum to minimum, and k(n) is the keyword’s
frequency in the nth text.

After a keyword list was generated from AntConc 4.1.3, this step then used
Equations (5) and (6) to compute each keyword’s i10-index value.

Step 4. Revise the IPA method to integrate the keywords’ variables for conducting
data clustering.

According to the original definition of IPA method, the importance (on the x-axis) rep-
resents the importance of the product or service provided by an organization to customers,
while the performance (on the y-axis) represents the performance of the product or service
provided by an organization. To make the IPA method suitable for use in distilling the
highly important keywords, this step modified the x-axis to the i10-index because the
i10-index can represent a keyword’s lexical coverage, and the lexical coverage points to
its importance level; in addition, the y-axis was revised to the log-likelihood because the
log-likelihood represents a keyword’s keyness level, which is a performance indicator for
confirming whether a word can be defined as a keyword.

Before we constructed the revised IPA graph, because the scales of the i10-index and
the log-likelihood values are quite different, a normalization process needed to be carried
out. Let us assume that ω represents a variable value of a keyword, while ωix and ωiy are
the i10-index and the log-likelihood value of the ith keyword, respectively. The values of
ψix and ψiy are the normalizations of ωix and ωiy, defined as follows [40]:

ψix =
ωix

ωmax
x

and ψiy =
ωiy

ωmax
y

(7)

where x = i10-index and y = log-likelihood, i = 1, 2, 3, . . . n.
Once the normalization process has finished, the respective grand mean scores of the

keywords’ i10-index and log-likelihood values are computed. The grand mean scores of
the keywords’ i10-index and the log-likelihood values play the roles of the x and y axes’
base lines for effectively dividing the revised IPA graph into four quadrants, and thus, the
keywords’ i10-index and the log-likelihood values need to be standardized. For example,
the ith keyword’s standardized value of the i10-index (φix) is the normalized value of its
i10-index (ψix) minus the grand mean of the normalized i10-index values (ψx).
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The process is as follows [56]:

φix = ψix − ψx and φiy = ψiy − ψy (8)

where x = i10-index and y = log-likelihood, i = 1, 2, 3, . . . n.
Once the standardized values of φix and φiy have been calculated, all the keywords

are marked on the revised IPA graph on the basis of their φix and φiy values (see Figure 3);
in other words, the process is based on the results of the keywords’ importance level and
their keyness (performance) for clustering the data.
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Step 5. Distill the highly important keywords from Quadrant I and enhance the
accuracy and efficiency of keyword extraction.

The revised IPA graph is divided into four quadrants by the intersection of the
x-axis and y-axis; moreover, all keywords are clustered and allocated into four quad-
rants. Based on the original definitions of the IPA method, attributes in Quadrant I have
high performances and are considered to be highly important by customers, and are the
major strengths for a achieving competitive advantage. Accordingly, the keywords of
Quadrant I have high i10-index and log-likelihood values, indicating that the keywords
not only reflect the domain features of the target corpus but also have high lexical cov-
erage. Thus, in this step, the so-called highly important keywords are extracted from
Quadrant I (see Figure 4). Furthermore, unlike the traditional corpus-based NLP methods,
when extracting the keywords of Quadrant I, the proposed method does not need to rely
on the researcher’s arbitrary decisions to determine the number of important keywords
from the keyword list. To summarize, the proposed method optimizes the keyword list in a
machine-based way, evaluates the keywords’ importance level, and integrates the variables
to conduct data clustering, which enhances the accuracy and efficiency of future keyword
analysis tasks.
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4. Results
4.1. Overview of the Target Corpus

Since the outbreak of COVID-19 in late 2019, people are still under the shadow of the
COVID-19 pandemic. According to the statistical results of WHO, in the fourth season of
2022, the number of confirmed cases worldwide had exceeded 600 million and the number
of deaths had reached over 6 million (https://covid19.who.int/ accessed on 15 November
2022). In this long-term battle against COVID-19, many immunologists strongly believe that
high vaccine coverage is the most effective way to control the epidemic [20,21]. However,
people’s vaccine hesitancy may hinder the achievement of herd immunity accompanying
high vaccine coverage [25,27]. WHO states that vaccine hesitancy occurs when, even if
vaccination services are available, people still delay acceptance of or refuse the vaccination.
Moreover, the vaccine hesitancy phenomenon has also been highlighted as one of the top
10 global health problems. As Anakpo and Mishi (2022) [57] claimed, anti-vaccine sentiment
and disinformation are major factors causing vaccine hesitancy, while vaccine hesitancy
is a type of global health threat and the primary threat handicapping the extinction of
COVID-19 through public vaccination. Accordingly, vaccine hesitancy is a critical global
public health issue that will impact greatly on most regions. Whether this huge amount of
natural language information can be effectively processed will also affect the efficiency of
information retrieval, information updates, and public health responses [18,29]. Hence, this
study collected textual data related to this topic as the target corpus to verify the proposed
method and highlight its contributions in the field of corpus-based NLP.

This study collected the top 200 highly cited research articles related to vaccine hes-
itancy topic from the Web of Science (WOS) database as the target corpus. WOS is an
international pioneering academic database containing high-quality research articles with
the Science Citation Index (SCI) and the Social Science Citation Index (SSCI) for each. With
today’s well-developed internet information, it is sometimes difficult to distinguish genuine
and fake information; thus, the main reason for selecting this source was to avoid disputed
about the information’s authenticity. The target corpus is composed of 16,209 word types
and 756,541 tokens (i.e., the total number of running words).

4.2. The Proposed Method

Step 1. Apply the machine-based word removal technique.
After removing the function words and NGSL words, the target corpus decreased

its number of word types from 16,209 to 10,922 (−32.62%) and the number of tokens

https://covid19.who.int/
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from 756,541 to 142,274 (−81.19%) (see Table 2). Because Chen et al.’s (2020) [36] function
word list and Browne et al.’s (2013) [37] NGSL comprise the most common high-frequency
general-purpose words, the remaining 10,922 word types were more domain-oriented; in
addition, without the interference of extremely high frequency values, the calculated results
of log-likelihood were more accurate for extracting the keywords.

Table 2. Data discrepancy after removing the function words and NGSL words.

Target Corpus Refined Target
Corpus Data Discrepancy

Word types 16,209 10,922 5287 (−32.62%)

Tokens 756,541 142,274 614,267 (−81.19%)

Step 2. Compute the log-likelihood.
After AntConc 4.1.3 had calculated the log-likelihood values of all words in the

refined target corpus, only 1335-word types were considered as keywords and included
in the keyword list of AntConc 4.1.3. It can be found from the keyword list interface of
AntConc 4.1.3 that the default setting used for sorting keywords is based on the log-
likelihood value (see Figure 5). The interface can also sort keywords based on other
different variables such as the frequency, range, and so on; however, AntConc 4.1.3 could
not simultaneously take all variables into consideration, which caused a lack of integration
among the variables. Moreover, it was difficult to effectively evaluate the importance
level of the keyword when the software used only a single variable to determine and sort
the keywords.
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Step 3. Revise the i10-index algorithm to evaluate the keywords’ importance level.
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Calculating the i10-index value involved simultaneously taking each keyword’s fre-
quency and range variables into consideration for evaluating its overall lexical coverage,
because lexical coverage brings out its importance level. With the assistance of AntConc
4.1.3, the keywords’ frequency values for each text can be displayed through the plot
interface and sorted in descending order. The author then used Equations (5) and (6) to
compute all the keywords’ (n = 1335) i10-index values.

If we take “vaccinate” as an example, the word counts for “vaccinate” was 525 (i.e.,
frequency = 525) in the target corpus, and “vaccinate” appeared in 102 texts (i.e., range =
102). According to the plot interface of AntConc 4.1.3, the respective frequency values of
“vaccinate” in each text were sorted in descending order, which satisfied the conditions
of Equation (5). It was then discovered that the word “vaccinate” occurred over 10 times
in each of 17 texts, which satisfied the conditions of Equation (6). Thus, the i10-index of
“vaccinate” was 17 (see Figure 6).
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Step 4. Revise the IPA method to integrate the keywords’ variables for conducting
data clustering.

After the standardized values of the i10-index (φix) and log-likelihood (φiy) for each
keyword had been calculated by Equations (7) and (8), all keywords were marked on the
revised IPA graph on the basis of their φix and φiy values (see Figure 7). The results showed
that 98 keywords were clustered in Quadrant I, 70 keywords were clustered in Quadrant
II, 1127 keywords were clustered in Quadrant III, and 40 keywords were clustered in
Quadrant IV.
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Step 5. Distill the highly important keywords from Quadrant I and enhance the
accuracy and efficiency of keyword extraction.

The proposed method considered 98 keywords that were clustered in Quadrant I as
the highly important keywords for further keyword analysis (see Table 3). Keywords are
important channels that help to reveal the key information of a particular big corpus of data.
In this case, the 98 highly important keywords can be categorized into five major groups,
including medical common nouns (e.g., “vaccine”, “COVID”, “vaccination”, “vaccinated”,
“pandemic”, etc.), vaccine brands (e.g., “Pfizer”, “BNT”, “AstraZeneca”), statistics-related
words (e.g., “confidence interval” (CI), “adjusted odds ratio” (AOR), “likelihood”, “regression”,
“health belief model” (HBM), etc.), regions (e.g., “UK”, “China”, “Saudi Arabia”, “USA”,
“Canada”), and others (e.g., “hesitancy”, “acceptance”, “respondents”, “willingness”, “media”,
etc.). Notably, the keywords such as “willingness”, “media”, “conspiracy”, “misinformation”,
“refusal”, “mistrust”, “distrust”, “undecided”, and “unsure” can guide us to find the potential
factors that cause vaccine hesitancy in the data of the big target corpus, as such keywords
are often found in the abstracta of prior research into vaccine hesitancy (e.g., [58–62]),
indicating that the results of distilling keywords by the proposed method are more domain-
oriented and precisely reflect the domain’s key information.

If we review the whole process of the proposed method, it is machine-based and
computed by algorithms, and thus involves fewer human-based tasks and makes the
keyword extraction process more efficient. Furthermore, the automated keyword extraction
method and the results that aligned more with the practical needs enable future medical
professionals to reduce the manual correction tasks in the process of extracting keywords
from big corpus data, thereby enhancing the efficiency of keyword analysis.
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Table 3. The 98 highly important keywords in Quadrant I.

Keywords φix φiy Keywords φix φiy

Vaccine 0.992119 0.995679 CDC 0.017245 0.003960
COVID 0.956943 0.701742 Authorities 0.017245 0.003372

Vaccination 0.796139 0.339544 Behavioral 0.017245 0.002172
Hesitancy 0.690611 0.290080 Intent 0.017245 0.000509
Vaccines 0.620260 0.216615 Regression 0.012219 0.025001

Acceptance 0.333827 0.121374 Determinants 0.012219 0.011189
Vaccinated 0.253425 0.091080 Infected 0.012219 0.009070
Pandemic 0.248400 0.086803 Prevalence 0.012219 0.008959

Respondents 0.223275 0.087695 Susceptibility 0.012219 0.006187
Willingness 0.167998 0.052285 Ethnicity 0.012219 0.005775

CI 0.157948 0.048924 Pfizer 0.012219 0.005480
Media 0.137848 0.027948 Tweets 0.012219 0.004721
Uptake 0.132822 0.054000 Rollout 0.012219 0.002668

Healthcare 0.132822 0.038382 Pharmaceutical 0.012219 0.002276
Hesitant 0.117747 0.045335 Resistant 0.012219 0.002186
Vaccinate 0.077546 0.027796 BNT 0.012219 0.001973
Efficacy 0.062471 0.042388 Physicians 0.012219 0.001452
HCWs 0.062471 0.036975 HBM 0.012219 0.001092

Conspiracy 0.052420 0.016141 VHS 0.012219 0.000427
CoV 0.047395 0.025391 USA 0.012219 0.000007

Questionnaire 0.047395 0.023626 Herd 0.007194 0.009008
UK 0.047395 0.011462 Distrust 0.007194 0.007144

Misinformation 0.042370 0.020678 Distribution 0.007194 0.006593
Chronic 0.042370 0.003145 Literacy 0.007194 0.005212
China 0.042370 0.002102 Measles 0.007194 0.004178

Immunization 0.037345 0.024584 Subgroups 0.007194 0.003849
SARS 0.037345 0.023872 Dose 0.007194 0.003719

Immunity 0.037345 0.022916 Providers 0.007194 0.002686
Vaccinations 0.037345 0.020081 Canada 0.007194 0.000600

Fig 0.037345 0.008768 Epidemic 0.007194 0.000574
AOR 0.037345 0.006883 Supplementary 0.002169 0.004842

Effectiveness 0.032320 0.021091 Statistically 0.002169 0.004548
Demographic 0.032320 0.020223 Additionally 0.002169 0.004364

Flu 0.032320 0.013837 Preventive 0.002169 0.003756
Sociodemographic 0.032320 0.012548 Administered 0.002169 0.003678

Saudi 0.032320 0.005046 SD 0.002169 0.003633
Anti 0.032320 0.003917 AstraZeneca 0.002169 0.003169

Arabia 0.032320 0.002004 Consent 0.002169 0.002728
Coronavirus 0.027295 0.025265 Adherence 0.002169 0.001786

Predictors 0.027295 0.013092 Correlation 0.002169 0.001591
mRNA 0.027295 0.009397 Propensity 0.002169 0.001341
Severity 0.027295 0.008802 Viral 0.002169 0.001207

Odds 0.027295 0.008023 Unvaccinated 0.002169 0.001146
VH 0.027295 0.005815 Disparities 0.002169 0.001092

Refusal 0.022270 0.015445 WTP 0.002169 0.000531
Mistrust 0.022270 0.014165 Undecided 0.002169 0.000525
Adverse 0.022270 0.010694 Unsure 0.002169 0.000382

Likelihood 0.017245 0.007472 EUA 0.002169 0.000353
Doses 0.017245 0.005757 Contextual 0.002169 0.000336

CI, confidence interval; HCWs, healthcare workers; UK, United Kingdom; SARS, severe acute respiratory
syndrome; AOR, adjusted odds ratio; VH, vaccine hesitancy; CDC, Centers for Disease Control and Prevention;
BNT, Pfizer-BioNTech; HBM, health belief model; VHS, vaccine hesitancy scale; SD, standard deviation; WTP,
willingness to pay; EUA, emergency use authorization.

5. Discussion
5.1. Verification of the Lexical Coverage of Keywords in Different Quadrants

Lexical coverage determines the level of importance of a word as it relates to the
word’s frequency and range of occurrence. From the point of view of human language
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acquisition, there is a strong positive correlation between lexical coverage and literal
comprehension [53–55]. Accordingly, the NLP technique should also take lexical coverage
into consideration when identifying highly important keywords for humans. This study
not only introduced the i10-index algorithm to integrate the keywords’ frequency and range
values but also introduced the revised IPA method to integrate the keywords’ i10-index and
log-likelihood values to conduct data clustering, which successfully clustered the highly
important keywords in Quadrant I.

Through verification of the lexical coverage (i.e., calculating the substantial of keywords
in the target corpus), although highly the important keywords in Quadrant I (n = 98) only
accounted for 8.6% of the overall keywords (n = 1335), their lexical coverage was the highest
(9.81%) among the full set of keywords (see Table 4), indicating that such keywords although
having high log-likelihood values, also appeared frequently and widely in the target corpus.
There were fewer keywords in Quadrants II (n = 70; 5.2%) and IV (n = 40; 3%), and their
lexical coverage was quite low and even less than 1% (see Table 4). Even though most of the
keywords were clustered in Quadrant III (n = 1127; 84.42%), their lexical coverage (3.5%) was
still well below the lexical coverage of the highly important keywords in Quadrant I (9.81%)
(see Table 4). Even though AntConc 4.1.3 extracted 1335 keywords, there were not many
keywords that were important and valuable to analyze because important keywords must be
able to lead us to generally understand the key information from in big corpus data. Hence,
highly important keywords must have high keyness and lexical coverage values; only the
keywords of Quadrant I could satisfy these conditions.

Table 4. Lexical coverage of the keywords in each quadrant.

Word Types Tokens Lexical Coverage

Quadrant I 98 74,225 9.81%
Quadrant II 70 5946 0.79%
Quadrant III 1127 26,460 3.5%
Quadrant IV 40 6217 0.82%

Total keywords 1335 112,848 14.92%

5.2. Comparison of the Proposed Method with the Traditional Corpus-Based NLP Methods

In this section, the proposed method was compared with three traditional corpus-
based NLP methods including a corpus software package, namely, AntConc 4.1.3, and two
corpus-based NLP methods that have been used for processing real-world natural language
data [8,11]. We discuss the results from three aspects, including the optimization of the
keyword list in a machine-based way, evaluating the keywords’ importance level, and
integrating the variables to conduct data clustering (see Table 5) to highlight the advantages
and contributions of the proposed method.

Table 5. Comparison of the proposed method with the traditional methods.

Optimizing the Keyword
List in a Machine-Based Way

Evaluating the Keywords’
Importance Level

Integrating the Variables to
Conduct Data Clustering

AntConc 4.1.3 [6] No No No
Kithulgoda and Mendis’s

corpus-based NLP method [8] No No No

Zhong et al.’s corpus-based
NLP method [11] No No No

The proposed method Yes Yes Yes

For optimizing the keyword list in a machine-based way, AntConc 4.1.3 has long been
favored as an NLP tool by corpus-based researchers. Although it could identify keywords
from the target corpus, sort them according to different variables, and generate a keyword
list, the keyword list still contained some meaningless letters, function words, and general-
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purpose words (see the examples in Table 6), and such words are not helpful for mining
key information and even decrease the analytical efficiency and accuracy. To handle this
problem, in Kithulgod and Mendis’s (2020) [8] research, after they used AntConc 3.4.4 (i.e.,
older version of AntConc 4.1.3) to process a specialized Welcome Address (WA) corpus, they
relied on manual tasks to remove the lexical units that had no semantic significance in the
list of n-grams before they conducted the keyword analysis. Similar situation also occurred
in Zhong et al.’s (2020) [11] corpus-based research. As mentioned above, meaningless
letters, function words, and general-purpose words usually have extremely high frequency
values that could interfere the calculation of the log-likelihood values [36]. Therefore,
removing such words is inevitable; however, it is not recommended to rely on manual tasks.
The proposed method set the function words and NGSL words as the baseline for exclusion
and used a machine-based word removal technique [12,36] to remove meaningless letters,
function words, and general-purpose words, which enhanced the efficiency of removal.

Table 6. Top 50 keywords from the original keyword list (a part of the keyword list).

Rank Log-
Likelihood Keyword Rank Log-

Likelihood Keyword

1 78763.28 Vaccine 26 4159.43 Associated
2 55611.84 Covid 27 4141.98 Public
3 27083.96 Vaccination 28 4132.75 Sample
4 23187.99 Hesitancy 29 4126.79 Studies
5 17401.64 Vaccines 30 3911.07 Hesitant
6 11144.91 Study 31 3893.01 Individuals
7 10707.55 Health 32 3876.22 Perceived
8 10138.47 Participants 33 3717.94 Table
9 9900.16 Acceptance 34 3678.98 Efficacy
10 7514.16 Vaccinated 35 78763.28 Vaccine
11 7247.51 Respondents 36 3620.22 Intention
12 7177.22 Pandemic 37 3511.41 Higher
13 7161.98 Et 38 3453.18 Social
14 6754.69 Survey 39 3453.01 Disease
15 6284.55 Were 40 3363.46 Healthcare
16 6132.97 Among 41 3355.39 Data
17 5717.95 Population 42 3293.09 Attitudes
18 5664.36 Al 43 3263.40 Information
19 5267.72 Of 44 3256.14 Countries
20 4692.43 Factors 45 3252.64 Hcws
21 4593.61 Uptake 46 3138.45 Confidence
22 4489.16 Reported 47 3136.38 Safety
23 4458.54 Willingness 48 3098.35 Influenza
24 4376.07 Risk 49 2941.16 Infection
25 4193.82 CI 50 2927.96 Results

For evaluating the keywords’ importance level, the traditional methods [6,8,11] did not
consider the lexical coverage of the keywords before analyzing them, while the so-called
important keywords they analyzed were either directly obtained from the keyword list of
AntConc 4.1.3, or the process additionally set the keywords’ frequency values as the filtra-
tion thresholds for re-ranking them, then obtained the so-called high-frequency keywords.
However, Chen and Chang (2021) [12] stated that if high-frequency words are excessively
concentrated in a small sub-corpus, their importance could be challenged; hence, the range
of the keywords must also be considered. In the proposed method, the author claimed
that a keyword’s importance level is determined by its lexical coverage, and the lexical
coverage involves the frequency and range values. This research introduced the i10-index
to simultaneously take the keywords’ frequency and range values into consideration, as it
not only represents the keywords’ lexical coverage but also evaluate the keywords’ impor-
tance at a deeper level. In addition, verification of the lexical coverage of the keywords in
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Quadrant I with high i10-index values indicated that these keywords also had the highest
lexical coverage, which also proved the applicability of the i10-index algorithm.

For integrating variables to conduct data clustering, the traditional methods [6,8,11] were
based on a single variable used to rank the keywords. It can be seen in the results of Kithul-
goda and Mendis’s (2020) [8] research that the variables of the keyword (i.e., log-likelihood,
frequency, and range) were presented separately and lacked integration. Moreover, Zhong
et al.’s (2020) [11] method first extracted the keywords then re-ranked the keywords based on
their frequency values, which did not integrate these two variables either. This phenomenon
also happened in prior corpus-based research (e.g., [9,10]). That is, the integration of the
variables was not achieved by the traditional methods; moreover, they used a single variable
as a benchmark to rank the keywords, and the top keywords were usually regarded as more
important. In addition, the number of important keywords for further keyword analysis
was often based on the researchers’ arbitrary decisions (e.g., [13–15]), which could cause the
analytical results to vary and make them hard to replicate. Nevertheless, the proposed method
used the revised IPA method to integrate the keywords’ log-likelihood and i10-index values,
and used these two variables to cluster and allocate the keywords into the four quadrants.
The data analyst then needs to focus only on the keywords in Quadrant I, which makes the
process of the corpus-based NLP method more standardized and efficient.

6. Conclusions

The corpus-based NLP method plays an important role in modern medical informatics,
as it transforms abundant data from text and discourse transcripts into knowledge by
extracting and analyzing the keywords. An efficient and accurate algorithm or data
processing method is the foundation of successful NLP used in corpus-based research.
Recently, COVID-19 vaccine hesitancy has caught epidemiologists’ and public health
experts’ attention because it hinders the progress of public vaccination [21,24–27]. In
the post-epidemic era, implementing widespread vaccination to generate herd immunity
seems to be the best way to fight and control the epidemic. Thus, figuring out the potential
factors that may cause the COVID-19 vaccine hesitancy phenomenon is critical, as this
would enable the relevant authorities to understand the problems and propose appropriate
interventions to mitigate such a phenomenon. Although prior corpus-based research
had successfully extracted the keywords from medical-related textual data for obtaining
domain-specific knowledge or key information (e.g., [33–35]), the traditional corpus-based
NLP methods still have room to be optimized for enhancing the efficiency and accuracy of
keyword extraction and analysis. To address this issue, this study proposed an improved
corpus-based NLP method to distill the highly important keywords from data in the
COVID-19 vaccine hesitancy corpus for facilitating the progress of an NLP application in
medical informatics.

The proposed method makes three significant contributions: (1) the proposed method
uses a machine-based word removal technique to remove meaningless and general-purpose
words for optimizing the keyword list; (2) the proposed method introduces the
i10-index to integrate a keyword’s frequency and range values for evaluating its importance
level; (3) the proposed method introduces the revised IPA method to integrate variables
(i.e., log-likelihood and i10-index) and cluster the data, thus replacing the researchers’
arbitrary decisions for determining the number of important keywords, as in traditional
methods; and (4) the proposed method extracts highly important keywords from Quadrant
I that have both a high keyness level and high lexical coverage, which makes the results of
keyword extraction more domain-oriented and accurate.

The limitation of this study is that the two algorithms introduced here (i.e., the i10-index
and the revised IPA method) have not been coded into software, which makes the author need
to extract additional quantitative data of the keywords for calculation. Moreover, synonyms,
homonyms, and polysemy in the target corpus cannot be considered and handled by the pro-
posed method. Future research could be based on the present study to integrate this method
with other NLP methods, such as sentiment analysis or topic modeling, for addressing these
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issues and facilitating the progress of keyword extraction in medical informatics. Nevertheless,
this pioneering research has verified the feasibility of importing the two algorithms into the
corpus-based NLP method, which could effectively extract the highly important keywords
and enhance the efficiency and accuracy of keyword analysis.
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