Spatially Varying Impacts of Built Environment on Transfer Ridership of Metro and Bus Systems
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Abstract: Public transport, especially bus and metro, are fundamental elements of sustainable transport systems. However, a dearth of research has been devoted to exploring the correlation between the built environment and the intermodal transfer modes that link bus and metro. To address this research gap, this study aims to explore the relationship between the built environment and transfer ridership by examining transfer ridership across different modes. First, this study uses Automatic Fare Collection (AFC) and Automatic Vehicle Location (AVL) data collected in the city of Chengdu to identify the ridership of Metro-to-Bus (M-B) and Bus-to-Metro (B-M) transfer passengers using dynamic transfer time thresholds. A multi-scale geographically weighted regression model (MGWR) is employed to examine the impact of the built environment on M-B and B-M transfer modes and their scale effects. The findings demonstrate that the MGWR model is effective in capturing the spatial heterogeneity and scale effects of the interrelationships between different built environment factors in the M-B and B-M modes. Furthermore, the impact of different built environment factors on transfer ridership varies. In particular, the number of bus stops and lines have a more pronounced positive effect on promoting transfer ridership, while the density of non-motorway lanes has a significant negative effect. This research provides valuable insights for public transport management and supports the seamless integration of bus and metro systems to optimize transfer services.
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1. Introduction

As urbanization accelerates, the proliferation of private automobiles on roadways has engendered a plethora of problems, such as vehicular traffic congestion [1,2], air pollution [2,3], and fuel consumption [4,5]. In response to this challenge, the development of high-quality public transportation systems has become an indispensable imperative in metropolises with high population density [6]. The seamless transfer of ridership between different modes of transportation has become an indispensable aspect of modern public transportation systems. This study defines “transfers” as the process of changing between different modes of public transportation. Specifically, this study focuses on two types of transfer modes: metro-to-bus and bus-to-metro, as defined in the provided reference [7]. The transfer system’s topological structure comprises a metro network and a feeder bus network, the former typically being more efficient and having greater capacity, while the latter features flexibility with its multiple lines and directions. Given that a considerable number of passengers are unable to reach their final destinations directly, transfer between transportation modes becomes necessary, particularly for medium-to-long distance journeys [8]. In the realm of public transportation, unpleasant transfers are critical factors
that can lead to negative user experiences due to their tendency to prolong travel time and reduce travel efficiency. Thus, it is paramount to identify the factors that impact transfer travel and establish a comprehensive understanding of the relationship between these factors and transfer ridership [9]. Improving the quality of transfers is crucial in enhancing the overall passenger experience and increasing the appeal of public transportation.

Numerous research studies have investigated the correlation between public transport and the built environment, as well as socioeconomic characteristics [10–14]. These studies used quantitative methods to assess the impact of locally built environment factors on public transport, commonly known as the 5Ds: density, diversity, design, distance to transit, and destination accessibility [15–17]. However, the above literature focuses on a single mode of transport and neglects the impact of the built environment on intermodal transfer ridership. Furthermore, previous research has generally assumed spatial and temporal uniformity of each influencing factor, ignoring the presence of spatial heterogeneity. The fact is that a particular factor may have a greater influence in some places than in others. To ascertain the relationship more accurately between the built environment and public transport demand, it is crucial to apply spatial heterogeneity models that can determine the heterogeneous impact of the built environment on passenger flows from a global perspective [2].

To address these research gaps, this study aims to investigate the spatial heterogeneity of the impact of different built environment factors on M-B and B-M intermodal transport modes. First, this study uses Chengdu City’s large-scale Automated Fare Collection (AFC) and Automatic Vehicle Location (AVL) data to identify the transfer ridership between M-B and B-M modes. Different categories of built environment factors are obtained from various sources, such as the level of development around metro stations, the transport system, urban design, and the structural characteristics of the metro network. Second, this study uses the multiscale geographic weighted regression (MGWR) model to investigate the effects of diverse built environment factors on M-B and B-M transfer modes and makes comparisons with the traditional ordinary least squares (OLS) model and geographically weighted regression (GWR) model. Third, the MGWR model analysis results are utilized to investigate the spatial variability of the built environment factors’ influence on different transfer modes. This research provides insights into short-term public transport scheduling and future transfer station planning.

This paper is organized as follows. Section 2 provides a review of relevant studies in the literature. In Section 3 we describe the research materials, including the study area and relevant data, and outline the modelling framework and analytical methods used in this study. Section 4 presents the model results and their interpretation. Section 5 concludes the paper by highlighting its contributions and providing recommendations for future research.

2. Literature Review

Over the past few decades, transfer facilities have received increasing attention due to their central role in public transport systems. In the early stages, some researchers used survey data to investigate transfer behavior between the metro and other modes of transport. For example, Cherry et al. [18] used ordinal regression models to examine transfers from metro to bus in Bangkok and identified safety from crime and the distance between metro exits and bus stops as the two most important factors for passengers. Navarrete et al. [19] conducted a study to examine the distinctions in various transfer modes (metro-to-metro, metro-to-bus, bus-to-metro, and bus-to-bus) using self-reported evaluations of transfer experiences and associated factors such as walking distance and waiting times. However, these studies are susceptible to errors in data recording or self-reported responses. Moreover, in megacities with hundreds of metro stations and thousands of bus stations, it seems to be unfeasible to comprehensively identify and evaluate citywide metro-to-bus transfer behavior solely through surveys.
In the late 1990s, smart card payment systems were introduced in various cities, including Washington D.C. (Smartrip) and Tokyo (Suica), and subsequently proliferated to other metropolitan areas, serving as an essential component of the contemporary public transport fare collection system [20]. AFC data can be cost-effectively utilized by researchers to obtain travel information for multiple purposes [21]. A multitude of studies utilizing AFC data has focused on identifying transfer patterns between various public transportation systems. Specifically, Seaborn et al. [7] proposed a comprehensive definition of transfer behavior among different modes of public transportation (e.g., metro-to-bus, bus-to-metro, and bus-to-bus) using AFC data. The study’s findings were validated by comparison with long-term questionnaire survey data, and Seaborn et al. established a recommended range of transfer time thresholds for effective transfer identification [22–24]. Despite the advances in transfer identification made by these studies, the effect of transfer distance and time variation on identification results has not been adequately considered.

Metropolises focus on improving the built environment as a strategy to reduce the negative impacts of uncontrolled urbanization and car dependency on the transport system, the environment, and health [25]. The effects of the built environment on transit ridership are multifaceted. A substantial literature on transportation has examined the association between travel demand and the built environment, which is typically quantified through measures such as density, diversity, and design [26,27]. High density, mixed land use, small block structure with high intersection density, increasing availability of public transportation, and reduced distance to ideal destinations have generally been found to be positively associated with the promotion of public transportation and reduction of car dependence in urban areas [3,25,28]. Hence, a thorough investigation into the effects of the built environment on public transportation is essential [29].

Global regression models typically assume that the relationships between independent and dependent variables remain constant across the entire study area, without regard for spatial variation [30]. The OLS model, one of the most prominent global analysis techniques has been used by numerous researchers to analyze the impact of external factors on transit ridership at the station level [31–33]. This approach, however, neglects the spatial autocorrelation effect, whereby nearby geographic units tend to be more similar than those farther apart [34]. The presence of spatial autocorrelation directly contravenes the independence assumption of most standard parametric statistical procedures, leading to inconsistent parameter estimates across different units [35]. For instance, Zhu [36] suggested that the BE variables exhibit diverse associations with public transportation across various subdivided community samples in Hong Kong. Therefore, to account for the spatial non-stationarity of relationships, it is necessary to employ a spatially variable parameter model. As a result, the GWR model has been introduced and extensively applied [37]. Zhao utilized the GWR model to investigate commuting inequity and its determinants, while Li et al. [38] employed it to explore the impacts of fine-scale built environment factors on rail transit ridership in Guangzhou. It should be noted that the selection of search bandwidth in GWR has a direct impact on the model results. High-bandwidth estimations with large-effect scales are similar to those of the global model, whereas low-bandwidth estimations exhibit clear spatial variation [37]. However, GWR assumes uniform search bandwidths for all independent variables, neglecting the varying effect scales of different independent variables [28]. Additionally, GWR lacks robustness when confronted with parameter instability caused by outliers, multicollinearity (particularly with small sample sizes), and spatial autocorrelation [34]. To address this issue, Fotheringham [39] introduced the multiscale geographic weighted regression (MGWR) model, which overcomes the constraints of fixed bandwidths and accounts for the varying scale effects. This model has the capacity to minimize over-fitting by employing appropriate bandwidth and to alleviate the issue of collinearity, which is commonly encountered in GWR [40]. Therefore, given the successful validation of the MGWR, there is considerable potential for its use in investigating the spatial non-stationarity and scale effect of the built environment’s influence on public transport use.
To clarify the relationship between transfer passenger flow and various factors under different modes and contribute to the existing literature, this study investigates the variability of the effects of various factors on M-B and B-M transfer passenger flow. Large-scale smart card data, metro and bus station coordinates, and public transport GPS data are used to obtain a transfer-related dataset. The spatial disparities in the effects of determinants on transfer ridership for both bus and metro systems are examined using the MGWR model. This paper also highlights the spatial heterogeneity of the determinants of transfer ridership between bus and metro systems by examining the dissimilarities in the spatial effects of identical factors on transfer ridership by mode.

3. Materials and Methods

3.1. Study Area and Data

3.1.1. Study Area

Chengdu, a city in the Sichuan province of China, is a major economic hub in the Southwest region, with a total area of 14,335 square kilometres, including a built-up area of 949.6 square kilometres. As of December 2020, the city’s population was recorded at 20,937,700. The city is served by a comprehensive metro network comprising 7 lines, labelled 1, 2, 3, 4, 5, 7, and 10, with a total length of 518 km and 193 stations. The average daily passenger flow of the network is 3.75 million, underscoring its crucial role in the region’s transportation infrastructure. Furthermore, the city has an extensive bus system with 1028 bus lines, 11,551 bus stops, and a total distance coverage of 19,575.5 km, serving a staggering 1647.8 million passengers.

A buffer area is utilized to derive the pedestrian catchment area (PCA), with 800 m typically considered an acceptable distance for walking and thus applied to demarcate the PCAs of rail stations [41–43]. To account for overlapping regions in some buffer zones that may result in double or multiple counting of variables, the Tyson polygons have been employed, as shown in Figure 1.

Figure 1. Study area and buffer zone of the metro station.

3.1.2. Identification of Transfer Passenger

To obtain transfer ridership at the station level, this study used Automatic Fare Collection (AFC) data from both the bus and metro systems, as well as Automatic Vehicle
Location (AVL) data from the bus system vehicles. Figure 2 displays the number of passengers using the bus or metro on the left vertical axis, as indicated by the bar graph, and the number of passengers using both modes of transport on the right-hand vertical axis, represented by the line graph. The graph reveals a consistent ridership pattern for both modes of transport and intermodal transfers during weekdays, with a significant decrease in ridership observed during weekends. Accordingly, this study utilizes AFC and AVL data solely from the 13 weekdays between 1 and 17 December 2020.

The AFC data for the metro system included card number, transaction time, and station number, resulting in 29,012,113 valid data after the removal of one-way cards and abnormal data. Similarly, the AFC data for the bus system contained fields such as card number, vehicle number, transaction time, and line number, with 31,958,456 valid data retained after excluding abnormal data. The AVL data from the bus vehicles provided vehicle number, line number, latitude, and longitude, running direction, speed, and recording time, resulting in a total of 296,648,677 valid data.

By analysing the data, this study was able to determine the Metro-to-Bus (M-B) and Bus-to-Metro (B-M) transfer ridership as the response variable. This study introduces a new methodology to detect transfers between metro and bus systems by utilizing dynamic spatiotemporal transfer thresholds. The proposed approach involves two key components: (1) inferring the boarding stops of bus passengers and (2) determining dynamic transfer time thresholds for M-B and B-M modes at various metro stations on different dates. The transfer ridership of M-B and B-M modes are then identified based on these transfer time thresholds and transfer distance thresholds. The transfer identification process is shown in Figure 3.

(1) Infer passengers’ boarding stop. Since there is no boarding information available in both bus AFC data and AVL data, and the AVL data may have positioning errors, matching the most recent AVL data with bus AFC data can lead to information loss and positioning errors [40,44]. To overcome this issue, we extract vehicle number and bus line information from both bus AFC data and AVL data and use recorded timestamps and geographic information technology to infer bus arrival information. This approach enables us to accurately determine the boarding point information of bus AFC data. Figure 4 and Equation (1) illustrate the specific process. To obtain the bus travel time around each stop, we set a distance threshold around it. However, GPS data is prone to positioning
errors that cannot be eliminated. Rather than eliminating the GPS error, our objective is to infer the boarding record of the bus stop by matching bus arrival times. The activity recorded by the AFC data is typically performed after boarding the bus, which happens after the bus’s arrival timestamp. To reduce the impact of GPS errors, we extend the bus arriving time range by employing the first bus GPS time within the stop threshold as the bus arriving time, denoted as $T^N_i$. To infer the boarding records accurately, we consider the temporal and spatial conditions that impact the data. As the boarding transaction usually occurs after the bus reaches the stop and before it arrives at the next stop, we project the boarding transaction records in intervals consisting of every two adjacent bus arriving timestamps for each bus line. The boarding location in each interval is the bus stop corresponding to the start timestamp. To obtain the departure time of each bus, we rely on its arrival sequence along the bus line. Despite the gaps that GPS errors may cause in the arrival times, we aim to minimise their impact on the data.

Figure 3. Workflow of transfer identification.
Figure 4. Inferred bus vehicle’s arrival and departure times.

\[

t_1^{b1} T_p^{b1} \leq T_p^{b1} \leq T_{-1}^{b1} \\
T_{-1}^{b1} = T_{+1}^{b1} - \delta_1
\]

(1)

where \( T_1^{b1} \) is the time at which vehicle \( V \) carrying passenger \( p \) arrives at bus stop \( j \). \( T_p^{b1} \) is the boarding time recorded in the AFC for passenger \( p \) at bus stop \( j \). \( T_{-1}^{b1} \) is the time when vehicle \( V \) carrying passenger \( p \) departs at bus stop \( j \). \( T_{+1}^{b1} \) is the time when vehicle \( V \) carrying passenger \( p \) arrives at stop \( j + 1 \). \( \delta_1 \) represents the fixed flexible time and has been assigned a constant value of 30 s, as per the study conducted by Wu et al. [1].

(2) Transfer-related spatiotemporal parameters. The transfer mode of a passenger is determined by the combination of the metro station and bus stop, where the transfer distance is the distance between the two. Based on the given information by Gade et al. [45], the transfer distance \( d \) is calculated using the surface distance, as shown in Equation (2).

\[
d = \arccos\left\{ \cos(x_1)\cos(x_2)\cos(y_1-y_2) + \sin(x_1)\sin(x_2) \right\}2\pi R / 360 \times 1000
\]

(2)

where \( x_1 \) and \( x_2 \) are the longitude coordinates of the metro station and bus stop, respectively; \( y_1 \) and \( y_2 \) are the latitude coordinates of the metro station and bus stop, respectively, \( R = 6371 \) km represents the mean radius of the Earth.

To accurately model transfer behaviour, it is essential to consider not only the spatial but also the temporal aspects. Previous studies have shown that the transfer time follows a log-normal distribution [7]. Based on the principles of probability and statistics, the probability density function for transfer time can be expressed as follows [46].

\[
f\left(\Delta t_{i,\text{type}}^{K,S}\right) = \frac{1}{\sqrt{2\pi}\Delta t_{i,\text{type}}^{K,S}\sigma}\exp\left(-\frac{1}{2\sigma^2}\left(\ln\left(\Delta t_{i,\text{type}}^{K,S}\right) - \mu\right)^2\right)
\]

(3)

where \( \Delta t_{i,\text{type}}^{K,S} \) denotes the threshold value of the transfer time between the exit (entry) time at metro station \( i \) and the boarding (alighting) time of the bus at 5th hour on day \( K \), \( \text{type} \) is M-B mode or B-M mode, \( \mu \) is the mean of \( \Delta t_{i,\text{type}}^{K,S} \), \( \sigma \) is the variance of \( \Delta t_{i,\text{type}}^{K,S} \).
(3) Extraction of passenger sets for different transfer modes to determine transfer identification conditions. We form the sets of M-B transfer passengers and B-M transfer passengers by extracting two consecutive AFC data points before and after the passenger based on their card number and sorting the data chronologically.

To identify M-B transfer passengers, we use the passenger’s metro exit time and bus boarding time. The M-B transfer time threshold is determined as the 95th percentile of the cumulative distribution function of transfer time $f_{0.95}(\Delta t_{i,M-B})$. We begin by filtering out the elapsed time for the $5$th hour of the day $K$ at metro station $i$. Then, we sort the transfer times in ascending order and select the elapsed time ranked in the 95th percentile as the transfer time threshold for the $5$th hour of the day $K$ at metro station $i$, as shown in Equation (4).

$$\begin{align*}
D & \leq d_{p,ij} \\
T^{by}_p - T^{mexo}_p & \leq f_{0.95}(\Delta t_{i,M-B})
\end{align*}$$

where $d_{p,ij}$ is the distance between metro station $i$ and the bus stop $j$ where passenger $p$ gets on. $T^{by}_p$ is the boarding time of passenger $p$ at bus stop $j$ as recorded in the AFC data, $T^{mexo}_p$ is the exit time of passenger $p$ at metro station $i$ as recorded in the AFC data.

To identify B-M transfer passengers, we need to obtain information about the passenger’s bus alighting stop, which is missing in the data. Therefore, we must refer to the passenger’s continuous record to determine their bus alighting stop before making the transfer determination. Equation (5) shows that in order to identify B-M transfer passengers, the bus line in the AFC data should be within the buffer of metro station $i$. If the bus line passes through multiple bus stops within the buffer, passengers are assumed to alight at the stop closest to the station $i$.

$$\begin{align*}
I = l_p \in L_i \\
j_i = \min d_{ij}
\end{align*}$$

where $l_p$ is the bus line number of passenger $p$, $L_i$ is the set of bus lines in the catchment area of station $i$, $j_i$ is the bus stop containing bus line $l$, $d_{ij}$ is the distance between the bus stop $j_i$ and metro station $i$.

To identify B-M passengers, we use Equation (6). We first check if the arrival time of the passenger’s bus vehicle $V$ at the candidate bus stop falls between their boarding time and metro station entry time. Next, we ensure that the difference between their bus stop boarding time and metro station entry time is less than $\delta_2$ to avoid identifying rides that are too far apart in a day as multimodal. Finally, we verify that the difference between their bus alighting time and metro station entry time is less than the B-M dynamic transfer threshold.

$$\begin{align*}
T^{by}_p & < T^{b)_j}_p < T^{mexo}_p \\
T^{mexo}_p - T^{by}_p & \leq \delta_2 \\
T^{mexo}_p - T^{b)_j}_p & \leq f_{0.95}(\Delta t_{i,B-M})
\end{align*}$$

where $T^{by}_p$ is the time of boarding of the bus as recorded by passenger $p$ in the AFC, $T^{b)_j}_p$ is the arrival time at the stop $j_l$ of vehicle $V$ carrying passenger $p$, $T^{mexo}_p$ is the
entry time at metro station \( i \) in the AFC of passenger \( p \). \( \delta_2 \) represents the time threshold between bus boarding time and metro entry time, defined as a fixed time interval of 50 min [47].

3.1.3. Explanatory Variables

Based on relevant literature and available data [48–50], this study presents a comprehensive system of indicators to assess the built environment surrounding metro stations, which is based on four categories, including the level of development around the station, the transportation system, the urban design, and the structural characteristics of the metro network. The system includes nine explanatory variables, of which one is categorical and eight are continuous. Their definitions and descriptive statistics are shown in Table 1.

The ArcGIS was used to derive the built environment variables within the buffer zone of the metro station, while the Amap application program interface (https://www.amap.com/) was used to collect the POI data in Chengdu on 17 December 2020. Of the POI categories, nine were chosen, namely restaurants, residences, shopping facilities, hospitals, hotels, schools, commercial establishments, government offices, and parks, all of which were deemed influential in transfer behaviour. These POI categories were used to calculate the land use mix as in Equation (7).

\[
E_i = \frac{-\sum P_{ik} \ln P_{ik}}{\ln N_i},
\]

where \( E_i \) is the land use mix within the catchment area of station \( i \), \( P_{ik} \) is the number of POIs in category \( k \) within the catchment area of station \( i \), and \( N_i \) is the number of different POI data within the catchment area of station \( i \).

The accessibility of stations was then calculated using Equation (8), based on the metro line network data provided by the Chengdu Rail Transit Group.

\[
A_i = \frac{1}{Z_i} = \frac{n-1}{\sum_{i'=1}^{n} g_{ii'}},
\]

where \( A_i \) is the accessibility of station \( i \), \( g_{ii'} \) is the shortest distance from station \( i \) to station \( i' \), and \( Z_i \) is the average distance from metro station \( i \) to other stations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
<th>Mean</th>
<th>S.D</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus Stop</td>
<td>The number of bus stops</td>
<td>21.40</td>
<td>13.20</td>
<td>Chengdu Public Transport Group</td>
</tr>
<tr>
<td>Bus Line</td>
<td>The number of bus lines passing through</td>
<td>21.98</td>
<td>17.64</td>
<td>Chengdu Public Transport Group</td>
</tr>
<tr>
<td>Station Accessibility</td>
<td>The distance to other stations on the metro network</td>
<td>14.15</td>
<td>3.79</td>
<td>Chengdu Rail Transit Group</td>
</tr>
<tr>
<td>Metro Line</td>
<td>The number of metro lines passing through</td>
<td>1.24</td>
<td>0.49</td>
<td>ArcGIS</td>
</tr>
<tr>
<td>Terminal</td>
<td>Is it a terminal station? 1 means yes, 0 means no</td>
<td>0.07</td>
<td>0.25</td>
<td>ArcGIS</td>
</tr>
<tr>
<td>Adjacent station</td>
<td>The average distance to adjacent metro stations</td>
<td>1.55</td>
<td>0.54</td>
<td>ArcGIS</td>
</tr>
<tr>
<td>City Center</td>
<td>The straight line distance from the city center</td>
<td>10.39</td>
<td>6.64</td>
<td>ArcGIS</td>
</tr>
<tr>
<td>Non-motorized lane</td>
<td>The density of the non-motorized lane</td>
<td>12.84</td>
<td>5.11</td>
<td>Amap</td>
</tr>
<tr>
<td>Mixed land use</td>
<td>The Shannon entropy of POI categories</td>
<td>0.63</td>
<td>0.10</td>
<td>Amap</td>
</tr>
</tbody>
</table>
3.2. Spatial Autocorrelation

Before applying the spatial regression model, it is necessary to assess the spatial autocorrelation of variables spatial regression model. A common measure of global spatial autocorrelation is Moran’s I index, which can be defined mathematically as follows:

\[
I = \frac{n}{\sum_{i=1}^{n} \sum_{i' \neq i} c_{ii'} (\theta_i - \bar{\theta})(\theta_{i'} - \bar{\theta})}{\sum_{i=1}^{n} (\theta_i - \bar{\theta})^2}
\] (9)

where \(n\) is the number of metro stations indexed by \(i\) and \(i'\), \(c_{ii'}\) is an element of a spatial weight matrix \(c\) with zeros on the diagonal, which expresses the relationships between neighbouring stations, and \(\theta_i\) and \(\bar{\theta}\) denote the independent variable at station \(i\) and the mean of \(\theta\), respectively.

Moran’s I index ranges from -1 to 1, where negative values indicate spatial dispersion, and positive values indicate spatial autocorrelation. If the observed value is significantly lower than \(-1/(N-1)\), it indicates spatial dispersion among stations. Conversely, values significantly higher than \(-1/(N-1)\) indicate a stronger degree of spatial autocorrelation. If Moran’s I index equal zero, it indicates a certain degree of randomness in the variable [48].

In general, the Z-score is used to test the statistical significance of Moran’s I index, which is calculated as follows:

\[
Z_I = \frac{I - E(I)}{\sqrt{Var(I)}}
\] (10)

where \(E(I)\) and \(Var(I)\) are the expectation and standard deviation of the global Moran’s I index, respectively.

A positive Moran’s I index indicates a high degree of spatial clustering, while a negative value indicates a more dispersed spatial distribution. The statistical significance of Moran’s I index is typically assessed using a pseudo-p-value. If the pseudo-p-value is less than 0.05, the global Moran’s I index is considered significant at the 95% confidence level, indicating that the variable under consideration is spatially correlated. Conversely, a pseudo-p-value greater than or equal to 0.05 suggests that the variable is likely to be randomly distributed and independent of spatial location [51].

3.3. Global Model

The OLS regression model is used to examine the relationship between several explanatory variables and a response variable [52]. The optimal regression coefficients for research data can be obtained by minimising the sum of squared errors [53], as shown in Equation (11).

\[
y_j = \beta_0 + \beta x_j + \varepsilon_j
\] (11)

where for the station \(i\), \(y_j\) is the M-B or B-M transfer ridership, \(\beta_0\) is the intercept, \(x_j\) is the vector of candidate variables in this study, \(\beta\) is the regression coefficient, and \(\varepsilon_j\) is the random error term.

However, OLS fails to account for the potential spatial dependence among observations with independent influencing factors at the station level, which runs counter to the reality that the determinants of metro usage are often spatially correlated. Therefore, OLS was considered inadequate for modelling variable interactions.
3.4. Local Models

3.4.1. Geographically Weighted Regression (GWR)

Global regression models assume stationarity and spatial invariance in the relationship between the dependent and independent variables, ignoring spatial heterogeneity. As a result, coefficients obtained from global estimations show insignificant spatial variation [54]. It is essential to use local models that allow parameters to vary over space. The GWR model, which assumes non-stationarity in the relationships between explanatory and response variables, can estimate location-specific parameters as expressed in Equation (12).

\[
y_i = \beta_0(u_i, v_i) + \sum_{k=1}^{n} \beta_k(u_i, v_i)x_{ik} + \varepsilon_i
\]  

(12)

where for the station \(i\), \((u_i, v_i)\) represents the geographical coordinates, \(\beta_0(u_i, v_i)\) is the intercept term, \(n\) is the total number of independent variables, and \(x_{ik}\) is the \(k\)th independent variable of the metro station.

3.4.2. Multiscale Geographically Weighted Regression (MGWR)

GWR has an inherent limitation in that it assumes that all modelled processes operate at the same spatial scale (same bandwidth), which is inconsistent with the fact that the scale of all explanatory determinants is not always the same in space. Thus, it may lead to biased results for selected variables involving different spatial processes. To overcome this limitation, a new method called MGWR is proposed [39]. It allows each relationship to be varied based on a different spatial scale parameter, and an optimal bandwidth is calculated for each parameter surface. The formulation of MGWR can be expressed as Equation (13).

\[
y_i = \beta_0(u_i, v_i) + \sum_{k=1}^{n} \beta_{bw_k}(u_i, v_i)x_{ik} + \varepsilon_i
\]  

(13)

where \(\beta_{bw_k}(u_i, v_i)\) indicates the bandwidth used for calibration of the \(k\)th independent variable, and the meaning of other parameters is the same as the ones in GWR.

In this study, the adaptive bi-square spatial kernel weighting approach was used to estimate the kernel bandwidth for GWR and MGWR. The golden bandwidth search method was used to determine the uniform and locally varying bandwidths for GWR and MGWR. The corrected Akaike information criterion (AICc) value was used as the optimization criterion to calculate the optimal bandwidth.

4. Results and Discussion

4.1. Validation and Analysis of Transfer Results

4.1.1. The Accuracy of Transfer Identification

Based on the dynamic threshold transfer identification method used for metro and bus, it is crucial to ensure the accuracy of both the arrival time of the bus and the number of passengers boarding. To verify this characteristic, this study conducted a following car survey during the morning and evening peak hours on 17 December 2020, comparing the arrival times and boarding numbers of vehicles on bus lines 49, 56, and 73 at different frequencies with the inferred results, as shown in Table 2.

During the survey, volunteers manually recorded the opening time of bus vehicle doors when arriving at each station (for non-stopping stations, the time of passing the station was used as the arrival time), obtained the arrival time of the bus vehicle, and recorded the number of passengers boarding at each bus station. The time interval refers to the interval between the actual arrival time of the vehicle and the estimated arrival time.
The maximum number of error stops is the maximum number of error stops in a complete operation.

The results show that the method used in this study provided accurate extrapolation of 508 bus stops, with an average difference between the actual and extrapolated arrival time of no more than 20 s. The maximum error observed throughout the survey for the 3 lines was limited to 1 stop, leading to a total of 17 erroneous stops, while the accuracy of the extrapolation of boarding stops amounted to 96.65%. Moreover, the number and time of boarding in certain lines were inferred with an error rate of no more than 3%. Hence, this method can effectively ensure the accuracy of bus vehicle arrival time and boarding passenger numbers, thus providing robust data support for subsequent metro and bus transfer identification outcomes.

<table>
<thead>
<tr>
<th>Bus Lines</th>
<th>Bus Vehicle Arrivals at Morning or Evening Peak</th>
<th>Morning or Evening Peak Boarding Passengers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time Interval</td>
<td>Maximum Error Number of Stops</td>
</tr>
<tr>
<td>49</td>
<td>14.45 s</td>
<td>1</td>
</tr>
<tr>
<td>56</td>
<td>18.64 s</td>
<td>1</td>
</tr>
<tr>
<td>73</td>
<td>13.25 s</td>
<td>0</td>
</tr>
</tbody>
</table>

4.1.2. Transfer Passenger Flow Characteristics

This study illustrates the results of validating and analyzing the identified transfer ridership between the B-M and M-B modes during 13 weekdays from 1 December to 17 December 2020 in Chengdu, as shown in Figure 5. The figure reveals a consistent pattern in the daily transfer ridership for both modes, with an initial increase, followed by a decline, and eventually reaching a relatively stable level. During the observation period, the 4th of December recorded the highest B-M and M-B transfer ridership of 180,141 persons and 157,745 persons, respectively, while the 16th of December recorded the lowest transfer ridership of 140,942 persons and 122,746 persons for B-M mode and M-B mode, respectively. The temporal distribution of B-M and M-B transfer ridership on different weekdays shows a high degree of correspondence with the distribution of metro and bus ridership.

In Figure 5, it can be observed that during the study period, M-B transfer ridership is lower than B-M transfer ridership. There are several reasons for this trend. Firstly, it can be attributed to the preference of people for the metro as their primary mode of transportation. As shown in Figure 2, the number of metro passengers is greater than the number of public transport passengers daily, which is consistent with the findings of Liao et al. [55]. Secondly, from the perspective of transfer convenience, the transfer from the bus to the metro is more attractive as there is no waiting time for the bus to arrive at the metro station, making it more convenient [56]. Finally, from an urban land use perspective, workplaces are mainly located in the inner city. Passengers travelling long distances for work purposes may opt to take the bus to reach the metro station for transfer. However, when travelling back home, the timeliness requirements are lower, and alternative transportation options are available for the connection.

Subsequently, the study selected the average number of transfer passengers at 13 metro stations on weekdays as the dependent variable to investigate the spatial distribution of transfer passenger flows, as shown in Figure 6. Figure 6a,b show that there are noticeable differences in the spatial distribution of B-M and M-B transfer ridership. Regarding the transfer ridership values, it was observed that the average daily transfer ridership at metro stations varies significantly, ranging from 16 to 13,405 in the M-B mode and from 19 to 14,712 in the B-M mode. Specifically, the B-M transfer ridership is more concentrated than the M-B transfer ridership with a higher concentration of B-M transfer ridership in the vicinity of the 4th Ring Road, particularly along Line 7, which encircles
the 2nd Ring Road. Conversely, M-B transfer ridership is relatively high at the ends of several metro lines, such as Line 1 and Line 3.

Figure 5. Transfer ridership of bus-to-metro and metro-to-bus on weekdays.

Figure 6. Spatial distribution of transfer ridership: (a) the transfer ridership of the M-B mode, (b) the transfer ridership of the B-M mode.

4.2 Model Results
4.2.1 OLS Model Results

Before constructing the OLS model, the multicollinearity and spatial autocorrelation between the explanatory variables needs to be tested. In this study, the variance inflation
factor (VIF) and the Pearson correlation coefficient were used to assess the degree of multicollinearity between the variables.

The correlation coefficient between the variables is calculated, and if it is greater than 0.7, the two variables are considered highly correlated and therefore removed from consideration. The explanatory variables were calculated to be correlated less than 0.7. Then, we computed the VIF values and conducted spatial autocorrelation tests for all the variables. The resulting VIF values were all found to be below 10, with most even below 5, indicating a state of low multicollinearity between the selected variables and thus providing a safer threshold for their inclusion [57, 58]. Table 3 shows the results of the VIF and Moran’s I index test for each variable. The presented table shows that the VIF values of the explanatory variables in both the M-B and B-M models range from 1.12 to 4.37, which are all below the optimal threshold of 5. This observation suggests that there is no multicollinearity between the explanatory variables. All explanatory variables show significant spatial autocorrelation with the dependent variables ($p$-values < 0.05), and the positive Z-values indicate the presence of a discernible spatial clustering pattern for the variables.

In addition, spatial autocorrelation measures the spatial dependence of a given element based on its location and numerical value. The null hypothesis assumes no spatial correlation, but it is rejected based on the results [59]. The significant $p$-values of all variables demonstrate a strong spatial correlation, and the positive Z-value indicates the spatial clustering of each variable. These findings suggest that the global OLS model is insufficient to analyze the relationship between transfer ridership and dependent variables effectively. Thus, it is recommended to utilize a geographically weighted regression cluster model to investigate the spatial heterogeneity of the data.

Table 3. The results of the multicollinearity test and spatial autocorrelation test.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Multicollinearity</th>
<th>Spatial Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VIF$_{M-B}$</td>
<td>VIF$_{B-M}$</td>
</tr>
<tr>
<td>$Y_{M-B}$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$Y_{B-M}$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bus Stop</td>
<td>3.3</td>
<td>3.29</td>
</tr>
<tr>
<td>Bus Line</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>Metro Line</td>
<td>4.37</td>
<td>4.34</td>
</tr>
<tr>
<td>Station Accessibility</td>
<td>1.28</td>
<td>1.28</td>
</tr>
<tr>
<td>Terminal</td>
<td>1.17</td>
<td>1.19</td>
</tr>
<tr>
<td>Adjacent station</td>
<td>1.63</td>
<td>1.51</td>
</tr>
<tr>
<td>City Center</td>
<td>4.15</td>
<td>4.2</td>
</tr>
<tr>
<td>Non-motorized lane</td>
<td>2.34</td>
<td>2.18</td>
</tr>
<tr>
<td>Mixed land use</td>
<td>1.16</td>
<td>1.12</td>
</tr>
</tbody>
</table>

The results of the OLS model are shown in Table 4. The explanatory variables that were selected for this study were all significant. For the M-B transfer mode, the variables of Station Accessibility and Non-motorized lane are statistically significant at the 0.01 level. For the B-M transfer mode, the variables of the City Center and Non-motorized lane are statistically significant at the 0.01 level. Additionally, the Non-motorized lane exhibits a negative correlation with both transfer modes. The three coefficients with the largest magnitude are Bus Line, Station Accessibility, and Bus Stop. Notably, the coefficient of the Bus Line and Bus Stop are positively associated with the bus system and has the most pronounced effect on the transfer ridership. This outcome aligns with the previous results reported by Wu et al. [47].
### Table 4. Results of the OLS model.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient M-B_OLS</th>
<th>T-Value</th>
<th>p-Value</th>
<th>VIF</th>
<th>Coefficient B-M_OLS</th>
<th>T-Value</th>
<th>p-Value</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>6.347</td>
<td>19.652</td>
<td>0.042</td>
<td>—</td>
<td>9.245</td>
<td>24.988</td>
<td>0.033</td>
<td>—</td>
</tr>
<tr>
<td>Bus Stop</td>
<td>0.184 *</td>
<td>5.684</td>
<td>0.022</td>
<td>3.34</td>
<td>0.153 *</td>
<td>8.097</td>
<td>0.015</td>
<td>3.29</td>
</tr>
<tr>
<td>Bus Line</td>
<td>0.237 *</td>
<td>5.891</td>
<td>0.015</td>
<td>3.30</td>
<td>0.211 *</td>
<td>3.426</td>
<td>0.018</td>
<td>3.30</td>
</tr>
<tr>
<td>Metro Line</td>
<td>0.151 *</td>
<td>4.836</td>
<td>0.017</td>
<td>4.37</td>
<td>0.128 *</td>
<td>6.135</td>
<td>0.035</td>
<td>4.34</td>
</tr>
<tr>
<td>Station Accessibility</td>
<td>0.222 **</td>
<td>4.003</td>
<td>0.004</td>
<td>1.28</td>
<td>0.149 *</td>
<td>4.967</td>
<td>0.029</td>
<td>1.28</td>
</tr>
<tr>
<td>Terminal</td>
<td>0.094 *</td>
<td>6.810</td>
<td>0.015</td>
<td>1.17</td>
<td>0.114 *</td>
<td>7.358</td>
<td>0.011</td>
<td>1.19</td>
</tr>
<tr>
<td>Adjacent station</td>
<td>0.145 *</td>
<td>3.177</td>
<td>0.033</td>
<td>1.63</td>
<td>0.201 *</td>
<td>5.245</td>
<td>0.032</td>
<td>1.51</td>
</tr>
<tr>
<td>City Center</td>
<td>0.164 *</td>
<td>5.160</td>
<td>0.014</td>
<td>4.15</td>
<td>0.178 **</td>
<td>2.382</td>
<td>0.006</td>
<td>4.20</td>
</tr>
<tr>
<td>Non-motorized lane</td>
<td>-0.088 **</td>
<td>-2.272</td>
<td>0.002</td>
<td>2.34</td>
<td>-0.091 **</td>
<td>-4.663</td>
<td>0.003</td>
<td>2.18</td>
</tr>
<tr>
<td>Mixed land use</td>
<td>0.155 *</td>
<td>4.609</td>
<td>0.031</td>
<td>1.16</td>
<td>0.199 *</td>
<td>2.504</td>
<td>0.023</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Note: * indicates a significance of 0.05; ** indicates significance of 0.01.

### 4.2.2. Model Comparison and Performance

To compare the results of the global regression model, we used the OLS model with all variables to investigate the effect of spatial variability of the explanatory variables. The data were calculated and fitted using both the MGWR model and the GWR model using MGWR2.0 software. The means and standard deviations (S.D) of the regression coefficients associated with GWR and MGWR were calculated for the M-B and B-M transfer modes, as shown in Table 5.

### Table 5. Results of the GWR and MGWR models.

<table>
<thead>
<tr>
<th>Variables</th>
<th>M-B_GWR</th>
<th>M-B_MGWR</th>
<th>B-M_GWR</th>
<th>B-M_MGWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>S.D</td>
<td>Mean</td>
<td>S.D</td>
<td>Mean</td>
</tr>
<tr>
<td>Bus Stop</td>
<td>0.221 *</td>
<td>0.017</td>
<td>0.373 **</td>
<td>0.017</td>
</tr>
<tr>
<td>Bus Line</td>
<td>0.276 *</td>
<td>0.014</td>
<td>0.455 *</td>
<td>0.018</td>
</tr>
<tr>
<td>Metro Line</td>
<td>0.203 *</td>
<td>0.006</td>
<td>0.272 *</td>
<td>0.008</td>
</tr>
<tr>
<td>Station Accessibility</td>
<td>0.213 *</td>
<td>0.010</td>
<td>0.285 **</td>
<td>0.005</td>
</tr>
<tr>
<td>Terminal</td>
<td>0.155 *</td>
<td>0.003</td>
<td>0.227 *</td>
<td>0.002</td>
</tr>
<tr>
<td>Adjacent station</td>
<td>0.193 *</td>
<td>0.003</td>
<td>0.228 *</td>
<td>0.002</td>
</tr>
<tr>
<td>City Center</td>
<td>0.217 *</td>
<td>0.008</td>
<td>0.203 *</td>
<td>0.003</td>
</tr>
<tr>
<td>Non-motorized lane</td>
<td>-0.127 **</td>
<td>0.006</td>
<td>-0.131 **</td>
<td>0.013</td>
</tr>
<tr>
<td>Mixed land use</td>
<td>0.211 *</td>
<td>0.018</td>
<td>0.178 *</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Note: 1. Coefficients are normalized; 2. The MGWR and GWR models are local regression models, generating coefficients as the mean of each local coefficient; 3. * indicates a significance of 0.05; ** indicates significance of 0.01.

To explore the relationship between the explanatory and response variables that vary in space and to account for the spatial autocorrelation issue, the GWR model and the MGWR model were employed, as shown in Table 6. Upon comparing the global OLS model, GWR model, and MGWR model for both B-M and M-B transfer modes, it was determined that the MGWR model outperformed the GWR and OLS models in terms of the model evaluation parameters AICc, $R^2$ and Adj.$R^2$. In the B-M mode, the MGWR model showed a 13.34% decrease in AICc and a 42.28% decrease in Adj.$R^2$ compared to the GWR and OLS models, whereas the latter two models showed an 8.6% and 4.07-fold increase in AICc and Adj.$R^2$, respectively. Similarly, in the M-B mode, the MGWR model showed a 15.5% decrease in AICc and a 40.2% decrease in Adj.$R^2$ compared to the GWR and OLS models, while the latter two models showed an increase of 5.77% and 5.16 times.
for AICc and A Adj.R², respectively. Based on the results of the above indicators, it can be concluded that the MGWR model provides better estimates than the GWR model, thus more accurately characterizing the spatial heterogeneity of the effects of the built environment variables on B-M and M-B transfer ridership, as well as their scale effects.

Table 6. Comparison of the goodness of fit measures for the global and local models.

<table>
<thead>
<tr>
<th></th>
<th>AICc</th>
<th>RSS</th>
<th>R²</th>
<th>Adj.R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-B_OLS</td>
<td>539.895</td>
<td>164.129</td>
<td>0.193</td>
<td>0.146</td>
</tr>
<tr>
<td>M-B_GWR</td>
<td>382.102</td>
<td>114.332</td>
<td>0.782</td>
<td>0.741</td>
</tr>
<tr>
<td>M-B_MGWR</td>
<td>322.856</td>
<td>39.532</td>
<td>0.799</td>
<td>0.754</td>
</tr>
<tr>
<td>B-M_OLS</td>
<td>539.321</td>
<td>163.641</td>
<td>0.235</td>
<td>0.192</td>
</tr>
<tr>
<td>B-M_GWR</td>
<td>359.164</td>
<td>71.578</td>
<td>0.788</td>
<td>0.77</td>
</tr>
<tr>
<td>B-M_MGWR</td>
<td>311.25</td>
<td>33.967</td>
<td>0.811</td>
<td>0.783</td>
</tr>
</tbody>
</table>

While both local models show significant improvement in fitting performance compared to the global models, the MGWR model exhibits superior goodness of fitness to GWR, owing to its ability to assign an optimal bandwidth to each independent variable. In this study, the number of metro stations was 193. The choice of bandwidth value for a variable reflects its spatial influence, with a value closer to 193 indicating a more global impact and less spatial variability, and vice versa.

The bandwidth values used for GWR and MGWR models are presented in Table 7. For either B-M or M-B transfer modes, the GWR has a best-fitting bandwidth of 79, which represents the average range of action of the variables on a spatial scale. In the B-M and M-B transfer modes, variables Metro Line, Mixed land use, and Non-motorized lane show larger scales of action with values of 156, 44, and 138, respectively. This indicates that their impact on transfer ridership shows less spatial heterogeneity. Furthermore, for B-M, Bus Line equals 47 for 24.35% of the metro stations, and for M-B, Bus Line equals 46 for 19.68% of the metro stations, both utilizing the narrowest bandwidths of the modes. This suggests that there is a higher degree of spatial heterogeneity in the impact of the two variables on the corresponding transfer ridership.

Table 7. Optimal bandwidths of the GWR and MGWR models.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>B-M</th>
<th>M-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MGWR</td>
<td>GWR</td>
</tr>
<tr>
<td>Bus Stop</td>
<td>87</td>
<td>79</td>
</tr>
<tr>
<td>Bus Line</td>
<td>47</td>
<td>79</td>
</tr>
<tr>
<td>Metro Line</td>
<td>129</td>
<td>79</td>
</tr>
<tr>
<td>Station Accessibility</td>
<td>156</td>
<td>79</td>
</tr>
<tr>
<td>Terminal</td>
<td>84</td>
<td>79</td>
</tr>
<tr>
<td>Adjacent station</td>
<td>68</td>
<td>79</td>
</tr>
<tr>
<td>City Center</td>
<td>93</td>
<td>79</td>
</tr>
<tr>
<td>Non-motorized lane</td>
<td>138</td>
<td>79</td>
</tr>
<tr>
<td>Mixed land use</td>
<td>144</td>
<td>79</td>
</tr>
</tbody>
</table>

4.2.3. MGWR Model Results

The spatial configuration of metro stations and their built environment, including factors such as distance, design, variety, density, and accessibility, are critical determinants of passenger travel behaviour [60,61]. Since the estimation coefficient of each independent variable varies from station to station, Figures 6–9 show metro stations in different colours according to the value of their estimation coefficient, to make it easier to understand the spatial variations in the impact of the independent variables.
The spatially varying effects of the bus system variables on the transfer mode are shown in Figure 7. In terms of coefficient means, Bus Stop and Bus Line have the strongest impact on transfer passengers of all indicators. Figure 7(a) and Figure 7(b) show the spatial variation in variable Bus Stop on the transfer ridership. Bus Stop is significantly associated with the transfer ridership in the two transfer modes. The average coefficients are 0.368 and 0.373 for the M-B and B-M, respectively. Meanwhile, it can be observed that certain insignificant stations are located in distant suburban regions, such as Wenjiang or Tianfu New Area. Furthermore, they have higher coefficients inside the ring road than their counterparts outside, and both show a multi-layered distribution pattern characterized by a radial decrease from the city centre to the suburbs. The results of the study show that a higher distribution of bus stops around metro stations in Ring 3 can attract a large number of passengers and effectively improve the transfer of passengers.

Figure 7(c) and Figure 7(d) show the influence of the spatially varying variable Bus Line on the transfer ridership. The figures show that the Bus Line is positively correlated with the transfer ridership. The average coefficients are 0.455 and 0.401 for the M-B and B-M, respectively. After comparing the coefficients of Bus Stop with Bus Line for B-M and M-B, it is found that Bus Line is better than Bus Stop in promoting transfer ridership. This result may be since the more bus lines that pass through a metro station, the better the accessibility of the destination. Therefore, increasing the number of bus stops in the catchment area of a metro station is the most effective way to increase the number of passengers transferring between bus and metro.

Figure 7. Spatial distribution of the coefficients of variables Bus Stop and Bus Line in the MGWR model: (a,b) Effects of Bus Stop on the M-B and B-M, respectively; (c,d) Effects of Bus Line on the M-B and B-M, respectively.
As shown in Figure 8, **Metro Line** and **Station Accessibility** represent the extent to which the structural characteristics of the metro network affect the M-B and B-M transfer ridership. Figure 8(a) and Figure 8(b) show the influence of the spatially varying variable **Metro Line** on the transfer ridership. The figures show that the **Metro Line** is positively correlated with transfer ridership. The average coefficients are 0.267 and 0.272 for the M-B and B-M, respectively. The increase in **Metro Line** will attract more passengers from different destinations, thus contributing to the flow of transfer ridership between metro and bus. In terms of the spatial distribution of the **Metro Line** coefficient, the M-B model mainly affects the northern area of Metro Line 3 and Metro Line 7 in the east-west direction, while the B-M model mainly affects the southwest area from Tianfu Square to the 4th Ring Road, with some spatial variability.

Figure 8(c) and Figure 8(d) show the influence of the spatially varying variable **Station Accessibility** on the transfer ridership. The average coefficients are 0.278 and 0.285 for the M-B and B-M, respectively. From the spatial distribution of the coefficients in the figure, the impact of **Station Accessibility** on both transfer modes is similar in terms of degree and distribution area. The areas with the greatest impact on **Station Accessibility** are concentrated in the city centre and the northern part of the city. One possible explanation is that the high level of metro accessibility in the northern part of Chengdu indicates a long distance from metro stations in the region to other metro stations in the metro network. During workdays, long-distance travel necessitates transfer between bus and metro systems.

![Figure 8](image-url)

**Figure 8.** Spatial distribution of the coefficients of variables **Metro Line**, **Station Accessibility** in the MGWR model: (a,b) Effects of **Metro Line** on the M-B and B-M, respectively; (c,d) Effects of **Station Accessibility** on the M-B and B-M, respectively.
As shown in Figure 9, *Adjacent station* and *City Center* show the impact of the urban design dimension on M-B and B-M transfer ridership. Figure 9(a) and Figure 9(b) show the influence of the spatially varying variable *Adjacent station* on the transfer ridership. The average coefficients are 0.235 and 0.228 for the M-B and B-M, respectively. Based on the spatial distribution of the coefficients of *Adjacent station*, a gradual decrease of the coefficient from the center to the periphery is observed for both transfer modes. Specifically, M-B shows a slower decrease towards the south and a faster decrease towards the north, while B-M shows a slower decrease towards the east. The positive facilitation effect of *Adjacent station* could be attributed to the fact that an increase in the distance between adjacent metro stations encourages passengers to use public transport to reach the metro station.

Figure 9(c) and Figure 9(d) show the influence of the spatially varying variable *City Center* on the transfer ridership. The average coefficients are 0.212 and 0.203 for the M-B and B-M, respectively. The figure shows that the effect of the variable *City Center* is more pronounced in suburban stations. This can be attributed to the sparser metro network and fewer bus routes in suburban areas, which results in limited direct access to destinations and motivates passengers to transfer between bus and metro for medium- and long-distance trips.

**Figure 9.** Spatial distribution of the coefficients of variables *Adjacent station* and *City Center* in the MGWR model: (a,b) Effects of *Adjacent station* on the M-B and B-M, respectively; (c,d) Effects of *City Center* on the M-B and B-M, respectively.
As shown in Figure 10, Mixed land use and Non-motorized lane show the impact of the level of development around the station on M-B and B-M transfer ridership. Figure 10(a) and Figure 10(b) show the influence of the spatially varying variable Mixed land use on the transfer ridership. The average coefficients are 0.176 and 0.178 for the M-B and B-M, respectively. Despite the greater sensitivity of the M-B transfer mode to Mixed land use, the overall impact on both transfer modes is limited. Furthermore, the regional heterogeneity of impact intensity shows a similar pattern, gradually increasing from the city centre to the north-east region, which is characterised by diverse land use patterns, higher Mixed land use values and stable weekday transfer demand.

Figure 10(c) and Figure 10(b) show the influence of the spatially varying variable Non-motorized lane on the transfer ridership. The average coefficients of −0.122 and −0.131 for M-B and B-M, respectively, exhibit a significant negative effect. The negative impact could be attributed to the rising non-motorized density in the vicinity of the stations, which encourages commuters to opt for alternative modes such as bike-sharing and subsequently reduces the likelihood of choosing B-M or M-B for transfer purposes.

The analysis of variables Mixed land use and Non-motorized lane showed that the level of station development had a relatively small effect on B-M and M-B transfer ridership compared to other indicators. This outcome implies that altering the level of development surrounding a metro station has a limited impact on both B-M and M-B transfer ridership between metro and bus.

**Figure 10.** Spatial distribution of the coefficients of variables Mixed land use and Non-motorized lane in the MGWR model: (a,b) Effects of Mixed land use on the M-B and B-M, respectively; (c,d) Effects of Non-motorized lane on the M-B and B-M, respectively.
5. Conclusions

Gaining insight into the passengers of diverse transportation modes constitutes a valuable pursuit towards realizing a sustainable and low-carbon urban transportation system. Nevertheless, the exploration of spatial disparities in transfer passengers between bus and metro systems, as well as the identification of the factors that influence them, remains an area of limited research efforts. This study aims to address the knowledge gaps in the existing literature by utilizing the empirical analysis to examine the spatial heterogeneity of transfer ridership in metro and bus systems, as well as their interrelationships with various variables, in the context of Chengdu, China. The major findings can be summarized as follows:

(1) Compared to OLS and GWR models, the MGWR model has demonstrated superior effectiveness in accounting for spatial heterogeneity at different scales. The inclusion of scale effects for built environment variables in the MGWR model allows for more precise local parameter estimates and more reliable estimation results, particularly for bus and metro transfer modes. The results show that the MGWR model outperforms the GWR model by 8.6% and 5.77% for the Adj. $R^2$ for B-M and M-B transfer modes, respectively. In addition, the magnitude of the influence of built environment variables on metro and bus transfer modes is better represented by a 13.34% reduction in parameter AICc. This finding provides further evidence of the spatial heterogeneity of built environment variables and their influence on metro and bus transfer modes.

(2) The spatial scale heterogeneity of built environment factors across different dimensions has a significant impact on metro and bus transfer modes. The results of the MGWR optimal bandwidth analysis show that the number of bus routes has the smallest scale of effect on both M-B and B-M modes while exhibiting the most significant spatial heterogeneity. In comparison, land use mix and non-highway density show a similar scale of effect to the global scale, with relatively less spatial heterogeneity.

(3) The impact of the different variables differs between the M-B and B-M modes. The results show that the variables Bus Stop and Bus Line have a greater impact, while the variables Mixed land use and Non-motorized lane have the least impact, with variable Non-motorized lane having a significant negative impact. These results suggest that increasing the number of bus stops and lines around a metro station is the most effective way to increase metro and bus transfer passengers. Increasing the number of bus lines around the station is more effective than increasing the number of bus stops.

Empirical findings for Chengdu reveal significant regional differences in the impact of the built environment on B-M and M-B transfer ridership. As such, optimizing the built environment for different regional stations proves necessary to enhance the residents’ travel structure and promote the coordinated development of public transport systems.

There are several limitations to this study that need to be acknowledged. Firstly, the lack of data on population density and regional economy meant that these variables were omitted from the model, potentially biasing the results. Secondly, the buffer selection method used to identify the catchment areas of metro stations involved a circular buffer zone with a radius of 800 m and Tyson polygons were used. This approach may have introduced some bias, particularly in the city center where many stations are concentrated, and their catchment areas are smaller. Despite some limitations, this study provides a systematic exploration of the spatial variation patterns of metro and bus transfer ridership and examines the impact of the built environment on their spatial heterogeneity. Meanwhile, it is worth noting that the MGWR model used in this study is limited to capturing only the spatially varying relationship between the explanatory variables and the response variable and does not consider the temporal dimension of the data.
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