A Novel Sustainable Reverse Logistics Network Design for Electric Vehicle Batteries Considering Multi-Kind and Multi-Technology
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Abstract: With the expansion of the new energy vehicle market, electric vehicle batteries (EVBs) have entered a massive retirement wave. The strategic level of facility location and configuration decisions and the tactical level of multi-product flow and multi-technology selection decisions have been integrated into a sustainable reverse logistics network (SRLN). In this paper, we considered multiple kinds of waste electric vehicle batteries (WEVBs) with multiple recycling technology and constructed a multi-level SRLN model for WEVBs with the objectives of minimum economic costs and minimum carbon emissions. To solve this model, fuzzy set theory was applied to the equivalence transformation of constraints, non-interactive and interactive methods were used to solve the multi-objective planning (MOP), and interactive fuzzy programming with priority control was proposed to find the global optimal solution for this model. Finally, numerical experiments demonstrated the feasibility and effectiveness of the proposed model and solution method. The experimental results show that the SRLN model considering carbon emissions can significantly reduce carbon emissions of the network through a slight increase in the initial network construction cost, thus effectively balancing both economic and environmental objectives. In the non-interactive solution, the Lp-metric method has a lower deviation index than the weighted sum method; in the interactive solution, the priority control method proposed in this paper outperforms the TH method in terms of the number of practical solutions and CPU time and shows strong performance in searching and finding optimal solutions. The proposed model and method can provide the theoretical basis and technical support for a WEVB SRLN under the limited information uncertainty environment.
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1. Introduction

With rising energy prices, nuclear energy issues and climate change, the need to rely on more renewable energy is growing [1], and new energy vehicles powered by EVBs as a vehicle choice have become the automotive industry’s future development direction. The UK plans to ban new diesel and gasoline car sales by 2030 [2]; China has become the world’s largest producer and consumer of electric vehicles for six consecutive years, with cumulative sales totaling more than 50,000 units [3]. As the average lifetime of EVBs is eight years [4], early battery products are gradually entering the retirement stage. The number of waste electric vehicle batteries (WEVBs) is expected to reach 1.68 million units by 2030, or about 848,000 tons [5].

It is significant to recycle WEVBs. If they are echelon-used and regenerated, this can alleviate the resource shortage. After decommissioning, a WEVB still has 80% of its capacity, still has enough performance for other scenarios [6], and can be used in communication
base stations, low-speed electric vehicles, and other fields for echelon-use. Energy storage not only provides technical solutions for grid operators to ensure a balance between production and consumption but also enables the best use of renewable resources [7]. Richa et al. [8] investigated the environmental benefits of WEVB in stationary energy storage. The results showed that the cumulative net global warming potential was reduced by 15% through reuse. Moreover, this reduction can reach 70% under ideal refurbishment and reuse conditions. Therefore, reuse is undoubtedly a promising solution for managing WEVBs. Recycling the valuable materials of WEVBs can not only create substantial economic benefits but also slow down the demand for virgin resources and reduce the risk of relying on imports. If not handled properly, heavy metals, electrolytes, and plastic will cause severe environmental pollution and safety hazards [9]. WEVB recycling is a hot spot of global concern, which is both the end of the sustainable development of the new energy industry and the key to a green and sustainable supply of strategic resources such as nickel, cobalt, and lithium. Therefore, it is necessary to establish a complete and efficient WEVB recycling system to cope with the massive wave of decommissioning.

Li et al. [10] analyzed the current situation and prospects of WEVB recycling in China. Zou et al. [11] suggested developing WEVB recycling in two respects: further strengthening the construction of a policy and standard system, and increasing support for WEVB recycling enterprises. Some scholars also discussed WEVB recycling from the perspective of recycling mode and there are four recycling modes for retired WEVBs: battery manufacturer-led mode, automobile manufacturer-led mode, manufacturer alliance-led mode, and third-party-led mode [12]. In this paper, we took automobile manufacturers as the main recycling body and built an SRLN. WEVBs can be divided into ternary lithium batteries and lithium iron phosphate batteries according to the cathode material [13], as shown in Table 1. Waste ternary lithium batteries have a high metal content, a short life cycle, and their safety is greatly reduced after the battery capacity decays; their treatment mainly takes the form of disassembly and recycling to achieve the recycling of nickel, cobalt, manganese, lithium, and other resources. In contrast, wasted lithium iron phosphate batteries still have better recyclability and safety, so they will first be echelon-used and then regenerated [14]. Before 2016, the new EVBs in China were mainly lithium iron phosphate batteries [15], so lithium iron phosphate batteries will be the first to enter the peak of retirement.

<table>
<thead>
<tr>
<th>WEVB Kinds</th>
<th>Cycle Life</th>
<th>Capacity Decay</th>
<th>Security</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ternary lithium battery</td>
<td>3500 times</td>
<td>Faster</td>
<td>Poor</td>
<td>Higher (with precious metals)</td>
</tr>
<tr>
<td>Lithium iron phosphate battery</td>
<td>2000 times</td>
<td>Slower</td>
<td>High</td>
<td>Lower (no precious metals)</td>
</tr>
</tbody>
</table>

In the sustainable development model, regardless of whether WEVB is refurbished or not, the material will eventually need to be recycled and landfill or incineration disposal needs to be minimized. Currently, the main focus is on recovering valuable and rare metals from cathode materials. Physical pretreatment is usually used first to improve the material recovery rate. The aim is to obtain different waste streams to ensure adequate separation of the different components within the material for further processing. Subsequently, hydrometallurgical or pyrometallurgical technologies are used to extract metals or other impurities from specific waste streams and then further process the recovered material [16]. Extractive metallurgy (including pyrometallurgy and hydrometallurgy) is the most common technology used in the industry to recover valuable rare metals from cathode materials and provides an economical alternative to mining raw high-value elements such as cobalt and nickel [17]. Umicore is a large international recycling company that uses both pyrometallurgy and hydrometallurgy technologies but mainly pyrometallurgy-dominant technology [18]. Most recycling companies in China (e.g., GEM and Brunp)
use hydrometallurgical technology [19]. Sumitomo Sony in Japan uses pyrometallurgical technology [20]. However, the disadvantages of pyrometallurgy are low recovery rates and high carbon emissions, while the disadvantages of hydrometallurgy are long recovery processes and high chemical consumption [21], with significant differences in economic and environmental impacts, as shown in Table 2. Pyrometallurgical technology refers to the recovery of refined valuable metals from waste lithium-ion battery materials using physical or chemical transformation at high temperatures and, finally, the resulting alloys and slags are treated separately and further purified from the metal monomers. Hydrometallurgy technology is a method for recovering valuable metals by dissolving the valuable metal oxides in the cathode active material into metal ions by leaching, and then the leachate is treated with precipitation, ion exchange, solvent extraction, and electrolysis to remove impurities or separate metals [22].

Table 2. WEVB recycling technologies' characteristics.

<table>
<thead>
<tr>
<th>Technologies</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrometallurgy</td>
<td>Simple process, low economic costs</td>
<td>High environmental impact, high carbon emissions</td>
</tr>
<tr>
<td></td>
<td>Low environmental impact, low carbon emissions</td>
<td>Complex process, high economic costs</td>
</tr>
<tr>
<td>Hydrometallurgy</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

With the introduction of carbon-neutral policies, countries are paying more and more attention to environmental protection. Since WEVBs have a significant impact on the environment, their reverse logistics process has been a critical issue, where a good RLN becomes a prerequisite for waste recycling, cost reduction, profit increase, and efficiency improvement. With the in-depth practice of the sustainable development concept and the increasingly significant environmental and social impacts of reverse logistics activities, the sustainable reverse logistics network design (SRLND) issue is becoming a hot research topic. Drawing on the definition of the concept of logistics network design in the literature [23], the SRLND focused on in this paper refers to the planned layout of the entire distribution channel from the place of consumption to the point of recycling or proper disposal of recycled resources or waste, oriented to at least two of the economic, environmental, and social objectives. Facility siting plays a crucial and central role in RLND, which is usually costly to build, cannot be easily modified, and increases CO$_2$ emissions. Therefore, this paper considered cost and CO$_2$ emissions in reverse logistics network design to ensure the economic and environmental performance of the SRLN.

In this paper, we addressed the following two objectives: to construct an optimization model for a generic RSLN for WEVBs that minimizes economic costs and environmental impacts under a complete fuzzy environment by considering multiple recycling options, multiple regeneration technologies, and multiple kinds of batteries in order to solve this problem using various effective and well-performing solution methods to find economic and environmental compromise solutions to achieve global optimality.

At present, research on the design and optimization of RLN for WEVB recycling is relatively limited and still in the exploratory stage, and some relevant literature has relatively simple research perspectives, such as not considering the impact of multiple regeneration treatment technologies and multiple kinds of batteries on the economic and environmental benefits of reverse logistics networks, which is somewhat different from the complex reality. The research in this paper will further enrich the existing work in this field and the novelty and contributions of this work are summarized as follows:

1. This paper proposed a multi-objective combinatorial optimization model for the recycling of WEVB. The MOP model was developed with the objectives of minimum economic costs and minimum carbon emissions in a fuzzy environment. It is more reasonable and better reflects the concept of sustainable development than simply considering economic or environmental objectives;
(2) We considered a multiple recycling strategy: remanufacturing, reuse, and regeneration. We considered two kinds of WEVBs in the SRLN—ternary lithium batteries and lithium iron phosphate batteries—as well as two technologies in the regeneration treatment stage—pyrometallurgy and hydrometallurgy—so that the constructed SRLN has universality;

(3) An interactive fuzzy method with priority control was used to improve the solving capability and to obtain a solution that satisfies the decision maker (DM) through continuous interaction. The validity and feasibility of the model and method were verified using extensive simulation results, and some management and policy insights were given;

The rest of this paper is organized as follows. Section 2 overviews the most relevant literature and outlines the main contributions. Section 3 describes the RLND problem studied in this paper and constructs an MOP model in an uncertain environment. The solution method of the fuzzy multi-objective planning (FMOP) model is presented in Section 4. Numerical experiments were designed and are analyzed in Section 5 and, finally, conclusions are presented in Section 6.

2. Literature Review

2.1. RLND

Since the 1990s, with the increasing pressure on environmental resources, the strengthening of government regulations, the shortening of product life cycles, the enhancement of consumer awareness of environmental protection, and the intensification of business competition, reverse logistics activities have gradually received social attention. Unlike forward logistics, reverse logistics involves the reuse, recycling, remanufacturing, waste disposal, and other operational activities of various waste products, as well as the accompanying collection, storage, transportation, and other logistics activities [24], which have the characteristics of high complexity, multi-linkedness, and uncertainty. These characteristics make the operation of a reverse logistics system more dependent on logistics network support. RLND is a strategic decision that profoundly impacts the whole system’s operation and is generally regarded as the primary and most crucial task in reverse logistics management [25].

Uncertainty is one of the essential characteristics of reverse logistics, which is becoming a factor to be considered in more and more mathematical models for RLND. Existing studies mainly consider the uncertainty of demand, cost and price factors, and technical parameters for used and waste products. Most of them only consider the uncertainty of a single parameter. Karagoz et al. [26] evaluated the uncertainty of the number of end-of-life vehicles and proposed a scenario-based real-life stochastic optimization model to improve end-of-life vehicles in Istanbul’s supply chain network management. However, there are two main drawbacks to using stochastic methods: (1) in many real-life scenarios, there are not enough historical data for the uncertain parameters, so we can rarely obtain actual and accurate stochastic distributions of the uncertain parameters. In addition, the chance constraint significantly increases the computational complexity of the original problem; (2) in previous work on inverse supply chain network design under uncertainty, most uncertainty has been modeled by scenario-based stochastic programming. The many scenarios representing uncertainty can make the computation challenging in these cases. As an alternative, fuzzy set theory [27] provided a framework to deal with different types of uncertainty, including fuzzy coefficients for lack of knowledge or cognitive uncertainty and flexibility of constraints and objectives. Shukla et al. [28] considered the dynamic, flexible capacity of different facilities to study the dynamic flexibility on the performance of RLN with the objectives of maximizing profit and minimizing carbon emissions; Golpira et al. [29] considered demand uncertainty and constructed a risk-based closed-loop supply chain network model from economic and social dimensions.

Different recycled products have other characteristics. In the field of WEVB recycling, due to the different losses of batteries, their recycling quality is also different, and they need to be tested and classified for their quality level. At present, most of the WEVBs in China...
go to small black market workshops with low operating costs, high recycling prices, and unregulated operations, so the recycling quantity is uncertain. Since the WEVB recycling network is yet to be improved and will face a sharp increase in WEVBs in the next few years, new facilities at all levels may need to be built or re-planned, so it becomes necessary to carry out research that includes more uncertainties, such as battery recycling price, cost per unit of battery disposal, carbon emissions at all levels and facilities, and transportation distance and cost.

2.2. RLND for WEVBs

A large amount of literature has been published on WEVB recycling issues, such as WEVB recycling strategies [30,31], recycling technologies [32,33], and recycling modes [34,35]. The research on WEVBs regeneration technology and recycling mode decisions has been relatively mature. However, there are relatively few studies on RLND and this research is still in the exploration stage.

The literature on RLND for WEVBs can be divided into single-objective and multi-objective models. Li et al. [36] established a mixed-integer nonlinear programming model with the objective of profit maximization. Kamyabi et al. [37] established a two-stage mixed-integer stochastic programming model with the aim of profit maximization and conducted SD simulations. Wang et al. [38] explored the impact of the carbon tax on the design of WEVB recycling networks with the objective of costs minimization. Masudin et al. [39] developed an RLN model for battery recycling considering environmental costs and manufacturing costs. Hu et al. [40] constructed an RLN considering carbon emission costs to construct profit maximization as the objective. Compared with the RLND considering only a single objective (usually to minimize costs or maximize profit), multi-objective optimization is more reasonable and practical in practical applications. Subsequently, scholars have expanded the objectives from economic costs to other aspects, forming a multi-objective model for a more comprehensive network design. Yang et al. [41] constructed a mixed integer programming model to minimize costs, minimize waste emissions, and maximize job opportunities. Guan et al. [42] established a WEVB recycling network under the third-party recycling model with the objectives of minimizing costs and minimizing adverse social effects. Liu et al. [43] constructed a mixed integer programming model with the objectives of maximizing profit and minimizing carbon emissions. Alkahtani et al. [44] constructed a battery RLN that minimizes economic costs and environmental impact and maximizes employment opportunities. Subula et al. [45] constructed a closed-loop supply chain network that minimizes costs and maximizes recycling scope. Mu et al. [46] constructed a sustainable six-level dynamic RLN model that minimizes costs, and environmental and social impacts. Table 3 lists the published literature on the design of reverse networks for WEVBs.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Carbon Emission</th>
<th>Model Type</th>
<th>WEVB Kind</th>
<th>Technology</th>
<th>Single Objective</th>
<th>Multi-Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Certainty</td>
<td>Uncertainty</td>
<td>Single</td>
<td>Dual</td>
<td>Non-Interactive</td>
</tr>
<tr>
<td>Li [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kamyabi [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Wang [38]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Masudin [39]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hu [40]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Yang [41]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Guan [42]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Liu [43]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Alkahtani [44]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Subula [45]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Mu [46]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3. A summary of reviewed papers published for WEVBs.
2.3. MOP Solution Method

MOP has been widely used in different fields for many years. In real life, several uncertainties often need to be considered when solving MOP. Therefore, FMOP has been widely studied. Based on the DM’s preference for the objectives, the existing methods for solving MOP in various real-life settings can be divided into non-interactive and interactive methods [47].

Non-interactive methods have a priori and a posteriori decision-making methods. The priori decision-making methods provide preference information to the DM before solving the optimization problem, transforming the multi-objective problem into a single-objective problem. This method has been widely used due to its relatively low computational complexity. However, obtaining accurate preference information in practical situations is difficult because the DM needs more knowledge of the optimization problem to solve it without background knowledge. The a posteriori decision is made after the optimization problem is solved. The desired solution from the entire set of solutions approximates the objective space according to the preference requirements. This method is computationally high-cost and time-consuming, and it is challenging to handle high-dimensional multi-objective optimization problems.

To address the weaknesses of non-interactive methods, interactive methods have been improved and developed accordingly. Compared with non-interactive methods, such as the Lp-metric and weighted sum methods, interactive methods can involve DMs in the model solving process and achieve more satisfactory optimal solutions for DMs. This is very important because the RLND of WEVBs is still in the early stage of design and will face a dramatic increase in the recycling volume in the next few years, so the deep involvement of DMs is needed. In this paper, we adopted an interactive decision method that can flexibly measure and adjust the satisfaction level of each objective function interactively and progressively according to the DM’s preferences, and the DM can gradually give the preferences in each iteration, adjust and correct the preference information in time, and dynamically guide the search process of the algorithm, which can better ensure that the optimal solution that meets the DM’s target preference requirements is finally obtained. This method can provide more accurate preference information than the a priori method, and the DM has a smaller selection burden, which can overcome the shortcomings of the a priori and a posteriori methods. In interactive method research, Zimmermann [48] developed a fuzzy method for solving MOP called the maximum-minimum method. Later, Lai and Hwang [49] refined the maximum-minimum method approach; Li et al. [50] proposed a two-stage fuzzy method; Selim and Ozkarahan [51], and Torabi and Hassini [52] effectively compensated for the original shortcomings by adding the coefficient of compensation to the model.

However, their use has some limitations: some may not yield effective solutions or only give a few solutions. Some methods require a two-stage solution or specify a target level, which may be difficult for DM. Therefore, this paper proposes a priority-controlled interactive fuzzy planning approach to compensate for the weaknesses of these methods [53]. Instead of specifying target values for each objective, the model is controlled by weight coefficient and compensation coefficients, using the last priority objective and the constraint of compensation coefficients. With this improvement, the model can produce more effective solutions than existing methods, which is a strength of the method. In addition, the best solution can be easily selected by adjusting the minimum satisfaction level of the last priority objective and compensation coefficient, which is more flexible than the existing methods.

3. Problem Description and Proposed Model

In this paper, the research system boundary covered the process from recovery to recycling WEVBs to reduce costs and carbon emissions. As shown in Figure 1, the network can be divided into five main parts: recycling, disassembling, testing, remanufacturing, recombinition, and regeneration, and it consists of recycling markets, battery replacement points, testing centers, remanufacturing centers, energy storage centers, and disposal
centers. First, WEVBs are collected from the recycling market through the replacement point and transported to the testing center. The testing center disassembles the WEVBs into battery modules, considers the health status of the WEVBs, and conducts quality-level testing and classification, which mainly include testing parameters such as battery capacity, internal resistance, and self-discharge. Battery State of Health (SOH) reflects the overall performance of the battery and its ability to store electrical energy. Among them, SOH is most commonly defined by the degree of battery capacity decay [54]:

$$SOH = \frac{C_{\text{aged}}}{C_{\text{rated}}} \times 100\%.$$  \hspace{1cm} (1)

**Figure 1.** WEVBs recycling mechanism map.

$C_{\text{aged}}$ is the battery’s current capacity and $C_{\text{rated}}$ is the battery’s rated capacity. It is known that the larger the SOH value of the battery, the better the performance of the battery.

Combined with relevant information, this paper divided WEVBs into two recycling states: echelon-use and regeneration. It treated them differently and applied them to different scenarios to realize the organic combination of resource recycling and high-value utilization:

Level 1 (L1)—Echelon-use, for WEVBs with SOH at 100–20%, shipped to the echelon-use enterprises. Among them, batteries with SOH greater than 80% are sent to the remanufacturing centers, where they can be repaired and capacitated to improve their performance and applied to the electric vehicle service scenario [38]; batteries with SOH of 80–20% are shipped to the energy storage center and mainly applied to the energy internet storage scenario through restructurings, such as communication base stations or low-speed electric vehicles with slightly lower power requirements.

Level 2 (L2)—Regeneration, for WEVBs with SOH decaying to less than 20%, shipped to the disposal center. Through recycling technologies such as pyrometallurgy or hydrometallurgy, WEVBs completely disposed of are crushed, dismantled, and smelted to extract valuable metals and materials, which are later applied to produce new batteries.
3.1. Assumptions

The main assumptions considered in the presented model are as follows:

1. The recycling market, as the source region of WEVB recycling, is known and fixed in location;
2. The transportation cost of WEVBs is linearly related to the transportation distance and quantity;
3. The transportation process of WEVBs does not have cross-level transportation, and all follow the planned path in the RLN;
4. The alternative locations and quantities of replacement points, testing centers, remanufacturing centers, energy storage centers, and disposal centers are known and have a maximum processing capacity limit.

3.2. Notations

Set the set, parameters, and variables of the model according to the set modeling context.

3.2.1. Indices

- $E$ Set of WEVB product kinds, $e \in \{1, 2, \ldots, E\};$
- $I$ Set of recycling markets, $i \in \{1, 2, \ldots, I\};$
- $J$ Set of replacement points, $j \in \{1, 2, \ldots, J\};$
- $K$ Set of testing centers, $k \in \{1, 2, \ldots, K\};$
- $L$ Set of remanufacturing centers, $l \in \{1, 2, \ldots, L\};$
- $M$ Set of energy storage centers, $m \in \{1, 2, \ldots, M\};$
- $N$ Set of disposal centers, $n \in \{1, 2, \ldots, N\};$
- $T$ Set of technologies used by the disposal centers, $t \in \{1, 2, \ldots, T\};$

3.2.2. Parameters

- $F_j$ Fixed construction cost of replacement point;
- $F_k$ Fixed construction cost of the testing center;
- $F_l$ Fixed construction cost of remanufacturing center;
- $F_m$ Fixed construction cost of the energy storage center;
- $F_{nt}$ Fixed construction cost of disposal center with $t$-technology;
- $O_{je}$ Operating cost per unit $e$-kind of WEVBs at the replacement point;
- $O_{ke}$ Operating cost per unit $e$-kind of WEVBs at the testing center;
- $O_{le}$ Operating cost per unit $e$-kind of WEVBs at the remanufacturing center;
- $O_{me}$ Operating cost per unit $e$-kind of WEVBs at the energy storage center;
- $O_{nte}$ Operating cost per unit $e$-kind of WEVBs at disposal center with $t$-technology;
- $H_j$ Maximum processing capacity of the replacement point;
- $H_k$ Maximum processing capacity of the testing center;
- $H_l$ Maximum processing capacity of the remanufacturing center;
- $H_m$ Maximum processing capacity of the energy storage center;
- $H_{nt}$ Maximum processing capacity of disposal center with $t$-technology;
- $R_j$ Carbon emission from building a replacement point;
- $R_k$ Carbon emission from building a testing center;
- $R_l$ Carbon emission from building a remanufacturing center;
- $R_m$ Carbon emission from building an energy storage center;
- $R_{nt}$ Carbon emission from building a disposal center with $t$-technology;
- $S_{je}$ Carbon emission from processing units $e$-kind of WEVBs at replacement point;
- $S_{ke}$ Carbon emission from processing unit $e$-kind of WEVBs in testing center;
- $S_{le}$ Carbon emission from processing unit $e$-kind of WEVBs in remanufacturing center;
- $S_{me}$ Carbon emission from processing unit $e$-kind of WEVBs in energy storage center;
- $S_{nte}$ Carbon emission from processing unit $e$-kind of WEVBs in disposal centers with $t$-technology;
- $D_{ij}$ Distance between recycling market and replacement point;
- $D_{jk}$ Distance between the replacement point and the testing center;
- $D_{kl}$ Distance between the testing center and remanufacturing center;
- $D_{km}$ Distance between the testing center and energy storage center;
- $D_{kn}$ Distance between the testing center and disposal center;
- $W$ Carbon emission per unit transport distance for a unit battery;
- $Q_{ie}$ Number of WEVBs of $e$-kind of WEVBs recovered by recycling market $i$;
- $P_e$ Recycling price per unit $e$-kind of WEVBs at the replacement point;
- $U$ Transportation cost per unit distance of unit battery;
- $b_e$ Proportion of $e$-kind of WEVBs used for echelon-use;
- $c_e$ Proportion of the number of $e$-kind of WEVBs shipped to remanufacturing centers to the number of $e$-kind of WEVBs for echelon-use;
3.2.3. Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_i$</td>
<td>Binary variable equal to 1 if replacement point $i$ is opened, and 0 otherwise;</td>
</tr>
<tr>
<td>$X_j$</td>
<td>Binary variable equal to 1 if testing center $j$ is opened, and 0 otherwise;</td>
</tr>
<tr>
<td>$X_k$</td>
<td>Binary variable equal to 1 if remanufacturing center $k$ is opened, and 0 otherwise;</td>
</tr>
<tr>
<td>$X_m$</td>
<td>Binary variable equal to 1 if energy storage center $m$ is opened, and 0 otherwise;</td>
</tr>
<tr>
<td>$X_n$</td>
<td>Binary variable equal to 1 if disposal center $n$ is opened, and 0 otherwise;</td>
</tr>
<tr>
<td>$Q_{ij}$</td>
<td>Integer variable indicating the number of $i$-kind of WEVBs shipped from recycling market $i$ to battery replacement point $j$;</td>
</tr>
<tr>
<td>$Q_{jk}$</td>
<td>Integer variable indicating the number of $j$-kind of WEVBs shipped from recycling point $j$ to testing center $k$;</td>
</tr>
<tr>
<td>$Q_{km}$</td>
<td>Integer variable indicating the number of $m$-kind of WEVBs shipped from testing center $m$ to energy storage center $k$;</td>
</tr>
<tr>
<td>$Q_{ln}$</td>
<td>Integer variable indicating the number of $n$-kind of WEVBs from testing center $n$ to disposal center $l$;</td>
</tr>
<tr>
<td>$Q_{pm}$</td>
<td>Integer variable indicating the number of $p$-kind of WEVBs that can be echelon-used from testing center $p$;</td>
</tr>
<tr>
<td>$Q_{nm}$</td>
<td>Integer variable indicating the number of $m$-kind of WEVBs from recycling market $m$ to disposal center $n$;</td>
</tr>
</tbody>
</table>

3.3. Model Construction

Based on the problem description and the above model assumptions and notation, this paper established a multi-objective mixed integer linear programming model M1 under an uncertain environment to minimize the logistics network’s total costs and carbon emissions.

### 3.3.1. Objective Functions

The economic cost objective function (ECOF) consists of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling price costs (PC). Among them, FC is the sum of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling costs (PC). The economic cost objective function (ECOF) consists of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling costs (PC). The economic cost objective function (ECOF) consists of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling costs (PC). Among them, FC is the sum of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling costs (PC). Among them, FC is the sum of the construction costs of fixed facilities (FC), transportation costs (TC), operation costs of facilities (OC), and recycling costs (PC).

\[
\min ECOF = FC + TC + OC + PC
\]  
(2)

\[
FC = \sum_{j} \tilde{f}_iX_j + \sum_{k} \tilde{f}_kX_k + \sum_{l} \tilde{f}_lX_l + \sum_{m} \tilde{f}_mX_m + \sum_{n} \sum_{t} \tilde{f}_{nt}X_{nt}
\]  
(3)

\[
TC = \tilde{U}(\sum_{i} \sum_{j} \sum_{e} \tilde{D}_{ij}Q_{ije} + \sum_{j} \sum_{k} \sum_{e} \tilde{D}_{jk}Q_{jke} + \sum_{k} \sum_{l} \sum_{e} \tilde{D}_{kl}Q_{kle} + \sum_{k} \sum_{m} \sum_{e} \tilde{D}_{km}Q_{km} + \sum_{k} \sum_{n} \sum_{t} \sum_{e} \tilde{D}_{nt}Q_{nt})
\]  
(4)

\[
OC = \sum_{i} \sum_{j} \sum_{e} \tilde{O}_{ij}Q_{ije} + \sum_{j} \sum_{k} \sum_{e} \tilde{O}_{jk}Q_{jke} + \sum_{k} \sum_{l} \sum_{e} \tilde{O}_{kl}Q_{kle} + \sum_{k} \sum_{m} \sum_{e} \tilde{O}_{km}Q_{km} + \sum_{k} \sum_{n} \sum_{t} \sum_{e} \tilde{O}_{nt}Q_{nt}
\]  
(5)

\[
PC = \sum_{i} \sum_{j} \sum_{e} \tilde{P}_{ij}Q_{ije}
\]  
(6)

The low carbon objective function (LCOF) consists of fixed facility construction carbon emissions (BCE), transportation carbon emissions (TCE), and facility operation carbon emissions (OCE). Among them, BCE is the sum of fixed construction carbon emissions of replacement points, testing centers, remanufacturing centers, energy storage centers, and disposal centers; TCE is the sum of transportation carbon emissions between each level in the RLN; OCE is the sum of operational treatment carbon emissions of replacement points, testing centers, remanufacturing centers, energy storage centers, and disposal centers.
\[ \min \text{LCOF} = BCB + TCE + OCE \] (7)

\[ BCE = \sum_j R_j X_j + \sum_k R_k X_k + \sum_l R_l X_l + \sum_m R_m X_m + \sum_n R_{nt} X_{nt} \] (8)

\[ TCE = \tilde{W}^* (\sum_{ij} \tilde{D}_{ij} Q_{ije} + \sum_{jk} \tilde{D}_{jk} Q_{jke} + \sum_{kl} \tilde{D}_{kl} Q_{kle} + \sum_{km} \tilde{D}_{km} Q_{kme} + \sum_{kn} \tilde{D}_{kn} Q_{knte}) \] (9)

\[ OCE = \sum_{ije} \tilde{S}_{ije} Q_{ije} + \sum_{jke} \tilde{S}_{jke} Q_{jke} + \sum_{kle} \tilde{S}_{kle} Q_{kle} + \sum_{kme} \tilde{S}_{kme} Q_{kme} + \sum_{knte} \tilde{S}_{knte} Q_{knte} \] (10)

3.3.2. Constraints

\[ \sum_j Q_{ije} \geq \tilde{Q}_{ie} \geq 0, \forall i, e \] (11)

\[ \sum_j Q_{ije} = \sum_k Q_{jke}, \forall j, e \] (12)

\[ \sum_j Q_{jke} = \sum_l Q_{kle} + \sum_m Q_{kme} + \sum_n Q_{knte}, \forall k, e \] (13)

\[ Q_{kle} = \sum_l Q_{kle} + \sum_m Q_{kme}, \forall k, e \] (14)

\[ Q_{kme} = \sum_j Q_{jke} \cdot \tilde{b}_e, \forall k, e \] (15)

\[ \sum_l Q_{kle} = \tilde{c}_e, \forall k, e \] (16)

\[ \sum_n X_{nt} \leq 1, \forall n \] (17)

\[ \sum_j Q_{ije} \leq \tilde{H}_j X_j, \forall j \] (18)

\[ \sum_j Q_{jke} \leq \tilde{H}_k X_k, \forall k \] (19)

\[ \sum_k Q_{kle} \leq \tilde{H}_l X_l, \forall l \] (20)

\[ \sum_k Q_{kme} \leq \tilde{H}_m X_m, \forall m \] (21)

\[ \sum_k Q_{knte} \leq \tilde{H}_n X_{nt}, \forall n, t \] (22)

\[ Q_{ije}, Q_{jke}, Q_{kle}, Q_{kme}, Q_{knte}, Q_{ke} \geq 0 \] (23)

\[ X_j, X_k, X_l, X_m, X_{nt} \in \{0, 1\}, \forall j, k, l, m, n, t. \] (24)
Constraint (11) guarantees that WEVBs in the recycling market must be recycled; Constraint (12) indicates the flow balance before and after the WEVB replacement point; Constraint (13) indicates the flow balance constraint before and after the testing center; Constraint (14) defines the number of WEVBs received from the testing center by the laddering enterprise; Constraint (15) represents the relationship between the number of batteries that can be echelon-used by the testing center and the amount of recycling; Constraint (16) represents the relationship between the number of remanufacturing and the number of batteries that can be echelon-used; Constraint (17) means that each disposal center can only choose at most one process to dispose of WEVBs; Constraints (18)–(22) represent the maximum processing capacity constraints of the replacement point, testing center, remanufacturing center, energy storage center, and disposal center, respectively; Constraints (23) and (24) define the range of variable-taking values.

4. Proposed Solution Methodology

The proposed model is an FMOP model. Firstly, the original model was converted into an equivalent auxiliary crisp model to solve this model. Secondly, the multi-objective model was transformed into a single-objective model using both non-interactive and interactive methods.

4.1. The Equivalent Auxiliary Crisp Model

Assume that \( \tilde{\epsilon} = (\epsilon^1, \epsilon^2, \epsilon^3) \) is a triangular fuzzy number and \( \epsilon^1 \leq \epsilon^2 \leq \epsilon^3 \); the following equation can be defined as the membership:

\[
\mu_{\tilde{\epsilon}}(x) = \begin{cases} 
  f_\epsilon(x) = \frac{x-\epsilon^1}{\epsilon^2-\epsilon^1}, & \text{if } \epsilon^1 \leq x \leq \epsilon^2 \\
  1, & \text{if } x = \epsilon^2 \\
  g_\epsilon(x) = \frac{\epsilon^3-x}{\epsilon^3-\epsilon^2}, & \text{if } \epsilon^2 \leq x \leq \epsilon^3 \\
  0, & \text{if } x \leq \epsilon^1 \text{ or } x \geq \epsilon^3
\end{cases}
\]  

(25)

According to [55], the expected interval (EI) and expected value (EV) of fuzzy triangular numbers can be defined as follows:

\[
\text{EI}(\tilde{\epsilon}) = [E_{1\epsilon}, E_{2\epsilon}] = \left[ \int_0^1 f^{-1}_\epsilon(x)dx, \int_0^1 g^{-1}_\epsilon(x)dx \right] = \left[ \frac{1}{2} \left( \epsilon^1 + \epsilon^2 \right), \frac{1}{2} \left( \epsilon^2 + \epsilon^3 \right) \right] 
\]  

(26)

\[
\text{EV}(\tilde{\epsilon}) = \frac{E_{1\epsilon} + E_{2\epsilon}}{2} = \frac{\epsilon^1 + 2\epsilon^2 + \epsilon^3}{4}.
\]  

(27)

According to the ranking method for any pair of fuzzy numbers \( \tilde{a} \) and \( \tilde{b} \), the degree in which \( \tilde{a} \) is bigger than \( \tilde{b} \) is defined as follows:

\[
\mu_M(\tilde{a}, \tilde{b}) = \begin{cases} 
  0, & E_{2b} - E_{1b} < 0 \\
  \frac{E_{1b} - E_{2b}}{E_{2b} - E_{1b} - (E_{2a} - E_{1a})}, & 0 \in \left[ E_{1b} - E_{2b}, E_{2a} - E_{1a} \right] \\
  1, & E_{2b} - E_{1b} > 0
\end{cases}
\]  

(28)

Additionally, according to the definition of fuzzy equations [56], for any pair of fuzzy numbers \( \tilde{a} \) and \( \tilde{b} \) it will be said that \( \tilde{a} \) is indifferent (equal) to \( \tilde{b} \) in degree of \( \alpha \) if the following relationships hold simultaneously:

\[
\tilde{a} \geq_{\alpha/2b} \tilde{b} , \tilde{a} \leq_{\alpha/2b} \tilde{b}. 
\]  

(29)

The above equations can be rewritten as follows:

\[
\frac{\alpha}{2} \leq \mu_M(\tilde{a}, \tilde{b}) \leq 1 - \frac{\alpha}{2}. 
\]  

(30)
Now, we consider the following fuzzy mathematical programming model in which all parameters are defined as triangular fuzzy numbers:

\[
\begin{align*}
\text{min} \quad & \tilde{c}^t x \\
\text{s.t.} \quad & \tilde{a}_i x \geq \tilde{b}_i, i = 1, \ldots, l \\
& \tilde{a}_i x = \tilde{b}_i, i = 1 + 1, \ldots, m \\
& x \geq 0
\end{align*}
\]  

(31)

According to [57], it is feasible in degree \( \alpha \). Equations (28) and (29) \( \tilde{a}_i x \geq \tilde{b}_i \) and \( \tilde{a}_i x = \tilde{b}_i \) are equivalent to the following ones, respectively:

\[
\frac{E_2^{\tilde{a}_i x} - E_1^{\tilde{b}_i}}{E_2^{\tilde{a}_i x} - E_1^{\tilde{b}_i}} \geq \alpha, i = 1, \ldots, l
\]

(32)

\[
\frac{E_2^{\tilde{a}_i x} - E_1^{\tilde{b}_i}}{E_2^{\tilde{a}_i x} - E_1^{\tilde{b}_i}} \leq \frac{1}{2} - \frac{\alpha}{2}, i = l + 1, \ldots, m.
\]

(33)

These equations can be rewritten as follows:

\[
\begin{align*}
[(1 - \alpha)E_2^{\tilde{a}_i} + \alpha E_1^{\tilde{a}_i}] x & \geq \alpha E_2^{\tilde{b}_i} + (1 - \alpha) E_1^{\tilde{b}_i}, i = 1, \ldots, l \\
[\frac{1}{2} E_2^{\tilde{a}_i} + \frac{1}{2} E_1^{\tilde{a}_i}] x & \geq \frac{1}{2} E_2^{\tilde{b}_i} + \frac{1}{2} E_1^{\tilde{b}_i}, i = l + 1, \ldots, m \\
[\frac{1}{2} E_2^{\tilde{a}_i} + \frac{1}{2} E_1^{\tilde{a}_i}] x & \leq (1 - \frac{1}{2}) E_2^{\tilde{b}_i} + \frac{1}{2} E_1^{\tilde{b}_i}, i = l + 1, \ldots, m
\end{align*}
\]

(34)

Similarly, by using the ranking method, it can be proved that a feasible solution like \( x^0 \) is an \( \alpha \)-acceptable optimal solution of the model (31) if and only if for all feasible decision vectors say \( x \) such that \( \tilde{a}_i x \geq \tilde{b}_i, i = 1, \ldots, l \), and \( \tilde{a}_i x \approx \tilde{b}_i, i = l + 1, \ldots, m, x \geq 0 \), the following equation holds:

\[
\tilde{c}^t x \geq 1/2 \tilde{c}^t x^0.
\]

(35)

Therefore, \( x^0 \) is a better choice (with the objective of minimizing) at least in degree 1/2 as opposed to the other feasible vectors. The above equation can be rewritten as follows:

\[
\frac{E_2^{\tilde{x}} + E_1^{\tilde{x}}}{2} \geq \frac{E_2^{\tilde{x}^0} + E_1^{\tilde{x}^0}}{2}.
\]

(36)

Consequently, using the definition of expected interval and expected value of a fuzzy number, the equivalent crisp \( \alpha \)-parametric model of the model (31) can be written as follows:

\[
\begin{align*}
\text{min} \quad & EV(\tilde{c}) x \\
\text{s.t.} \quad & [(1 - \alpha)E_2^{\tilde{a}_i} + \alpha E_1^{\tilde{a}_i}] x \geq \alpha E_2^{\tilde{b}_i} + (1 - \alpha) E_1^{\tilde{b}_i}, i = 1, \ldots, l \\
& \frac{1}{2} E_2^{\tilde{a}_i} + \frac{1}{2} E_1^{\tilde{a}_i} x \geq \frac{1}{2} E_2^{\tilde{b}_i} + \frac{1}{2} E_1^{\tilde{b}_i}, i = l + 1, \ldots, m \\
& \frac{1}{2} E_2^{\tilde{a}_i} + \frac{1}{2} E_1^{\tilde{a}_i} x \leq (1 - \frac{1}{2}) E_2^{\tilde{b}_i} + \frac{1}{2} E_1^{\tilde{b}_i}, i = l + 1, \ldots, m \\
& x \geq 0
\end{align*}
\]

(37)

According to the above descriptions, the equivalent auxiliary crisp model of the M1 model can be formulated as M2:
\[
\begin{align*}
\text{min ECOF} & = \sum_j \frac{F_j^1 + 2F_j^2 + F_j^3}{4} X_j + \sum_k \frac{F_k^1 + 2F_k^2 + F_k^3}{4} X_k + \sum_l \frac{F_l^1 + 2F_l^2 + F_l^3}{4} X_l \\
& + \sum_m \frac{F_m^1 + 2F_m^2 + F_m^3}{4} X_m + \sum_n \frac{F_n^1 + 2F_n^2 + F_n^3}{4} X_n + \frac{U^1 + 2U^2 + U^3}{4} \\
& \ast (\sum_i \sum_j \sum_e D_{ij}^1 + 2D_{ij}^2 + D_{ij}^3) Q_{ije} + \sum_k \sum_j \sum_e D_{jk}^1 + 2D_{jk}^2 + D_{jk}^3 Q_{jke} + \sum_k \sum_l \sum_e D_{lk}^1 + 2D_{lk}^2 + D_{lk}^3 Q_{kle}
\end{align*}
\]

\[
\begin{align*}
\text{min LCOF} & = \sum_j \frac{R_j^1 + 2R_j^2 + R_j^3}{4} X_j + \sum_k \frac{R_k^1 + 2R_k^2 + R_k^3}{4} X_k + \sum_l \frac{R_l^1 + 2R_l^2 + R_l^3}{4} X_l \\
& + \sum_m \frac{R_m^1 + 2R_m^2 + R_m^3}{4} X_m + \sum_n \frac{R_n^1 + 2R_n^2 + R_n^3}{4} X_n + \frac{W_1 + 2W_2 + W_3}{4} \\
& \ast (\sum_i \sum_j \sum e D_{ij}^1 + 2D_{ij}^2 + D_{ij}^3) Q_{ije} + \sum_k \sum_j \sum e D_{jk}^1 + 2D_{jk}^2 + D_{jk}^3 Q_{jke} + \sum_k \sum_l \sum e D_{lk}^1 + 2D_{lk}^2 + D_{lk}^3 Q_{kle}
\end{align*}
\]

\[
\begin{align*}
\left(\frac{\alpha}{2}\right) Q_{le}^1 \leq \left(1 - \frac{\alpha}{2}\right) Q_{le}^2 & \leq \sum_j Q_{ije}, \forall i, e \\
\left(1 - \frac{\alpha}{2}\right) Q_{le}^3 + \frac{\alpha}{2} Q_{le}^2 & \geq \sum_j Q_{ije}, \forall i, e \\
\sum_j Q_{jke} = \sum_k Q_{kle} + \sum_m Q_{kme} & \leq \sum_m Q_{klm}, \forall k, e \\
\left[\left(\frac{\alpha}{2}\right) \frac{b_1^3 + b_2^3}{2} + \left(1 - \frac{\alpha}{2}\right) \frac{b_1^2 + b_2^2}{2}\right] \ast \sum_j Q_{jke} & \leq Q_{ke}, \forall k, e \\
\left[\left(1 - \frac{\alpha}{2}\right) \frac{b_1^3 + b_2^3}{2} + \left(\frac{\alpha}{2}\right) \frac{b_1^2 + b_2^2}{2}\right] \ast \sum_j Q_{jke} & \geq Q_{ke}, \forall k, e \\
\left[\left(\frac{\alpha}{2}\right) \frac{c_1^3 + c_2^3}{2} + \left(1 - \frac{\alpha}{2}\right) \frac{c_1^2 + c_2^2}{2}\right] \ast Q_{le} & \leq \sum_j Q_{lme}, \forall k, e \\
\left[\left(1 - \frac{\alpha}{2}\right) \frac{c_1^3 + c_2^3}{2} + \left(\frac{\alpha}{2}\right) \frac{c_1^2 + c_2^2}{2}\right] \ast Q_{le} & \geq \sum_j Q_{lme}, \forall k, e 
\end{align*}
\]
\[ \sum_{t} X_{nt} \leq 1, \forall n \] (49)

\[ \sum_{i} \sum_{e} Q_{ije} \leq \left[ a \left( \frac{H_{1j}^i + H_{2j}^i}{2} \right) + \left( 1 - \alpha \right) \frac{H_{3j}^i + H_{2j}^i}{2} \right] X_{j}, \forall j \] (50)

\[ \sum_{i} \sum_{e} Q_{jke} \leq \left[ a \left( \frac{H_{1j}^k + H_{2k}^j}{2} \right) + \left( 1 - \alpha \right) \frac{H_{3j}^k + H_{2j}^k}{2} \right] X_{k}, \forall k \] (51)

\[ \sum_{k} \sum_{e} Q_{kle} \leq \left[ a \left( \frac{H_{1j}^k + H_{2k}^l}{2} \right) + \left( 1 - \alpha \right) \frac{H_{3j}^k + H_{2j}^k}{2} \right] X_{l}, \forall l \] (52)

\[ \sum_{k} \sum_{e} Q_{kme} \leq \left[ a \left( \frac{H_{1j}^m + H_{2m}^k}{2} \right) + \left( 1 - \alpha \right) \frac{H_{3j}^m + H_{2j}^m}{2} \right] X_{m}, \forall m \] (53)

\[ \sum_{k} \sum_{e} Q_{knte} \leq \left[ a \left( \frac{H_{1j}^m + H_{2m}^n}{2} \right) + \left( 1 - \alpha \right) \frac{H_{3j}^m + H_{2j}^m}{2} \right] X_{nt}, \forall n, t \] (54)

\[ Q_{ije}, Q_{jke}, Q_{kle}, Q_{kme}, Q_{knte}, Q_{ke} \geq 0 \] (55)

\[ X_{j}, X_{k}, X_{l}, X_{m}, X_{nt} \in \{0, 1\}, \forall j, k, l, m, n, t. \] (56)

### 4.2. Multi-Objective Planning Solution Method

Increasingly, research focuses on multi-objective optimization and balancing rather than on considering only a single objective.

#### 4.2.1. Lp-Metric Method

This method minimizes the distance of the objective function in a multi-objective model [58]. In other words, it tries to minimize the distance of the objective function value from the ideal point, as shown in Equation (57):

\[
\begin{align*}
\min & \left[ \sum \left( w_{j} \left| f_{j} - f_{j}^* \right| \right) \right]^{1/p} \\
\text{s.t.} & \\
& w_{1} + w_{2} = 1; w_{1}, w_{2} \geq 0
\end{align*}
\] (57)

Here, \( w_{j} \) denotes the weights of the \( j \)th objective function value and \( p \) denotes the degree of emphasis on the deviation \((1 < p < \infty)\). In this study, the value of \( p \) was taken as 1. Weights are given so that the sum of the \( w_{j} \) is 1. The \( f_{j}^* \) value shows the optimum value that the \( j \)th objective function value can take when considered individually.

#### 4.2.2. Weighted Sum Method

In the weighted sum method, a weight \( w_{j} \) is assigned to each objective function \( j \) and the weighted sum of objectives is minimized, as shown in Equation (58):

\[
\begin{align*}
\min & \sum_{j} w_{j} * f_{j}(x) \\
\text{s.t.} & \\
& \sum_{j} w_{j} = 1
\end{align*}
\] (58)

This approach obtains the non-dominated solution by trying different weights \( w_{j} \). The weighted sum method has been extended using a linear membership function with normalization [59]. In this case, the objective function is normalized and takes values
between 0 and 1. The main goal of the weighted sum method is to maximize the satisfaction of both objectives by obtaining the best classification result. The goal is to maximize the total satisfaction value of both objectives simultaneously. \( f_1^{\text{max}}, f_1^{\text{min}}, f_2^{\text{max}}, f_2^{\text{min}} \) denote the value of the function that maximizes and minimizes objective 1, \( f_2^{\text{max}}, f_2^{\text{min}} \) denote the value of the function that maximizes and minimizes objective 2. The satisfaction of objective 1 is \( \delta_1 \), and the satisfaction of objective 2 is \( \delta_2 \), as shown in Equation (59):

\[
\text{MaxSL} = \sum_{j} w_j * \delta_j
\]

s.t.
\[
\delta_1 \leq \frac{(f_1^{\text{max}} - f_1)}{(f_1^{\text{max}} - f_1^{\text{min}})} \cdot \delta_2 \leq \frac{(f_2^{\text{max}} - f_2)}{(f_2^{\text{max}} - f_2^{\text{min}})}
\]

\( \delta_1, \delta_2 \leq 1 \)
\[ \sum_{j} w_j = 1 \]  

4.2.3. Improved Fuzzy Interactive Solution Method

This paper used an interactive fuzzy planning method with priority control. The proposed model is a single-phase interactive fuzzy programming approach that has a max-min term and a compensatory term with a priority constraint. The detailed steps of the fuzzy interaction solution method are as follows:

**Step 1:** Given the confidence level \( \alpha \), solve the positive ideal solution \( \alpha PIS \) and the negative ideal solution \( \alpha NIS \) for the two objectives of model M2, respectively.

1. In the TH method, the maximum and minimum values of single-objective optimization are solved separately and used to represent the respective ideal solutions as shown in Equation (60), which requires four calculations.

\[
f_1^{\alpha \text{PIS}} = \min f_1, \quad f_1^{\alpha \text{NIS}} = \max f_1, \quad f_2^{\alpha \text{PIS}} = \min f_2, \quad f_2^{\alpha \text{NIS}} = \max f_2.
\]  

(60)

2. This paper solved the minimum values of carbon emissions and costs in single-objective optimization separately to represent the respective positive and negative ideal solutions. The positive and negative ideal solutions of each objective are shown in Equation (61). Equation (61) is the optimal solution for the minimum cost value and the optimal solution for the minimum carbon emission value.

\[
f_1^{\alpha \text{PIS}} = \min f_1, \quad f_2^{\alpha \text{PIS}} = \min f_2, \quad f_1^{\alpha \text{NIS}} = f_1(x_1^{\alpha \text{PIS}}), \quad f_2^{\alpha \text{NIS}} = f_2(x_1^{\alpha \text{PIS}}).
\]  

(61)

Compared with the TH method, the method in this paper can reduce the carbon emission objective search space \( [f_1^{\alpha \text{PIS}}, f_1^{\alpha \text{NIS}}] \), the cost objective search space \( [f_2^{\alpha \text{PIS}}, f_2^{\alpha \text{NIS}}] \), and the computational effort, thus improving the solution efficiency.

**Step 2:** Determine a linear membership function for each objective function as follows:

\[
\mu_1(x) = \begin{cases} 
1, & f_1 < f_1^{\alpha \text{PIS}} \\
\frac{f_1^{\alpha \text{NIS}} - f_1}{f_1^{\alpha \text{NIS}} - f_1^{\alpha \text{PIS}}}, & f_1^{\alpha \text{PIS}} \leq f_1 \leq f_1^{\alpha \text{NIS}} \\
0, & f_1 > f_1^{\alpha \text{NIS}}
\end{cases}
\]  

(62)

\[
\mu_2(x) = \begin{cases} 
1, & f_2 < f_2^{\alpha \text{PIS}} \\
\frac{f_2^{\alpha \text{NIS}} - f_2}{f_2^{\alpha \text{NIS}} - f_2^{\alpha \text{PIS}}}, & f_2^{\alpha \text{PIS}} \leq f_2 \leq f_2^{\alpha \text{NIS}} \\
0, & f_2 > f_2^{\alpha \text{NIS}}
\end{cases}
\]  

(63)

where \( \mu_h(x) \) denotes the satisfaction degree of \( h_{th} \) objective function.

**Step 3:** Transform the multi-objective model M2 into the following single-objective model M3, as follows:
(1) TH aggregation function:

\[
\max \lambda(x) = \gamma \lambda_0 + (1 - \gamma) \sum_{h=1}^{2} \theta_h \mu_h(x)
\]

s.t. \( x \in F(x), \theta_1 + \theta_2 = 1, \lambda_0, \gamma, \theta_1, \theta_2 \in [0, 1] \) \hfill (64)

where \( F(x) \) is the domain of feasible solutions constituted by the constraints of the clear equivalence model; \( \lambda_0 = \min \{ \mu_h(v) \} \) denotes the minimum satisfaction degree of objectives, respectively. This formulation has a new achievement function defined as a convex combination of the lower bound for satisfaction degree of objectives (\( \lambda_0 \)), and the weighted sum of these achievement degrees (\( \mu_h(v) \)) to ensure yielding an adjustably balanced compromise solution. Moreover, \( \theta_h \) and \( \gamma \) indicate the relative importance of the \( h \)-th objective function and the coefficient of compensation, respectively. The \( \theta_h \) parameters are determined by the DM based on her/his preferences such that \( \sum_h \theta_h = 1, \theta_h > 0 \). Additionally, \( \gamma \) controls the minimum satisfaction level of objectives as well as the compromise degree among the objectives implicitly.

(2) Improved aggregation function:

The first priority objective and the last priority objective are determined. The adjustment term of the TH fuzzy method is modified by defining the weight of the first priority objective as equal to 1, and the coefficient of the weight of the other objectives is 0. The coefficient of compensation is set only for the first priority objective, eliminating the weight constraint in the TH fuzzy method.

\[
\max \lambda(x) = \gamma \lambda_0 + (1 - \gamma) \mu_1(x)
\]

s.t. \( \lambda_0 \leq \mu_h(x) \ h = 1, \cdots, n \)
\[
\mu_1(x) \geq \lambda_1, \mu_n(x) \geq a^*_n
\]

\( x \in F(x), \lambda_0, a^*_n \in [0, 1], and \gamma \in (0, 1) \) \hfill (65)

where \( F(x) \) is the domain of feasible solutions constituted by the constraints of M2; \( \lambda_0 \) denotes the minimum satisfaction level of all objective functions, and \( \lambda_1 \) is the minimum satisfaction level of the first priority objective; \( \gamma \) is the coefficient of compensation of all objectives; \( a^*_n \) is the minimum satisfaction level of the last priority objective.

**Step 4**: Define the coefficient of compensation (\( \gamma \)) and the minimum satisfaction (\( a^*_n \)) and solve the proposed model. To find the balanced solution, \( a^*_n \) define 0.5 and the coefficient of compensation \( \gamma \) is 0.99. Then, \( \mu_n(x) \) obtain the value of the membership function of the last priority objective as the upper bound of the \( a^*_n \). If the equilibrium solution is satisfactory, then stop. Otherwise, proceed to Step 5.

**Step 5**: Interactively update the coefficient of compensation and the minimum satisfaction. If the coefficient of compensation is zero, then the model would not have a minimum satisfaction level for all objective functions and would solve only the first priority objective function. The solution would not compensate for each objective and an efficient solution would not be guaranteed. Moreover, if the coefficient of compensation is equal to one, it is a max-min model. So, \( \gamma \) should be greater than zero and less than one. The value of the membership function \( \mu_n(x) \) of the last priority objective obtained in Step 4 is used as the upper bound of the \( a^*_n \). Therefore, the value of \( a^*_n \) is adjusted between \( (0, \mu_n(x)] \) and the value of \( \gamma \) is adjusted in the range of \((0,0.99]\) and, then, the valid solution is found. If the DM is satisfied with the obtained solution, the current solution is the optimal solution and the current solution is also the optimal solution, then the calculation stops; otherwise, the values of \( \gamma \) and \( a^*_n \) are changed to define other valid solutions according to the DM’s preferences for economic and environmental objectives, \( a \) values are increased or decreased according to the confidence level expected by the DM, and Step 5 or Step 1 is turned.
In summary, the method for solving the fuzzy multi-objective model in this paper is shown in Figure 2:

- Start
- Given the α-level, solve the positive ideal solution (PIS) and the negative ideal solution (NIS) for the two objectives
- Determine linear membership function for each objective function
- Determine the first and last priority objectives
- Transforming a multi-objective model to a single-objective model using aggregation function.
- Define the compensation coefficient and minimum satisfaction, and solve the single objective model
- Are DMs satisfied with the results?
  - N: Updated α-level, compensation coefficient and minimum satisfaction
  - Y: Stop

Figure 2. The flowchart of the proposed method.

5. Numerical Experiments

5.1. Data Generation

As shown in Figure 3, there are six recycling markets, five replacement point candidates, four testing center candidates, two remanufacturing center candidates, three energy storage center candidates, and three disposal center candidates in the RLN of WEVBs in Tianjin. Two kinds of WEVBs are recycled, and two technologies are used in the disposal centers.
To generate the triangular fuzzy parameters, based on Lai and Hwang [49], the three prominent points (i.e., the most likely, the most pessimistic, and the most optimistic values) are estimated for each imprecise parameter. To do so, each parameter’s most likely ($\varepsilon^2$) value is first generated randomly (using the uniform distributions specified in Table 4). When the proposed crisp model is used, the corresponding crisp value is assumed to equal the most likely value for all parameters. After that, without loss of generality two random numbers ($r_1, r_2$) are generated between 0.2 and 0.8 using uniform distribution, and the most pessimistic ($\varepsilon$) and optimistic ($\varepsilon^1$) values of a fuzzy number ($\varepsilon^3$) are calculated as follows:

$$\varepsilon^3 = (1 + r_1)\varepsilon^2, \varepsilon^1 = (1 - r_1)\varepsilon^2.$$ 

**Table 4.** Parameters range.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Corresponding Random Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_j, F_k, F_l, F_m, F_{nt}$ (Y)</td>
<td>$U (1,500,000–3,700,000)$</td>
</tr>
<tr>
<td>$O_{jer}, O_{ker}, O_{他认为}, O_{ına}$ (Y)</td>
<td>$U (500–2500)$</td>
</tr>
<tr>
<td>$H_j, H_k, H_l, H_{nt}$ (ton)</td>
<td>$U (25–60)$</td>
</tr>
<tr>
<td>$R_j, R_k, R_l, R_{nt}$ (kg)</td>
<td>$U (5000–8500)$</td>
</tr>
<tr>
<td>$S_{jer}, S_{ker}, S_{他认为}, S_{ına}$ (kg)</td>
<td>$U (10–120)$</td>
</tr>
<tr>
<td>$D_{ij}, D_{jk}, D_{kl}, D_{nt}$ (km)</td>
<td>$U (15–20)$</td>
</tr>
<tr>
<td>$Q_{r1}$, $Q_{r1}$, $Q_{r1}$, $Q_{r1}$ (ton)</td>
<td>$U (10–15)$</td>
</tr>
<tr>
<td>$b_{e1}$</td>
<td>$U (0.67–0.73)$</td>
</tr>
<tr>
<td>$b_{e2}$</td>
<td>$U (0.67–0.73)$</td>
</tr>
<tr>
<td>$c_{e1}$</td>
<td>$U (0.27–0.43)$</td>
</tr>
<tr>
<td>$c_{e2}$</td>
<td>$U (0.45–0.5)$</td>
</tr>
</tbody>
</table>

Figure 3. Proposed construction of logistics facilities.
For large operating truck transportation (load: 4–8 tons), the fuel consumption is about 19.04–25.37 L/100 km; therefore, according to the carbon emission density of diesel fuel 0.848 kg/L, the emission factor of CO$_2$ can be obtained as about 0.514 kg/km [60]. According to the China Road Freight Transport Price Index released by the Ministry of Transport, it is known that the average transportation cost of an ordinary truck is about 0.33 yuan/ton/km, since ordinary trucks are considered to transport WEVBs. According to the average battery recycling price, waste lithium iron phosphate batteries are about 4000 yuan/ton and waste ternary batteries are about 8900 yuan/ton. The confidence level $\alpha$ was set to 0.9 and other parameters were set as shown in Table 4.

5.2. Analysis of the Solution Process

This paper solved this problem on a computer with AMD (R) Core (TM) R5-5625U CPU @ 2.30 GHz RAM 16.00 GB 64-bit, Windows 11. The mathematical model was solved with the Lingo 18.0 software. The positive ideal solution ($\alpha$PIS) and negative ideal solution ($\alpha$NIS) for the two objectives of the problem were calculated as follows:

\[
\begin{align*}
\alpha^\text{PIS}_1 &= 30035870, \\
\alpha^\text{NIS}_1 &= 27402270, \\
\alpha^\text{PIS}_2 &= 105806, \\
\alpha^\text{NIS}_2 &= 111719. 
\end{align*}
\]

Therefore, the linear membership functions of the two objectives are:

\[
\begin{align*}
\mu_1(x) &= \begin{cases} 
1, & f_1 < 27402270 \\
\frac{30035870 - f_1}{30035870 - 27402270}, & 27402270 \leq f_1 \leq 30035870 \\
0, & f_1 > 30035870
\end{cases} \quad (67)
\end{align*}
\]

\[
\begin{align*}
\mu_2(x) &= \begin{cases} 
1, & f_2 < 105806 \\
\frac{111719 - f_2}{111719 - 105806}, & 105806 \leq f_2 \leq 111719 \\
0, & f_2 > 111719
\end{cases} \quad (68)
\end{align*}
\]

The interactive fuzzy planning with priority control is shown in Equation (69):

\[
\begin{align*}
\max & \quad \lambda(x) = \gamma \lambda_0 + (1 - \gamma) \lambda_1 \\
\text{s.t.} & \quad \lambda_0 \leq \mu_h(x) \quad h = 1, 2 \\
& \quad \mu_1(x) \geq \lambda_1 \\
& \quad \mu_2(x) \geq \lambda^*_2 \\
& \quad x \in F(x), \quad \lambda_0, \lambda^*_2 \in [0, 1], \text{ and } \gamma \in (0, 1)
\end{align*}
\]

Taking carbon emission as the first priority objective, when the minimum satisfaction level $\lambda^*_1$ is 0.5 and the coefficient of compensation $\gamma$ is 0.9, $\mu_1(x)$ is 0.575. Its value is used as the upper bound of the $\lambda^*_1$. The results of the coefficient of compensation and minimum satisfaction of the interactive adjustment are shown in Tables 5 and 6.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\mu_1$ (%)</th>
<th>$\mu_2$ (%)</th>
<th>$F_1(x)$</th>
<th>$F_2(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>11.52</td>
<td>95.73</td>
<td>29,833,500</td>
<td>105,867</td>
</tr>
<tr>
<td>0.2</td>
<td>11.52</td>
<td>95.73</td>
<td>29,833,500</td>
<td>105,867</td>
</tr>
<tr>
<td>0.3</td>
<td>11.52</td>
<td>95.73</td>
<td>29,833,500</td>
<td>105,867</td>
</tr>
<tr>
<td>0.4</td>
<td>49.46</td>
<td>70.89</td>
<td>28,733,400</td>
<td>107,527</td>
</tr>
<tr>
<td>0.5</td>
<td>53.29</td>
<td>67.55</td>
<td>28,632,380</td>
<td>107,725</td>
</tr>
<tr>
<td>0.6</td>
<td>53.29</td>
<td>67.55</td>
<td>28,632,380</td>
<td>107,725</td>
</tr>
<tr>
<td>0.7</td>
<td>57.53</td>
<td>59.47</td>
<td>28,525,810</td>
<td>108,185</td>
</tr>
<tr>
<td>0.8</td>
<td>57.64</td>
<td>57.64</td>
<td>28,520,770</td>
<td>108,202</td>
</tr>
<tr>
<td>0.9</td>
<td>57.64</td>
<td>57.64</td>
<td>28,520,770</td>
<td>108,202</td>
</tr>
</tbody>
</table>
Table 6. Two objective satisfaction and function values when $\gamma = 0.1, a_1^*(\Delta 0.1)$.

<table>
<thead>
<tr>
<th>$a_1^*$</th>
<th>$\mu_1$ (%)</th>
<th>$\mu_2$ (%)</th>
<th>$F_1(x)$</th>
<th>$F_2(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>11.52</td>
<td>95.73</td>
<td>29,833,500</td>
<td>105,867</td>
</tr>
<tr>
<td>0.2</td>
<td>34.04</td>
<td>73.57</td>
<td>29,139,460</td>
<td>107,369</td>
</tr>
<tr>
<td>0.3</td>
<td>41.72</td>
<td>72.59</td>
<td>28,937,090</td>
<td>107,427</td>
</tr>
<tr>
<td>0.4</td>
<td>53.29</td>
<td>67.55</td>
<td>28,632,380</td>
<td>107,725</td>
</tr>
<tr>
<td>0.5</td>
<td>57.18</td>
<td>60.11</td>
<td>28,529,930</td>
<td>108,165</td>
</tr>
<tr>
<td>0.575</td>
<td>57.64</td>
<td>57.64</td>
<td>28,520,770</td>
<td>108,202</td>
</tr>
</tbody>
</table>

Table 5 shows that the $\gamma$ value affects the balanced and unbalanced solutions and, if a balanced solution is needed, a high value of the coefficient of compensation should be assigned. When the value of $\gamma$ is 0.8–0.9 and they are close to each other, indicating that the two objectives of economic and environmental are relatively balanced. The interaction can be stopped if the DM is satisfied and the optimal solution is output. Table 6 shows the minimum satisfaction level of the economic objective, and the value of $a_1^*$ affects the direction of the solution. If the value of $a_1^*$ is small, it means that the influence of the economic objective on the solution is small and the solution is directed to the environmental objective solution; if the value of $a_1^*$ is large, it indicates the influence of the economic objective on the solution is large.

5.3. Experiment Analysis

5.3.1. Analysis of Results

Set the coefficient of compensation $\gamma = 0.9$ and the minimum satisfaction $a_1^* = 0.5$ when the DM can obtain a relatively balanced solution. The objective cost value is 28,520,770 yuan, and the carbon emissions are 108,202 kg. Figure 4 shows the location of logistics facilities at various levels and the number of different kinds of WEVBs handled. Figures 5 and 6 show the costs and carbon emissions ratio of the total process accounted for by each link in the WEVB recycling process.

![Figure 4](image-url)  
**Figure 4.** Siting of logistics facilities at all levels and the number of different kinds of WEVBs handled.
5.3.2. Parametric Impact Analysis

Since the recycling quantity and the ratio of echelon-use are uncertain, which largely affects the layout of the logistics network and facility construction, the range of their values is now deflated, and the perturbation changes of the optimal solution of the model are obtained within the specified step. As the massive retirement of WEVBs under the warranty period and the lifetime constraint will lead to a significant increase in the future recycling volume, the value of recycling quantity is changed in the range of [0, +20%] with a step of 5%; since the echelon-use technology largely determines the sustainable development level of WEVB recycling industry, the value of the echelon-use ratio is changed in the range of [−10%, +10%] with a step of 5%. The results are shown in Figure 6.
The results show that, with the increment of recycling quantity, the number of WEVBs in the RLN increases and the costs and carbon emissions increase accordingly; with the increment of the ratio of echelon-use, the number of WEVBs shipped to echelon-use enterprises increases, and the costs and carbon emissions decrease subsequently because the costs and carbon emissions of echelon-use are smaller than those of regeneration.

5.4. Model Comparison

The RLND model with a single cost or carbon emission objective was introduced and compared with the optimization results of the multi-objective model constructed in this paper.

As can be seen from Table 7, the single-objective model can achieve the optimal value on a single objective compared to the multi-objective model. Still, on the other hand, the aspect performs worse. If only the cost single objective is considered, its cost is the smallest, but the carbon emissions are larger, and the disposal centers all choose the lower cost of pyrometallurgy. On the contrary, when the DM wants to optimize the carbon emission objective, the solution will determine the technology and facilities with more minor carbon emissions, and the costs will increase at this time. In this paper, the RLN model considering carbon emissions can significantly reduce the carbon emissions of the network by increasing the initial network construction cost by a small amount, effectively considering both economic and environmental objectives.

Table 7. Comparison of optimization results with the single-objective model.

<table>
<thead>
<tr>
<th>Model</th>
<th>$F_1(x)$</th>
<th>$F_2(x)$</th>
<th>Disposal Center</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model</td>
<td>28,520,770</td>
<td>108,202</td>
<td>N(1)</td>
<td>Hydrometallurgy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N(2)</td>
<td>Pyrometallurgy</td>
</tr>
<tr>
<td>Cost single objective model</td>
<td>27,402,270</td>
<td>111,719</td>
<td>N(1)</td>
<td>Hydrometallurgy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N(2)</td>
<td>Pyrometallurgy</td>
</tr>
<tr>
<td>Carbon emission single objective model</td>
<td>30,035,870</td>
<td>105,806</td>
<td>N(1)</td>
<td>Hydrometallurgy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N(3)</td>
<td>Hydrometallurgy</td>
</tr>
</tbody>
</table>

5.5. Comparative Analysis of Methods
5.5.1. Comparison of Non-Interactive Methods

The deviation index indicates the rational state of each solution concerning the respective ideal and lowest points [61]. Thus, the deviation index is a criterion that indicates the suitability of a particular decision technique for a given optimization problem. The smaller the value it obtains, the more appropriate the technique is. Therefore, it is necessary to calculate the deviation of the results obtained by different decision methods concerning the ideal and minimum points, as shown in Equation (70):

$$\text{deviation index} = \frac{\sqrt{\sum_{j=1}^{n} (f_j - f_j^{\text{ideal}})^2}}{\sqrt{\sum_{j=1}^{n} (f_j - f_j^{\text{ideal}})^2} + \sqrt{\sum_{j=1}^{n} (f_j - f_j^{\text{non-ideal}})^2}}$$

where $f_j^{\text{ideal}}, f_j^{\text{non-ideal}}$ denotes the value of the objective function $f_j$ at the ideal and non-ideal points.

From Tables 8 and 9, the average deviation index of the Lp-metric method is lower than that of the weighted sum method, indicating that the non-interactive Lp-metric method can be chosen for this optimization model decision.

5.5.2. Comparison of Interactive Methods

• Comparison of effective solution numbers

Table 10 compares the results of interactive fuzzy planning with priority control and TH methods. At $\gamma$ values from 0.1 to 0.9, the interactive fuzzy planning with a priority-
controlled method can calculate multiple solutions based on the satisfaction of the last priority objective. The TH fuzzy method solves this by adjusting the coefficient of the weight of each objective by adding 0.1. The interactive fuzzy planning with priority control can produce eight valid solutions, more than TH fuzzy methods, as shown in Figure 7.

Table 8. Deviation index of weighted sum method with different coefficients of weight.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Value of the Objective Function</th>
<th>Deviation Index (Weighted Sum Method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₁</td>
<td>W₂</td>
<td>F₁(x)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>27,402,270</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>27,414,470</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>27,414,560</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>27,414,560</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>27,628,550</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>28,632,380</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>29,833,500</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>29,833,500</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>29,833,500</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>30,035,870</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>30,035,870</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>28,679,912</td>
</tr>
</tbody>
</table>

Table 9. Deviation index of Lp-metric method with different coefficients of weight.

<table>
<thead>
<tr>
<th>Weight</th>
<th>Value of the Objective Function</th>
<th>Deviation Index (Lp-Metric Method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₁</td>
<td>W₂</td>
<td>F₁(x)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>27,402,270</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>27,412,790</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>27,414,470</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>27,414,560</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4</td>
<td>27,628,550</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>28,632,380</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>29,833,400</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>29,833,500</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>29,833,500</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>30,035,870</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>30,035,870</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>28,250,184</td>
</tr>
</tbody>
</table>

Table 10. The valid solutions of the proposed method and the TH method.

<table>
<thead>
<tr>
<th>Proposed Method</th>
<th>TH Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₁(x)</td>
<td>F₂(x)</td>
</tr>
<tr>
<td>1</td>
<td>29,833,500</td>
</tr>
<tr>
<td>2</td>
<td>29,139,460</td>
</tr>
<tr>
<td>3</td>
<td>28,139,090</td>
</tr>
<tr>
<td>4</td>
<td>28,733,400</td>
</tr>
<tr>
<td>5</td>
<td>28,632,380</td>
</tr>
<tr>
<td>6</td>
<td>28,529,930</td>
</tr>
<tr>
<td>7</td>
<td>28,525,810</td>
</tr>
<tr>
<td>8</td>
<td>28,520,770</td>
</tr>
</tbody>
</table>
Comparison of CPU time

The proposed model was tested on nine different numerical experiment scales. The computation time of the proposed model is shown in Table 11. The CPU times of all the numerical experiments solved using the method of this paper, the TH method, are shown in Figure 8. It can be seen from Figure 8 that the CPU time of both methods changes slightly as the problem size increases. In addition, the results show that the method proposed in this paper outperforms the TH method in this research model and can solve large-scale problems in a reasonable and faster time.

Table 11. Numerical experiment scale.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Numerical Experiments</th>
<th>Recycling Markets</th>
<th>Replacement Points</th>
<th>Testing Centers</th>
<th>Remanufacturing Centers</th>
<th>Energy Storage Centers</th>
<th>Disposal Centers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Medium</td>
<td>5</td>
<td>15</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>17</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>20</td>
<td>18</td>
<td>16</td>
<td>14</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Large</td>
<td>8</td>
<td>25</td>
<td>23</td>
<td>21</td>
<td>19</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>30</td>
<td>28</td>
<td>26</td>
<td>24</td>
<td>25</td>
<td>24</td>
</tr>
</tbody>
</table>

Figure 8. Comparison of CPU time between the proposed and TH method under different numerical experiment scales.
6. Conclusions

In this paper, we studied the design of an SRLN for WEVBs from the perspective of sustainable development, with two objectives minimizing costs and carbon emissions. A generic and practical network structure was proposed to support multiple recycling options, such as remanufacturing, reuse, and regeneration, in a configuration consistent with the relationship between environmental protection and economic development. In addition, considering two kinds of WEVB in RLN and two technologies in the regeneration treatment stage shows practical implications in reality. Two non-interactive and two interactive methods were applied to solve the MOP problem, and interactive fuzzy programming with priority control was proposed to find a compromise solution that satisfies both objective functions simultaneously to find the global optimal value for the model. In addition, numerical experiments compared the proposed MOP methods in detail, and the results illustrate the feasibility of the proposed models and solutions.

From the perspective of management decisions, this paper provided theoretical guidance and a decision basis for the layout of the reverse logistics network of WEVBs. It provided strategic and tactical references for achieving sustainable development while improving the economic efficiency of enterprises. From the analysis, it can be concluded that the level of echelon-use of WEVBs greatly influences the reduction of logistics network costs and carbon emissions. Usually, the echelon-use relies heavily on rapid sorting technology, and a large amount of traceability information is required in this process. However, most of this information is stored by upstream companies, such as battery production information from battery manufacturers and battery operation information from electric vehicle manufacturers. Considering the different interests of all companies, it is still very difficult to share this information adequately. Therefore, development of the recycling of WEVBs requires continuous policy guidance and pilot work.

Future work will focus on the design of closed-loop logistics networks for WEVB considering front-end forward logistics and, for large stochastic mixed-integer planning, some advanced solution methods, i.e., metaheuristic algorithms, should be developed to improve computational efficiency and effectiveness.
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