Understanding Travel Mode Choice Behavior: Influencing Factors Analysis and Prediction with Machine Learning Method
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Abstract: Building a multimode transportation system could effectively reduce traffic congestion and improve travel quality. In many cities, use of public transport and green travel modes is encouraged in order to reduce the emission of greenhouse gas. With the development of the economy and society, travelers’ behaviors become complex. Analyzing the travel mode choices of urban residents is conducive to constructing an effective multimode transportation system. In this paper, we propose a statistical analysis framework to study travelers’ behavior with a large amount of survey data. Then, a stacking machine learning method considering travelers’ behavior is introduced. The results show that electric bikes play a dominant role in Jinan city and age is an important factor impacting travel mode choice. Travelers’ income could impact travel mode choice and rich people prefer to use private cars. Private cars and electric bikes are two main travel modes for commuting, accounting for 30% and 35%, respectively. Moreover, the proposed stacking method achieved 0.83 accuracy, outperforming the traditional multinomial logit (MNL) model and nine other machine learning methods.
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1. Introduction

Understanding the structure of travel modes among urban travelers plays a critical role in traffic planning, traffic management, traffic flow prediction, etc. The structure of travel modes is complicated and changeable due to many factors, such as population aging, economic growth and emerging transport modes [1–3]. In recent years, use of low-carbon travel modes, like public transport, bikes and walking, has been encouraged to reduce carbon emissions [4,5]. Previous studies have shown that there are many factors influencing the travel mode choices of travelers, like travel time, convenience, reliability, age, cost, the built environment and even epidemic diseases [6–9]. However, accurate prediction of the travel modes of urban residents according to sociodemographic and travel characteristics in terms of age, income, travel distance, etc., is a big challenge.

Generally, travelers’ mode choice is affected by various factors, including traffic facilities, public transport service quality and personal attributes. In many areas, transit-oriented development is encouraged by the provision of better travel services [10,11]. With the help of advanced information technology, customized shuttle transit is developed rapidly, which could reduce waiting times and provide personalized service [12]. Mobility as a service (MaaS) is a hotspot that incorporates multiple traffic modes to improve travel quality. MaaS attracts individuals who engage with public transport services, while private car users do not significantly adopt it [13]. Detecting travel mode choices is conducive to promoting the development of MaaS. In many countries, population aging is becoming serious and the number of elderly people is increasing rapidly. Studies show that young people and the elderly have different travel behavior [14].

Mode choice is an important step in traditional four-step modeling. Discrete choice models (DCMs), such as the binary logit (BL) model [15], MNL model [16], nested logit...
(NL) model [17] and mixed multinomial logit model [18], have been widely adopted to analyze travel mode choice behavior. In the majority of discrete choice models, individuals are typically assumed to be rational agents who select the option that offers the greatest utility. The utility is a function of both individual features and stochastic terms. Therefore, discrete choice models cannot offer exact predictions of the choices of individuals but assess the probability of each person choosing each substitute [19]. Structural equation modeling (SEM) can consider both observed and latent indicators, and it is a powerful tool to construct choice models [20–22]. Recently, the SEM-logit model has drawn much attention in the study of choice behavior by considering latent variable factors [23,24].

In recent years, machine learning methods based on big data have been widely applied in transportation fields, and they show high predictive performance that surpasses classic discrete choice models [25–27]. Existing studies have limitations. For example, the machine learning methods used are classic ones, which can outperform logit models. However, there is little research focused on mixing machine learning methods to enhance prediction accuracy. This paper tries to bridge these gaps. This paper compares the performances of the traditional MNL model and 10 machine learning methods: the support vector machine (SVM) method, classification and regression trees (CARTs), the random forest (RF) method, the gradient boosting decision tree (GBDT) method, adaptive boosting (AdaBoost), extreme gradient boosting (XGBoost), the light gradient boosting machine (LightGBM) method, hard voting, soft voting and stacking.

The contributions of this paper include three parts:

- It analyzes the characteristics of travelers and their behaviors;
- It provides a comprehensive introduction to machine learning classifiers;
- It proposes the stacking model, with which predictive performance is the best.

The rest of the paper is organized as follows. Section 2 introduces the relevant literatures. Section 3 introduces the methodology. Section 4 provides the data description. Section 5 provides the characteristics of the travel modes. Section 6 describes the model evaluation and comparison. Finally, Section 7 concludes the paper.

2. Literature Review

Travel mobility is a key component of travel characteristics that is conducive to understanding travelers’ behaviors. Previous studies mainly refer to model-based and data-driven methods. Model-based methods are concentrated on the structural equation model, discrete choice model and latent class model. Rafiq and McNally [28] used SEM to investigate the work tour behavior of transit commuters and determined that married men in low-density areas who own vehicles and have no children have a preference for simple work tours. Ding et al. [6] proposed an integrated structural equation model and DCM and found that higher accessibility is correlated with higher likelihood of choosing walking or cycling and distance to transit has a crucial effect on choosing public transport. Molin et al. [29] studied the multimodal travel groups and attitudes of Dutch travelers using a latent class cluster method and found that solo car drivers have more negative attitudes to transit and bikes. Zhang et al. [30] proposed a two-level nested logit model to examine the travel behavior of elderly individuals in Beijing and concluded that buses play a very significant role in motorized travel for this demographic.

Recently, data-driven methods have drawn much attention in detecting travel behaviors. Automatically collected big data (e.g., taxi GPS data, smart card data, bike-sharing data and mobile data) provide new insights into travel mobility and have been widely applied in transportation systems [31–34]. Faroqi et al. [35] measured the activity similarity among public transit riders based on smart card data and found that activity patterns are different on weekends than on weekdays. Zhang et al. [36] used taxi trajectory data to explore travel demand by grid divisions. Mobile phone data could record consecutive trajectories, which is valuable data for the study of travel behaviors. Bachir et al. [37] proposed a two-step semi-supervised learning method to identify transport modes and then studied the dynamic origin-destination flows.
There are various factors that influence travelers’ mode choices, like age, cost, travel time, etc. Studies show that travelers in households with more children are more likely to choose transit, walking or cycling [6]. Truong and Somenahalli [38] claimed that elderly people who avoid driving at peak hours are more likely to utilize public transport. Age was found to play a negative role in public transport usage for elderly people in most Western countries [39]. Jin and Yu [40] found that women 40 years old or more were less likely to use transit compared to men. Sun et al. [41] pointed out that the proportion of four-way intersections, road density and population density in residential areas are negatively correlated with driving probability. Nguyen et al. [42] claimed that senior people, students and unskilled laborers prefer to use buses. Mao et al. [43] found that there is a significant portion of commuters who show multimodal behaviors.

Logit-based models are the most popular model to study travelers’ travel mode choices. Ma et al. [44] proposed a nested logit joint model and found that rich people have a greater probability of commuting by taxi or driving alone. Li et al. [45] comparatively analyzed travel mode choice using logit and weibit models and showed that males prefer to travel by car more than females. Al-Salih and Esztergar-Kiss [46] proposed a multinomial logit model and a nested logit model with a utility function and found that trip distance was the most significant variable. The structural equation model is another widely used model to analyze relationships between variables. Faber et al. [47] found that public transport use is most strongly influenced by the built environment, while car and bike use is hardly influenced. Shin and Tilahun [48] studied travel behaviors of young adults using SEM and found that young households were more likely to live closer to the core of cities. The emerging machine learning methods have been proven to have better performance in analyzing travel mode choices. Zhao et al. [27] found that the random forest model exhibits notably higher prediction accuracy compared to the multinomial logit and mixed logit models.

In recent years, machine learning methods have attracted much attention for analyzing travel mode choice. Pineda-Jaramillo and Arbelaez-Arenas [49] compared different logit models and machine learning models and found that the optimized gradient boosting model outperformed the compared models. Mi et al. (2021) proposed a softmax regression machine learning algorithm to predict travel mode and the results showed that the prediction accuracy was higher than with the SVM and multinomial logit (MNL) models [50]. Salas et al. (2022) provided a systematic comparative evaluation of machine learning and discrete choice models and found that neural networks outperform other models, including the MNL, mixed multinomial logit (MMNL), K-nearest neighbor (KNN), SVM, random forest (RF) and XGBoost models [19]. Kashifi et al. (2022) proposed five machine learning methods to understand travelers’ mode choices and found that the light gradient boosting decision tree (LightGBDT) model surpassed other models [51]. Xia et al. (2023) developed a random effect Bayesian neural network (RE-BNN) framework considering the regional heterogeneity of travel behaviors to model travel mode preferences [52]. Elharoun et al. (2023) proposed deep neural networks (DNNs) to analyze the travel mode choices of people in Mansoura, Egypt, and found that they outperformed other machine learning classifiers [53]. Chen and Cheng (2023) proposed combinations of statistical/machine learning methods and six over/undersampling techniques to improve prediction performance [54].

The former studies show that the prediction accuracy of the MNL models is not high. These discrete choice models could not give exact predictions of which mode people would choose, but they gave the probability of each person’s choice. The recent studies show that machine learning is an effective alternative to predict travel modes. However, finding a more effective method is also challenging because the travel mode choice is complex. To fill this gap, this paper uses a stacking ensemble machine learning method, which combines different methods to create a powerful framework to enhance prediction accuracy.
3. Methodology

In this part, we introduce models used to predict different modes based on the characteristics of travelers’ trips. The methods of the multinomial logit model and seven single learning models are described. Then, ensemble machine learning classifiers are introduced.

3.1. Discrete Choice Model—Multinomial Logit (MNL) Model

The multinomial model is one of the most widely used discrete choice models for travel mode predictions. The MNL model assumes that the random components of the utility functions are independent of each other and obey the same extreme-value Gumbel distribution. Therefore, we suppose that individuals make their travel mode choices based on rational considerations; i.e., that they select a trip mode that will give them the highest utility. The utility function is shown in Equation (1).

\[ T_{ij} = x_i \beta_j + \epsilon_{ij} \quad (i = 1, 2, \ldots, n), \]  

where \( T_{ij} \) is the utility of the choice of mode \( j \) by the individual \( i \), \( x_i \) is the vector of individual attributes (e.g., sex, profession, trip distance), \( \beta_j \) is the vector of the parameters to be estimated and \( \epsilon_{ij} \) is the unobserved random error.

In terms of utility maximization and random utility theory, the individual \( i \) will choose the mode \( j \) if \( T_{ij} > T_{im} \). The probability of individual \( i \) choosing mode \( j \) is given by Equation (2).

\[ P_i(j) = P(T_{ij} > T_{im}), \quad (m \neq j), \]  

where \( m \) represents another mode.

Assuming that the error term \( \epsilon_{ij} \) is Gumbel-distributed and substituting Equation (1) into Equation (2), the probability of an individual \( i \) choosing the alternative \( j \) is obtained as shown in Equation (3).

\[ P_i(j) = \frac{\exp(x_i \beta_j)}{\sum_{m=1}^{J} \exp(x_i \beta_m)}, \]  

where \( J \) is the alternatives set.

3.2. Single Machine Learning Classifiers

In contrast with logit models, many machine learning models are non-parametric, which allows for a more flexible structure from the training data.

(1) Support vector machine

The SVM model is a linear binary classifier that finds a hyperplane capable of dividing the set of dissimilar data to the maximum extent. Its segmentation strategy is interval maximization, which can be transformed into an optimization algorithm for convex quadratic programming. Also, SVM models using a kernel function can solve nonlinear separable problems. The kernel function maps the problem from the original data to higher dimensions [55], where it is feasible to linearly separate training data into multiple groups. There are multiple hyperplanes that can separate the data, and the separating hyperplane with the largest geometric interval for the training set is called the maximum margin. Such a hyperplane that generalizes well has a better classification prediction ability for data because it not only classifies the data correctly but also separates the points that are close to the hyperplane with high enough certainty. It is possible to achieve multiclass classification by training a large number of binary classifiers, such as the one-vs-rest, one-vs-one, oriented acyclic graph and binary tree approaches.

(2) Decision tree

The decision tree is a kind of decision from a root node to a leaf node consisting of nodes and directed edges. The types of nodes are divided into two: inner nodes, which represent a test condition for a feature or attribute, and leaf nodes, which represent a classification. Different decision trees are generated according to different selection
branching functions, such as ID3, C4.5 and CARTs. CARTs work by dividing the attributes based on the Gini index, recursively dividing the sample into two subsets and finally generating a binary decision tree. The split criteria of ID3 and C4.5 are respectively the information gain and information gain ratio and involve a large number of logarithmic operations. The CART algorithm, which uses another metric called the Gini index to split the nodes, simplifies the model and retains the advantages of the entropy model. Equation (4) describes the Gini coefficient.

\[
Gini(t) = 1 - \sum_{n=1}^{N} [P(n|t)]^2,
\]

where \( P(n|t) \) is the probability of the node \( t \) being classified to the class \( n \), and \( N \) is the number of classes.

3.3. Ensemble Learning

In ensemble learning, the results of a variety of different classifiers are merged to take advantage of their complementarity with the hope that the entire ensemble prediction will be more accurate than the individual ones [56].

This algorithm can be broadly broken into two steps. The first is to build a range of individual learners. The second is to define a combination strategy to integrate these individual learners. Individual learners can generally be arbitrary machine learning models; e.g., decision tree models and support vector machine models.

There are two categories, homogeneous ensembles and heterogeneous ensembles, depending on the individual learners. Members of the homogeneous ensemble all use a single type of base learning method [57]. Bagging and boosting are two popular homogeneous ensemble models. On the other hand, members of the heterogeneous ensemble use different base learning algorithms. Voting and stacking are the commonly used methods in homogeneous ensembles.

(1) Bagging

Bagging, also known as bootstrap aggregation, is a parallel ensemble learning technique that is commonly used to reduce error by implementing a set of homogeneous ensemble methods. The core concept of bagging is to train multiple base learners separately with resampled training data to create a more accurate and stable model.

The random forest method is a bagging method that uses both bagging and feature randomness to construct a multitude of decision trees [58]. The CART model is the base learner of the random forest method. At first, \( N \) training samples (the training set size is \( N \)) are selected randomly and retained as the training set of each tree. This sampling method is called bootstrap sampling. Then, a subset of \( m (m < M) \) features (the feature dimension is \( M \)) is selected. Each tree grows to the maximum extent possible and there is no pruning process. The prediction result for classification is determined by majority voting.

(2) Boosting

Boosting is a serial ensemble learning algorithm that combines multiple weak learners in a sequence to form a strong learner. The key idea of boosting is to reassign the weights of samples, which gives more attention to the observations wrongly classified in the previous weak learner, to train the next weak learner [59]. Some popular types of boosting methods include AdaBoost, GBDT, XGBoost and LightGBM.

AdaBoost was the first boosting algorithm that could adaptively tweak the subsequent modeling process based on the results of the previous weak learner and consider the output of all weak learners. First, a decision tree is built from the full training sets. Then, the training weights are adaptively modified to give instances that mistakenly predict more weight and instances that properly predict less weight. The process goes on until the specified condition is met. The prediction result is the weighted average value of all weak learners, whose weight is also computed adaptively in the above process.
GBDT is similar to AdaBoost, but it influences the subsequent weak learners by fitting the residuals instead of modifying the sample weights [60]. More types of loss functions can be used by GBDT. XGBoost and LightGBM are wide implementations of these methods with significant extensions to enhance prediction accuracy and computing speed [61].

GBDT fits the residuals by using the negative gradient of the model on the data as an approximation of the residuals. XGBoost also fits the residuals on the data, but it approximates the model loss residuals with a Taylor expansion, while XGBoost improves the loss function of the model and adds a regular term for the model complexity.

Like XGBoost, LightGBM has many advantages, including sparse optimization, parallel training, multiple loss functions, regularization, bagging and early stopping. The major difference between the two methods is in the order in which the tree is expanded. XGBoost grows trees level-wise and row by row, as most other implementations do. In contrast, LightGBM grows trees leaf-wise (best first). It chooses the leaf with the maximum delta loss to grow.

(3) Voting

There are two kinds of voting models: hard voting and soft voting. Hard voting is defined as counting the number of occurrences of different categories, and the category with the highest number of occurrences is the voting result. Soft voting involves summing the probabilities under different categories, and the category with the highest probability is the voting result.

(4) Stacking

As an emerging algorithm, the stacking ensemble learning method has been applied in different fields with good results. The special feature of stacking is that it can integrate different kinds of models. For solving the classification problem, we present a stacking integrated framework with two layers as an example. In general, the first layer of the framework consists of multiple base classifiers, and the input of each base classifier is the training data. The second layer of the framework is the meta-classifier. The training data of the meta-classifier consist of the output of the first base classifier and the label of the original training data. Then, the meta-classifier is trained to get the final results. The structure of the stacking ensemble learning method is shown in Figure 1.

![Figure 1. Stacking ensemble learning method.](image_url)

4. Data Description

The data used in this study were the 2019 household travel survey data for Jinan, China, which represent 19,551 households, 38,133 members and 80,101 trips. Jinan is the capital city of Shandong province, which lies in the east of China. The household survey
data comprise four kinds of information: household information, household members’ information, information for trips made within the past 24 h for each household member and transit-related information for each member. The spatial distribution of the trips of the survey travelers is shown in Figure 2.

Figure 2. Spatial distribution of surveyed travelers and OD trips.

In this study, we merged the four kinds of information into one table, and the main fields are exhibited in Table 1. The travel modes related to the survey were bus, private car (PC), walking, taxi, electric bike (EB), motorcycle (MC), bike sharing (BS), subway and others. The travel purposes were investigated, which included commuting, going home, entertainment, shopping and dinner (SD), official business (OB), school, tour, picking up children (PUC), visiting friends (VF) and others.

Table 1. Main information for survey data.

<table>
<thead>
<tr>
<th>Fields</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traveler ID</td>
<td>1</td>
</tr>
<tr>
<td>Family ID</td>
<td>2</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
</tr>
<tr>
<td>Age</td>
<td>32</td>
</tr>
<tr>
<td>Administrative district</td>
<td>Lixia</td>
</tr>
<tr>
<td>Number of family members</td>
<td>2</td>
</tr>
<tr>
<td>Number of temporary residents</td>
<td>0</td>
</tr>
<tr>
<td>Home address</td>
<td>Xindongfang garden</td>
</tr>
<tr>
<td>Longitude of home address</td>
<td>117.118248</td>
</tr>
</tbody>
</table>
The data were preprocessed before use. The preprocessing was as follows: (1) the trips with missing information were removed; (2) the trips that were outside of the studied areas were removed; and (3) duplicated and erroneous data were removed.

5. Multimodal Travel Characteristics

In this study, we extracted the main attributes of travelers, including age, gender, personal monthly income (PMI), occupation, monthly transportation expenditure of the family (MTEF), frequency of transit use (FTU), number of family members (NFM), number of cars (NC), number of parking places (NPP), travel distance, travel mode, travel purpose, travel time and walking time to transit stop (WTTS). The data consisted of both continuous variables and a significant number of categorical variables. Furthermore, most of these categorical variables exhibited meaningful ordinal relationships among their categories. Tree models, which are commonly employed in the later stages of machine learning methods, typically do not require one-hot encoding for categorical variables, so this study adopted a label encoding approach for handling the categorical variables. In addition, for some variables, data binning was used to further enhance the representation of information within the dataset. We quantified some attributes that were not discrete values originally, as shown in Table 2. For example, we used “1” to represent males and “2” to represent females.
5.1. Travel Distances for Different Travel Modes

Figure 3 shows a violin plot of travel distances for different travel modes. The numbers in the figure are the total numbers of travelers using different travel modes. In Figure 3, buses, private cars and others show large ranges, and they are concentrated between 0 and 10 km. The average values for the travel distance were 5.19, 6.58 and 10.75 for buses, private cars and others. Moreover, the walking travel mode exhibited a small range and the average travel distance was 0.58 km. In addition, electric bikes were the most popular travel mode with the largest number of travelers. The average travel distance of an electric bike is 2.49 km, which is larger than for bike sharing and walking. In most cities in China, electric bikes have become a crucial travel mode due to their convenience and flexibility. Bike sharing is an important travel mode to connect transit stations. Most bike-sharing trips’ distances are within 5 km.

Table 2. Description of basic indicators.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Numeric Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male: 1; female: 2</td>
</tr>
<tr>
<td>Age</td>
<td>((0, 18]): 1; ((18, 24]): 2; ((24, 40]): 3; ((40, 60]): 4; ((60, 70]): 5; ((70, \infty]): 6</td>
</tr>
<tr>
<td>Personal monthly income (PMI)</td>
<td>((\text{CNY} 0, 3000]): 1; ((\text{CNY} 3000, 5000]): 2; ((\text{CNY} 5000, 7000]): 3; ((\text{CNY} 7000, 10,000]): 4; ((\text{CNY} 10,000, 15,000]): 5; ((\text{CNY} 15,000, \infty]): 6</td>
</tr>
<tr>
<td>Occupation</td>
<td>Clerk: 1; service industry employees: 2; science, education, culture and health workers: 3; government, enterprises and institutions: 4; workers: 5; retired people: 6; self-employed: 7; students: 8; unemployed people: 9; military and police: 10; production personnel in agriculture, forestry, animal husbandry, fishery and water conservancy: 11; other: 12</td>
</tr>
<tr>
<td>Monthly transportation expenditure of family (MTEF)</td>
<td>((\text{CNY} 0, 100]): 1; ((\text{CNY} 100, 500]): 2; ((\text{CNY} 500–900]): 3; ((\text{CNY} 900, 1400]): 4; ((\text{CNY} 1400–1800]): 5; ((\text{CNY} 1800–2200]): 6; ((\text{CNY} 2200, 2600]): 7; ((\text{CNY} 2600 , \infty]): 8</td>
</tr>
<tr>
<td>Travel distance</td>
<td>((0, 5 \text{ km}]): 1; ((5 \text{ km}, 10 \text{ km}]): 2; ((10 \text{ km}, 15 \text{ km}]): 3; ((15 \text{ km}, 20 \text{ km}]): 4; ((20 \text{ km}, 30 \text{ km}]): 5; ((30 \text{ km}, \infty]): 6</td>
</tr>
<tr>
<td>Travel mode</td>
<td>Bus: 1; private car: 2; walking: 3; taxi: 4; electric bike: 5; motorcycle: 6; bike sharing: 7; subway: 8; others: 9</td>
</tr>
<tr>
<td>Travel purpose</td>
<td>Commuting: 1; going home: 2; entertainment: 3; shopping and dinner: 4; official business: 5; school: 6; tour: 7; picking up children: 8; visiting friends: 9; others: 10</td>
</tr>
<tr>
<td>Travel time</td>
<td>((0, 10 \text{ min}]): 1; ((10 \text{ min}, 20 \text{ min}]): 2; ((20 \text{ min}, 30 \text{ min}]): 3; ((30 \text{ min}, 45 \text{ min}]): 4; ((45 \text{ min}, 60 \text{ min}]): 5; ((60 \text{ min}, \infty]): 6</td>
</tr>
<tr>
<td>Walking time to transit stop (WTTS)</td>
<td>((0, 5 \text{ min}]): 1; ((5 \text{ min}, 10 \text{ min}]): 2; ((10 \text{ min}, 15 \text{ min}]): 3; ((15 \text{ min}, 20 \text{ min}]): 4; ((20 \text{ min}, \infty]): 5</td>
</tr>
<tr>
<td>Frequency of transit use per week (FTUPW)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Main travel mode during the weekday (MTMDW)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of family members (NFM)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of temporary residents (NTR)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Administrative district</td>
<td>Actual value</td>
</tr>
<tr>
<td>Census register</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of fixed parking spaces (NFPS)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of cars (NC)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of bicycles (NB)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of electric bikes (NEB)</td>
<td>Actual value</td>
</tr>
<tr>
<td>Number of motorcycles (NM)</td>
<td>Actual value</td>
</tr>
</tbody>
</table>
5.2. Travel Flow Distributions of Different Travel Modes

To explore the temporal characteristics, we plotted the travel flow distributions of different travel modes in a day, as shown in Figure 4. The unit of the vertical axis is the number of travelers. We can see that most kinds of travel modes have two peaks in the morning (7:00–9:00) and afternoon (17:00–19:00). During the off-peak hours, trips by bus, electric bike and private car decrease sharply. However, we found that taxis have no obvious travel peaks compared with other travel modes because taxi users seldom travel for commuting.
5.3. Distributions of Basic Features

To understand the basic statistical characteristics of urban travelers, we plotted the distributions of indicators, as shown in Figure 5. Travelers’ age played a key role in traffic mode choice and other travel behaviors. Studies have shown the travel behaviors of the elderly (60+ years old) and younger people [62]. As can be seen in Figure 5b, 16.34% of people were elderly people, which implies that the city has an aging society. People’s income could impact the travel mode choice, and rich people preferred to use private cars. Figure 5c shows that most people’s income was concentrated between CNY 0 and 7000, and a small proportion of people earned more than CNY 1000. Figure 5e shows the distribution of monthly transportation expenditure by families, which exhibited a lognormal distribution. Figure 5h shows the distribution of travel purposes, indicating that “commuting” and “go home” were the main travel purpose, which accounted for 30.57% and 46.52%. Public transport is a green travel mode with low costs, which encourages many people to use it. Figure 5i indicates that most people could walk to the transit stop within 10 min. Figure 5j,k show that most families owned private cars and parking places, respectively.

Figure 5. Distributions of main indicators.

5.4. Travel Purposes Associated with Different Travel Modes

Travel purpose played a significant role in the travel mobility analysis. Table 3 shows the statistical results for the trip distance and proportions of travel modes with different travel purposes. Commuting was an essential travel purpose. Private cars and electric bikes were two main travel modes for commuting, accounting for 30% and 35%, respectively. Walking played a dominant role in entertainment and SD, while private cars were the primary choice for official business. Bus was the main option for school and VF. We can see that travelers had different predilections for different travel purposes.

Table 3. Trip distance and travel mode distributions for different purposes.
Table 3. Trip distance and travel mode distributions for different purposes.

<table>
<thead>
<tr>
<th>Trip Purpose</th>
<th>Trip Distance</th>
<th>Proportions of Travel Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min.</td>
<td>Max</td>
</tr>
<tr>
<td>OB</td>
<td>0.06</td>
<td>45.4</td>
</tr>
<tr>
<td>School</td>
<td>0.15</td>
<td>34.2</td>
</tr>
<tr>
<td>Tour</td>
<td>0.07</td>
<td>46.5</td>
</tr>
<tr>
<td>PUC</td>
<td>0.06</td>
<td>48.0</td>
</tr>
<tr>
<td>VF</td>
<td>0.06</td>
<td>42.4</td>
</tr>
<tr>
<td>Others</td>
<td>0.05</td>
<td>46.1</td>
</tr>
</tbody>
</table>

5.5. Correlations of All Variables

The Pearson correlation coefficient, computed with Equation (5), was employed to explain in detail the correlations between the variables. The results are shown in Figure 6, where darker colors represent a closer relationship and lighter colors represent the opposite.

$$r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}}$$

where $r_{xy}$ is the Pearson correlation coefficient, $n$ is the sample size, $x_i$ and $y_i$ are the $i$-th sample point and $\bar{x}$ and $\bar{y}$ are the sample mean.

Figure 6. The correlations of all variables.

We can see that the census register was more highly correlated with the number of temporary residents. Numbers of temporary residents in the family were greater for local households. The relationship between the number of cars and the number of fixed parking spaces was the same, and they were complementary to each other.
6. Model Evaluation and Comparison

In this section, we propose a range of models to predict the travel modes of travelers based on their attributes, including MNL, SVM, Adaboost, CART, GBDT, random forest, LightGBM, XGBoost, hard voting, soft voting and stacking models. This section presents the model development. Specifically, we evaluated the model performance and compared different models.

6.1. Model Development

At first, the $p$-values of each feature were calculated. All values were lower than 0.05, which proved that they were closely related to the labels. To avoid high-intensity correlations among the variables, we also calculated the variance inflation factor (VIF) and found that all values were less than 10. Therefore, no variables needed to be removed. The logit model was developed using SPSS 26.0, and other machine learning models were produced with Python 3.8.5.

For machine learning methods, the dataset was split into a training subset (70% of the data) and a testing subset (30% of the data). Specifically, the training set consisted of 56,070 samples, while the testing set comprised 24,031 samples. To correct the imbalance in the data, the proportions of values in the training set and testing set were the same as the proportion of the samples provided. All prediction models used the same training set and test set. The training dataset was used to fit models and the test dataset provided a benchmark for assessing the models. The scikit-learn package’s GridSearchCV module was used to tune and produce the best combination of hyperparameters in each model based on a scoring metric.

To reduce variability and avoid overfitting, we used fivefold cross-validation to evaluate the skills of these models. Specifically, the training sample was randomly partitioned into five equal-sized subsets. In each round, one subsample was kept as the validation dataset for testing the model, and the remaining four subsamples were used as a training dataset. After five iterations, each observation had been used precisely once for validation and each observation had been utilized for training. The last result comprised the average values for each process.

For the ensemble machine learning methods, the SVM model and XGBoost model were used to combine voting methods. For stacking models, the specific steps are shown in Figure 7. The stacking model has a multi-layer structure, and the output of each layer is used as input to the next layer. Therefore, the more layers are constructed, the more complex the model is and the slower the training is. In this study, the stacking model we used was divided into two layers. The first layer consisted of the seven models introduced in Section 1; i.e., the AdaBoost, CART, GBDT, random forest, LightGBM, XGBoost, and SVM models. Each of these models was trained using specific parameters, as detailed in Table 4. After five-fold cross-validation, the output of each learner was gathered into new training sets and prediction sets. When constructing the new training and prediction sets, equal weights were assigned to each learner. Moving to the second layer, we employed the SVM model as a meta-learner to combine the new training and test sets generated by the first layer model for training and prediction and output the final prediction results.

Table 4. A binary confusion matrix.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
<th>Class = 1</th>
<th>Class = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class = 1</td>
<td>True-positive (TP)</td>
<td>False-negative (FN)</td>
<td></td>
</tr>
<tr>
<td>Class = 0</td>
<td>False-positive (FP)</td>
<td>True-negative (TN)</td>
<td></td>
</tr>
</tbody>
</table>
6.2. Predictive Accuracy Comparison

Various evaluation metrics were employed to comprehensively assess the performances of the multi-label classification models. Accuracy, precision, recall, F1-score, the Matthews correlation coefficient (MCC) and Cohen’s kappa coefficient (kappa) were utilized for this purpose in this study, and their corresponding equations are presented as Equations (6)–(12). The confusion matrix is a better way to evaluate predictive models when working with imbalanced datasets. Table 4 presents a binary confusion matrix along with the corresponding definitions of true-positive (TP), false-positive (FP), false-negative (FN) and true-negative (TN) classifications. It is a tabular summary that counts correct and incorrect predictions for each mode. In the confusion matrix, the correctly classified samples (actual label = predicted label) are distributed on the diagonal line from the top left to the bottom right. From the confusion matrix, the prediction accuracy can be defined as the ratio of the number of correctly classified (on the diagonal) samples to the total number of samples.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{6}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{7}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{8}
\]

\[
\text{F1-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{9}
\]

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}} \tag{10}
\]

\[
\text{Kappa} = \frac{(\text{Accuracy} - E)}{(1 - E)} \tag{11}
\]
Table 5 shows the hyperparameters and performance criteria for each model. As shown by the comparison of the prediction performance of the models (see Figure 8 and Table 5), the stacking machine learning classifier performed the best among these models, with high accuracy, precision, recall, F1-scores, MCC and kappa. First, we can see that the logit model had a relatively low accuracy of 0.66. Accuracy represents the proportion of samples correctly classified by the classifier, indicating that this model could only correctly classify about 66% of the samples. Its precision was 0.58, recall was 0.62 and F1-score was 0.54, indicating mediocre performance. The Matthews correlation coefficient (MCC) and kappa coefficient were both close to 0.5, indicating that the model’s performance was comparable to random classification. The SVM model had an accuracy of 0.79, significantly higher than the logit model. It had a precision of 0.74, recall of 0.62 and F1-score of 0.66, indicating relatively good performance. The MCC and kappa coefficient were 0.74, indicating that the model performed well. The Adaboost, CART, GBDT, and random forest models had accuracies ranging from 0.66 to 0.76. The Adaboost model had low precision, recall and F1-scores, with values of only 0.3, 0.31 and 0.29, indicating poor performance. The CART, GBDT and random forest models had relatively higher precision, recall and F1-scores, but there was still room for improvement. The LightGBM and XGBoost models had accuracies ranging from 0.76 to 0.78. LightGBM had high precision, recall and F1-scores, while the XGBoost model had a high precision of 0.8 but a lower recall. In terms of ensemble methods, the accuracies of the hard voting, soft voting and stacking models ranged from 0.79 to 0.86. Both the hard voting and soft voting models performed relatively well, but the stacking model performed the best. It had high precision, recall and F1-scores, and the MCC and kappa coefficient were close to 0.8, indicating excellent performance.

The predictive results for each travel mode were different in these models. Figure 9 shows the performance of each travel mode in the stacking models. The model showed good performance in predicting private cars, electric bikes and motorcycles, with F1-scores of 0.9, 0.87 and 0.85, respectively. This indicates that the model’s predictions were relatively accurate for these modes of transportation. In the case of predicting buses, the model also performed well, with an F1-score of 0.84. However, the model’s performance was poor in predicting taxis, bike sharing and subways, with F1-scores of 0.45, 0.43 and 0.27,
respectively. The poor performance of the model in predicting taxis, bike sharing and subways can be attributed to the limited amount of data available for these categories and the imbalance in the samples.

Figure 8. Comparison of accuracy of models.

Figure 9. Stacking model performance for each travel mode.

6.3. Model Interpretation (Feature Importance)

Feature importance is a technique for assigning weights to input features based on their usefulness in predicting the target variable. In other words, it tells us which features can best predict the target variable. Models are explained well by feature importance.

The methods based on decision tree models can output feature importance while performing classification. The Gini index (see Equation (4)) was used to evaluate the importance of each feature in determining the target variable. Therefore, we graphically illustrated the overall significance of each attribute in tree models, which are shown in Figure 10. These are of great theoretical value and practical significance for the promotion of low-carbon life, guiding and encouraging low-carbon transportation and forming low-carbon transport behaviors. The age, number of electric bikes, trip duration, trip distance and trip purpose attributes contributed to the modeling.
6.3. Model Interpretation (Feature Importance)

Feature importance is a technique for assigning weights to input features based on their usefulness in predicting the target variable. In other words, it tells us which features can best predict the target variable. Models are explained well by feature importance. The methods based on decision tree models can output feature importance while performing classification. The Gini index (see Equation (4)) was used to evaluate the importance of each feature in determining the target variable. Therefore, we graphically illustrated the overall significance of each attribute in tree models, which are shown in Figure 10. These are of great theoretical value and practical significance for the promotion of low-carbon life, guiding and encouraging low-carbon transportation and forming low-carbon transport behaviors. The age, number of electric bikes, trip duration, trip distance and trip purpose attributes contributed to the modeling.

Figure 10. Feature importance for the tree-based classifiers: (a) AdaBoost, (b) CART, (c) GBDT, (d) Random Forest, (e) LightGBM, (f) XGBoost.

7. Conclusions

With the development of the economy and society, the number of urban residents increases sharply, which results in traffic congestion and many other problems. Building an effective multimode transportation system is conducive to alleviating traffic congestion and reducing air pollution. However, it is hard to determine the multimode traffic flow structure due to the complex travel mode choices of travelers. Therefore, understanding and predicting travel mode choices are pivotal to urban traffic management.

Travel mode choice is affected by many factors, such as income, profession, age, gender, etc. In this study, we conducted a quantitative and qualitative analysis to enhance the understanding of the characteristics of travelers and their behaviors using a large amount of survey data from Jinan, China. The results showed that electric bikes have gradually become a dominant travel mode in Jinan city. The main travel purpose of travelers was commuting. There were two peaks (7:00 a.m.–9:00 a.m. and 5:00–7:00 p.m.) for most travel choices except taxis, as people rarely commute by cab but use private cars and electric vehicles instead. People’s income could impact the travel mode choice and rich people preferred to use private cars. A stacking machine learning method considering travelers’ behavior was introduced. Specifically, a stacking model composed of seven machine learning models was adopted to predict travelers’ mode choices. The results indicated that the proposed stacking method achieved accuracy of 0.83, outperforming the traditional MNL mode and nine other machine learning methods. In particular, for the three main travel modes—bus, private car and electric bike—the stacking model showed better performance. We also illustrated the feature importance of the tree-based models.
Travel habit was the dominant factor influencing travelers’ mode choice. This study could help in building multimode transportation systems and enhance the travel service quality.

The limitations of this study are as follows. The data used in this study only included one-day trips for each person. In reality, people may use several travel modes on different days. Moreover, some external factors, such as weather, could impact travel mode choices. This study did not consider the impact of these factors. In addition, some trips involve more than one mode, and we only used the main travel mode in this study. These research limitations call for future improvements.
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