Auxiliary Steering Control of Vehicle Driving with Force/Haptic Guidance
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Abstract: The rapid development of the automobile industry has resulted in the development of many vehicles, increased traffic, and frequent accidents. The complexity of road conditions is a major contributor to the occurrence of traffic accidents. Drivers are distracted and hence unable to fully observe all road information and make optimal and timely driving decisions. This study proposes an auxiliary steering control system with force/tactile guidance (ASCFT) and its corresponding control strategy to address this problem. We combined vehicle autonomous path planning based on road condition information and the human–machine sharing control strategy, which integrated the manipulative force of the driver and a virtual guidance force on the steering wheel. Consequently, the ASCFT eliminated the mechanical connection between the steering wheel and the steering wheels in favor of a force/tactile-assisted steering structure, providing the driver with a sense of steering force based on road information. Additionally, we proposed a smooth vehicle trajectory optimization method based on the improved RRT algorithm and a path-following controller based on the forecast information to achieve auxiliary safety driving. The ASCFT’s performance was confirmed through constructing a fixed-base simulator experimental platform with the ASCFT. The results revealed that at the vehicle speed of 60 km/h and a handwheel rotation of 60°, the steering wheel was instantly released and turned back in about 3.5 s. Furthermore, predictive haptic feedback warned the driver of an upcoming obstacle.
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1. Introduction

The rapid development of the automobile industry has increased the number of vehicles produced, resulting in frequent traffic accidents. According to data from the Ministry of Public Security of China, the number of motor vehicles in China reached 395 million and an estimated 250,723 people developed injuries as a result of traffic accidents by 2021. The National Highway Traffic Safety Administration (NHTSA) reported that about 20% of vehicle accidents were attributed to driver distraction in 2010. Furthermore, driver distraction caused 3328 deaths and 421,000 injuries in 2012. Drivers face difficulties in efficiently processing the multitude of road condition information that contributes to traffic accidents. Consequently, enhancing safety has emerged as a significant challenge in vehicle research and design. The research of vehicle active safety technology is mainly divided into five aspects, i.e., active obstacle avoidance, vehicle stability control, active steering control, lane keeping control, and early warning driver assistance systems. In terms of active obstacle avoidance, Li et al. [1] designed an autonomous vehicle navigation obstacle avoidance controller based on nonlinear model predictive control to predict the position changes of obstacles. Shen et al. [2] proposed an algorithm based on Monte Carlo simulation.
to compute the collision probability between right-turning vehicles and other vehicles (or pedestrians) at intersections for collision avoidance and early warning. Regarding the control of vehicle stability, Zhang et al. [3] proposed a direct yaw moment control (DYC) method based on a new fuzzy sliding mode control (FSMC) to improve the handling stability of distributed-drive electric vehicles under various extreme working conditions. Elsewhere, Li et al. [4] developed an active safety cooperative control system integrating adaptive cruise control (ACC), rear steering control (RSC), and rollover brake control (RBC) for the active obstacle avoidance control of intelligent vehicles in emergencies. For active steering control, Ma et al. [5] proposed a new sliding mode control strategy based on T-S fuzzy for the AFS system of active front-wheel steering, to improve the side-deflection stability of vehicles. Falcone et al. [6] proposed a path-tracking scheme based on model predictive control, which used steering and braking to track the expected path of obstacle avoidance maneuvering through combining braking and steering. Chen et al. [7] and Hu et al. [8] independently considered vehicle steering system failure and the lane-keeping control methods of autonomously driven vehicles.

Visual and auditory warning feedback is commonly used in various early warning driver assistance systems. The warning effects of these two warning feedback methods have been investigated with studies showing that both visual and auditory warnings are effective. However, as task intensity increases, the frequent visual and auditory warnings cause a sensory overload in the driver, resulting in a slow response and missing the best processing time [9–12]. Unlike conventional driving techniques based on visual and auditory warnings, tactile-assisted driving adopts the relatively idle tactile perception capacity of the driver [13,14]. Research on tactile interaction primarily focuses on the steering wheel, shift lever, pedal, seat, and other vehicle control modules [15]. Van Doornik, J.J. et al. [16] analyzed wheel load sensor data to reconstruct the vehicle’s return force when driving near the limit and amplified force perception information at the steering wheel to alert the driver when approaching the limit. Results from previous experiments indicate that the driver can indeed prevent excessive front wheel lateral force through tactile feedback. Enriquez and Afonin et al. [17] attained a tactile warning function using the high-frequency charging and deflating pulse airbag installed on the steering wheel to prompt the driver to focus on vehicle control. Nissan collaborated with Delft Haptics Lab in 2002 on haptic gas pedals that used distance sensors to detect the traveling distance. If the distance approaches a potentially dangerous area, the accelerator pedal will be pushed upward to slow the vehicle. Aoki and Murakami [18] developed a tactile pedal that provides the driver with feedback on road conditions. Han and Noh et al. [19] used the magnetorheological braking mechanism to realize tactile reminder on the accelerator pedal, which could remind the driver of the best time to shift gear through applying tactile force and tested the performance of this device through experiments. Kobayashi and Kimura et al. [20] designed an accelerator pedal device that provides tactile feedback to avoid rear-end collision. The control algorithm is based on the principle of increasing virtual repulsive force as the distance between the vehicle and that in front decreases. However, haptic feedback requires constant contact with the driver. The shift lever and pedal mechanism are not effective tactile cue devices. Although the seat can meet contact conditions at all times, the tactile information transmitted is substantially affected by the thickness of the driver’s clothing in different seasons. In contrast to the seat and pedal mechanism, the steering wheel can prevent the effect of clothing and can be directly controlled by the driver. Therefore, the steering wheel is the best feedback mechanism to convey directional guidance information to the driver.

Path planning is a significant research area in the field of intelligent robotics, aiming to find the optimal or suboptimal collision-free path from an initial state to a target state within an environment containing obstacles [21–23]. Although we initially focused on path generation in robotic applications, recent studies have extended path planning research to the domain of autonomous vehicles. Various methods have been proposed, including potential field-based approaches, grid-based methods, spline-based methods, and discrete
optimization methods. Traditional potential field algorithms simulate physical force fields but often suffer from local optima issues [24]. In grid-based methods, A* and D* algorithms are commonly used for global optimal path planning. However, they face various difficulties when dealing with nonholonomic constraints inherent to vehicle systems, thereby limiting their direct applicability [25]. On the other hand, sampling-based planning algorithms are well-suited for addressing path planning problems in high-dimensional and complex systems. Among them, the Rapidly Exploring Random Tree (RRT) algorithm and its variants have gained significant popularity in nonholonomic motion planning, particularly within the automotive domain [26].

However, conventional RRT algorithms encounter difficulties in uniformly sampling the global state space and often suffer from computational overhead. To overcome these limitations, this paper takes into account the nonholonomic constraints and dynamic model of vehicles and proposes enhancements within the basic RRT framework. Through incorporating target biasing strategies and suitable metric functions for vehicle systems, the proposed approach enables the generation of smooth and executable trajectories for accurate path tracking, significantly improving both the speed and quality of path planning [27].

In view of the differences between the application of the RRT algorithm to robot path planning and vehicle path planning, we utilize the vehicle dynamics model to solve the path planning problem of the RRT algorithm to efficiently solve the feasible solution of path planning in the process of vehicle motion.

Steering-by-wire technology (SBW) is a force-feedback “teleoperation” system that eliminates the mechanical connection between the steering wheel and steering wheels and replaces its function with the control sense analog motor and steering motor. This work was based on the dynamics model of the automotive steering system, optimal path planning theory, and the application of onboard active safety technology. We designed an auxiliary steering control system with force/tactile guidance (ASCFT) to provide current road conditions to the driver via an onboard controller. The optimal path solution was obtained under the current road conditions. The force/tactile-assisted steering structure transmitted the signal to the driver in a tactile manner, which reduced the number of traffic accidents. The main contributions of this paper are summarized as follows:

1. A mechanical mechanism with an active steering function was designed to meet its reset and force feedback functions.
2. The dynamics model of the ASCFT from the force-sensing motor to the steering wheel was established.
3. A model predictive controller based on virtual force guidance was designed to control the unbiased tracking planned path of vehicles.
4. We proposed a new improved RRT algorithm, which was more suited for vehicle smooth path optimization. A biased target search was added to the random point generation search, and the method using Euclidean distance as a measurement function was improved.
5. Considering the improvement of vehicle motion model and boundary conditions in the path planning process, a trajectory-planning algorithm based on vehicle dynamics model was proposed. Compared with the optimization effect of the RRT algorithm based on the kinematics model, the path planning solution that used the RRT optimization algorithm and the vehicle dynamics model was more accurate and efficient.

The structure of the paper is as follows: Section 2 introduces the mechanical structure and the mathematical model of the ASCFT. Section 3 presents the construction of a vehicle dynamics model and the design of a path-following controller based on predictive information. Section 4 proposes the steering sharing control strategy based on virtual force guidance. Section 5 describes an optimization scheme for a smooth vehicle obstacle avoidance trajectory based on the improved RRT algorithm. Section 6 proves the path-planning advantages of the RRT algorithm based on the vehicle dynamics model and confirms.
the auxiliary effect based on steering wheel force feedback through conducting obstacle avoidance driving on the ASCFT experimental platform, and summarizes it in Section 7.

2. System Principle of SBW

The vehicle steering system is mainly responsible for two functions: (1) It enables the driver to turn the vehicle according to his control intention. (2) The steering wheel relays the interaction between the tire and the road through mechanical transmission, hence providing the driver with a sense of steering force. To achieve steering wheel force feedback and vehicle steering, the SBW system eliminates the mechanical connection between the steering wheel and steering wheels and instead employs a control-sensing analog motor and a steering motor. Besides the conventional steering system functions, the guiding steering wheel and vehicle steering, the SBW system eliminates the mechanical connection between the steering wheel and steering wheels and instead employs a control-sensing analog motor and a steering motor. Besides the conventional steering system functions, the guiding steering wheel and vehicle steering, the SBW system eliminates the mechanical connection between the steering wheel and steering wheels and instead employs a control-sensing analog motor and a steering motor.

2.1. The Closed-Loop Control Structure of the ASCFT

The closed-loop control structure of the ASCFT is shown in Figure 2. The implementation process of the force/haptic steering function is as follows: (1) The pilots utilize a visual feedback system to assess the current driving conditions and trajectory of the vehicle. They guide the vehicle along the desired trajectory through manipulating the steering wheel. The angle sensor captures the steering wheel angle, which is transmitted to the vehicle dynamics model via network communication. Simultaneously, the torque sensor measures the torque applied by the pilot on the steering wheel. (2) The vehicle dynamics model continuously calculates the vehicle’s dynamics based on the received angle information and communicates it, along with simulated vehicle position information, to the control system through network communication. The control system employs an improved RRT algorithm to construct an obstacle avoidance path within a virtual scene, generating guidance torque in the virtual environment using real-time position information. (3) The control system combines the virtual guidance torque with the torque detected by the torque sensor, utilizing the transfer function of the torque sensor’s feedback motor current, to calculate the required torque. The calculated torque is then applied through providing appropriate current to the feedback motor, thereby controlling the steering wheel. (4) Simultaneously, the visual feedback system generates a real-time 3D driving environment based on the
simulated vehicle position information received from the vehicle dynamics model. This environment is rendered on a screen, providing visual feedback to the pilot.

Figure 2. The closed-loop control structure of the ASCFT system.

2.2. System Composition of the ASCFT

As shown in Figure 3, a steering control device with a force/tactile auxiliary steering system is designed to meet the functional requirements of SBW including torque and angle measurement, limit, and steering wheel reset.

Figure 3. The mechanical structure of the force/tactile-assisted steering system.

2.3. Dynamic Modeling of the ASCFT

Dynamic modeling was required to investigate the shared control method of the ASCFT. On this basis, we identified the unknown mechanical parameters of the system. The following assumptions were made about the model:

1. The permanent magnet DC torque motor used was a linear fixed-length element;
2. The connections between the feedback motor, torque sensor, and steering column were rigid;
3. The vehicle model in the real-time vehicle dynamics system was equivalent to the steering actuator of steering-by-wire.
According to Figure 3, the ASCFT was divided into two parts, i.e., the steering wheel system and the force-sensing simulation system.

2.3.1. Mathematical Model of the Steering Wheel System

The force balance equation of the steering wheel system is shown in Equation (1):

\[ J_{hw} \ddot{\theta}_h + B_{hw} \dot{\theta}_h + T_e + T_f = T_{hw} + T_s \] (1)

When the steering column rotates, the torque \( T_e \) exerted on the steering column by the adjustable limit correction device can be expressed as Equation (2).

\[ T_e = 2Kp \Delta x = \frac{2Kp \theta_h}{2\pi} \] (2)

The friction \( T_f \) of the steering shaft can be expressed as Equation (3).

\[ T_f = F_s \text{sign}(\theta_h) \] (3)

2.3.2. Mathematical Model of Force Sensing Simulation System

The force balance equation of the force sensing simulation system is shown in Equations (4)–(6):

\[ J_m \ddot{\theta}_m + B_m \dot{\theta}_m + T_{12} = T_m \] (4)

\[ \frac{\ddot{\theta}_h}{\theta_m} = \frac{\dot{\theta}_h}{\dot{\theta}_m} = \frac{\theta_h}{\theta_m} = \frac{1}{G_m} = \frac{T_{12}}{T_s} \] (5)

\[ T_s = G_m(T_m - J_m \ddot{\theta}_m - B_m \dot{\theta}_m) \] (6)

Substitute Equation (6) into Equation (1) to get Equation (7):

\[ J_{hw} \ddot{\theta}_h + B_{hw} \dot{\theta}_h + \frac{2Kp \theta_h}{2\pi} + F_s \text{sign}(\dot{\theta}_h) = T_{hw} + G_m(T_m - J_m \ddot{\theta}_m - B_m \dot{\theta}_m) \] (7)

The equivalent second-order system model from the force-sensing feedback motor to the steering wheel can be obtained through combining (2) and (7) as follows:

\[ J_{eq} \ddot{\theta}_h + B_{eq} \dot{\theta}_h + F_s \text{sign}(\dot{\theta}_h) + \frac{Kp}{\pi} \theta_h = T_{hw} + T_{eq} \] (8)

\[ J_{eq} = J_{hw} + G_m^2 J_m \]
\[ B_{eq} = B_{hw} + G_m^2 B_m \]
\[ T_{eq} = G_m T_m \] (9)

According to Kirchhoff’s voltage law, the dynamic equation of the force-sensing feedback motor can be written as Equation (10):

\[ U_m = L_m \frac{di_m}{dt} + R_m i_m + C_b \dot{i}_m \] (10)

The electromagnetic torque equation is:

\[ T_m = K_i m \eta \] (11)

The back electromotive force equation is:

\[ u_b = K_b \frac{d\theta_m}{dt} \] (12)
The equation of the back potential coefficient is:

\[ K_b = 9.55C_b \]  

(13)

Substitute Equation (11) into Equation (8) and Equation (9) to get Equation (14):

\[ J_{eq}\ddot{\theta}_h + B_{eq}\dot{\theta}_h + F_s\text{sign}(\dot{\theta}_h) + \frac{K_p}{\pi}\dot{\theta}_h = T_{hw} + G_mK_i\eta \]  

(14)

\[ J_{eq} = J_{hw} + G_m^2J_m \]
\[ B_{eq} = B_{hw} + G_m^2B_m \]
\[ T_{eq} = G_mK_i\eta \]  

(15)

The mathematical modeling of the ASCFT system established a foundation for subsequent research on force feedback control during vehicle operation. However, vehicle kinematics and dynamics models were necessary to study the optimal path control scheme and conduct force feedback guidance for drivers based on the predicted road condition information.

3. Vehicle Dynamics Model

We focused on the path planning and steering control of the vehicle, which involved rollover avoidance and yaw stability control. Therefore, to simplify the model, we used the dynamics model of a two-wheel vehicle to study the vehicle trajectory and direction.

3.1. The Kinematic Model of the Vehicle

The four-wheel model of the vehicle is shown in Figure 4 assuming that it was driven on a horizontal road surface without considering the slope. Assuming that the load changes of two wheels on the same axle could be ignored, the front and rear axle wheels were replaced by the central front and rear wheels, simplifying the vehicle into a “bicycle model” with only two degrees of freedom, side, and yaw.

![Figure 4. The kinematic model of a simplified four-wheel vehicle.](image)

The following are assumptions during the establishment of the 2-DOF vehicle model:

1. The effect of nonlinear in the vehicle steering system was not considered, and both the front and rear wheels can steer. The rear wheel steering angle was set to zero if only the front wheels steer.
2. The motion of the vehicle was analyzed without considering the roll and pitch of the vehicle body.
(3) The vehicle speed was constant, and the air resistance and rolling resistance were not considered.

(4) The difference in tire characteristics caused by the asymmetry of the left and right sides of the vehicle was not considered.

Under non-holonomic constraints, wheels can only make pure rolling and non-sliding motion. At any moment of movement, the speed of the vehicle body must point to the main shaft; therefore, the differential constraint on the vehicle body is:

$$\frac{dy}{dx} = \tan \theta$$

The differential constraint on the wheel was expressed as the Pfaffian motion constraint (linear motion constraint):

$$-x \sin \theta + y \cos \theta = 0$$

The state transfer equation of the vehicle is as follows:

$$\begin{cases} 
\dot{x} = v(t) \cos \theta \\
\dot{y} = v(t) \sin \theta \\
\dot{\theta} = \frac{v(t)}{L} \tan \delta
\end{cases}$$

$$\delta$$ represents the steering angle of the front wheels, $$|\delta| \leq \delta_{\text{max}}$$, $$v$$ is the forward speed of the vehicle, and $$L$$ is the wheelbase between the front and rear axles of the vehicle.

### 3.2. The Dynamics Model of the Vehicle

The 2-DOF vehicle lateral dynamics model contained information such as lateral and yaw motion that the driver could directly perceive while steering. Therefore, it made sense to use this model to simulate the driver’s control of the vehicle through analyzing the lateral movement of vehicles on the road surface (Figure 5).

![Figure 5. The dynamics model of the vehicle.](image)

The inertial acceleration of the vehicle’s center in the Y-axis direction

$$a_y = (d^2y/dt^2)_{\text{inertial}}$$

including motion acceleration along the Y-axis $$\ddot{y}$$ and centripetal acceleration $$v_x \gamma$$.

$$a_y = \ddot{y} + v_x \gamma$$

(20)
The equation of motion and torque balance is as follows:

\[
Ma_y = F_{yf} \cos \delta_f + F_{yr} \\
Lz \dot{\psi} = L_f F_{yf} \cos \delta_f - L_r F_{yr}
\]  

(21)

\(M\) is the vehicle mass; \(F_{yf}\) and \(F_{yr}\) are front and rear tire lateral force, respectively; \(a_y\) is lateral acceleration; \(L_f\) is the longitudinal distance from the vehicle’s center of mass to the front axle; \(L_r\) is the longitudinal distance between the vehicle’s center of mass and the rear axle; \(I_z\) is the moment of inertia of vehicle yaw; \(\gamma = \dot{\theta}\) is the yaw angular speed of the vehicle.

When the side angle of the tire is very small, the relationship between the lateral force of the tire and the side angle is as follows:

\[
F_{yf} = 2C_{af} \alpha_f \left( \delta_f - \theta_{vf} \right) \\
F_{yr} = 2C_{ar} \alpha_r \left( -\theta_{vr} \right)
\]  

(22)

\(C_{af}\) and \(C_{ar}\) are the lateral stiffness of the front and rear wheels, respectively; \(\theta_{vf}\) and \(\theta_{vr}\) are the angle between the front and rear wheels and the velocity direction, respectively; \(\alpha_f = \left( \delta - \theta_{vf} \right)\) and \(\alpha_r = -\theta_{vr}\) are the side angles of the front and rear wheels.

Derived from geometric relations:

\[
\tan(\theta_{vf}) = \frac{v_y + L_f \dot{\theta}}{v_x} \\
\tan(\theta_{vr}) = \frac{v_y - L_r \dot{\theta}}{v_x}
\]  

(23)

Small angle approximation used:

\[
\theta_{vf} = \frac{\dot{v}_x + L_f \dot{\theta}}{v_y} = \beta + \frac{L_f \gamma}{v_x} \\
\theta_{vr} = \frac{\dot{v}_x - L_r \dot{\theta}}{v_y} = \beta - \frac{L_r \gamma}{v_x}
\]  

(24)

The nonlinear dynamics model of the vehicle:

\[
\begin{bmatrix}
\dot{v}_y \\
\dot{\gamma}
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
v_y \\
\gamma
\end{bmatrix} +
\begin{bmatrix}
E \\
F
\end{bmatrix} \delta
\]  

(25)

\[
A = -\frac{2C_{af} \cos \delta_f + 2C_{ar}}{M v_x} \\
B = -V_x - \frac{2C_{af} L_f \cos \delta_f - 2C_{ar} L_r}{M V_x} \\
C = -\frac{2C_{af} L_f \cos \delta_f - 2C_{ar} L_r}{L_r V_x} \\
D = \frac{2C_{af} L_f \cos \delta_f + 2C_{ar} L_r^2}{L_r V_x} \\
E = \frac{2C_{af} \cos \delta_f}{M} \\
F = \frac{2L_f C_{af} \cos \delta_f}{L_r}
\]

The new status of the vehicle:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
v_x \cos \theta - v_y \sin \theta \\
v_x \sin \theta + v_y \cos \theta \\
\gamma
\end{bmatrix}
\]  

(26)

3.3. The State Space Representation of Predictive Models

Further, this study adopted the prediction model in the form of a state space equation. This required the state-space equation of the prediction model to be a linear discrete system, which could be expressed as follows:

\[
x(k+1) = Ax(k) + Bu(k) \\
y(k) = C_y x(k) \\
z(k) = C_z x(k)
\]  

(27)
x is the state variable, u is the control input, y is the measurement input, and z is the controlled output. Generally, the controlled output was also measured; thus, we assumed y ≡ z and used C to represent both C_y and C_z.

The front wheel of the driving vehicle studied was used to control steering while the rear wheel was used to control speed. The discrete kinematics model of the vehicle was as follows:

\[
x(k + 1) = v(k) \cos(\theta(k))T_s + x(k)
\]
\[
y(k + 1) = v(k) \sin(\theta(k))T_s + y(k)
\]
\[
\theta(k + 1) = \frac{v(k)}{L} \tan(\delta(k))T_s + \theta(k)
\]

Equation (28) from the formula was a linear model. Through substituting Equation (28) into Equation (30), Equation (31) can be obtained:

\[
\begin{align*}
\dot{x} &= f(x_r, u_r) + \frac{\delta f(x, u)}{\delta x} \bigg|_{x=x_r, u=0} (x-x_r) + \frac{\delta f(x, u)}{\delta u} \bigg|_{x=x_r, u=0} (u-u_r)
\end{align*}
\]

Since Equation (30) retained the first-order term, the vehicle kinematic model derived from the formula was a linear model. Through substituting Equation (28) into Equation (30), Equation (31) can be obtained:

\[
\begin{align*}
\bar{x}(k + 1) &= A(k)\bar{x}(k) + B(k)\bar{u}(k)
\end{align*}
\]

\[
\begin{align*}
y(k) &= C(k)\bar{x}(k)
\end{align*}
\]

\[
A(k) = \begin{bmatrix} 1 & 0 & -v_r(k) \sin(\theta_r(k))T_s \\ 0 & 1 & v_r(k) \cos(\theta_r(k))T_s \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
B(k) = \begin{bmatrix} T_s \cos(\theta_r(k)) \\ T_s \sin(\theta_r(k)) \\ 0 \end{bmatrix}
\]

\[
C(k) = \begin{bmatrix} 1 & 0 & -v_r(k) \sin(\theta_r(k))T_s \\ 0 & 1 & v_r(k) \cos(\theta_r(k))T_s \end{bmatrix}
\]

\[
\bar{x}(k) = [x(k) - x_r(k), y(k) - y_r(k), \theta(k) - \theta_r(k)]^T
\]

\[
\bar{u}(k) = [v(k) - v_r(k), \omega(k) - \omega_r(k)]^T
\]

4. Steering Sharing Control Strategy Based on Force Fusion

The virtual guidance force exerted on the handwheel had two functions, i.e., (1) providing the driver with predictive tactile and force information prompt and (2) ensuring that it does not interfere with the normal operation intention of the driver. To achieve this goal, it was necessary to investigate the human–machine sharing control method of the steering wheel control device.

Here, to control the vehicle movement, the steering sharing control strategy based on predictive information fused the predicted tactile guidance force and the driver’s steering force to the steering mechanism via an appropriate weighting coefficient. The specific methods were as follows:
The mathematical model of the interaction between the driver’s control force and tactile guidance force in haptic shared control was as shown:

\[
J_{eq}\ddot{h} + B_{eq}\dot{h} + F_s \text{sign}(\dot{h}) + \frac{K_p}{\pi} \dot{h} = k_1 T_{hw} + k_2 T_{haptic}
\]  (32)

\(T_{hw}\) is the torque applied to the handwheel from the driver, and \(T_{haptic}\) is the predicted tactile guiding force.

The index affecting the vehicle was selected to be the pseudo-power of haptic feedback input by the driver and output by the predictive controller. The lateral deviation between the vehicle and the expected path was primarily studied using the predictive controller. The influence degree of lateral movement was selected as the index to determine the weight size. Subsequently, the pseudo-power of the vehicle caused by the controlling force and tactile feedback force of the driver was expressed as:

\[
p_{hw} = T_{hw} y_p
\]

\[
p_{haptic} = T_{haptic} y_p
\]  (33)

\(\dot{y}\) is the lateral speed of the vehicle. When torque and transverse velocity were in the same direction, the pseudo power was positive.

The influence of the driver’s handling force and tactile feedback force on the lateral movement of the vehicle was as follows:

\[
\omega_{hw} = \frac{1}{\Delta T} \int_{t-\Delta T}^{t} p_{hw}(s) ds
\]

\[
\omega_{haptic} = \frac{1}{\Delta T} \int_{t-\Delta T}^{t} p_{haptic}(s) ds
\]  (34)

The magnitude of \(k_1\) and \(k_2\) of the weight coefficient was obtained using the following formula:

\[
k_1 = \frac{\omega_{hw}}{\omega_{hw} + \omega_{haptic}}
\]

\[
k_2 = \frac{\omega_{haptic}}{\omega_{hw} + \omega_{haptic}}
\]  (35)

When tracking the planned vehicle path, the designed model predictive controller first obtained the optimal control sequence through predicting the \(N\) step at every sampling time. Then, through rolling optimization, the calculated initial value was considered the control variable of this sampling. The sum of the control increment and the optimal control quantity of the previous step was the optimal control quantity of the system at that time, i.e., \(\{\tilde{u}^* (k/k), \ldots, \tilde{u}^* (k+N-1/k)\}\). The tactile guiding force of the vehicle was constructed based on the deviation between the actual steering wheel angle of the vehicle and the predicted optimal control input sequence \(\delta_{opt}(k)\). The tactile guiding force was proportional to the difference between the driver’s steering input and the expected steering operation of the predicted controller; i.e., the tactile guiding force was obtained using the following formula:

\[
T_{haptic} = K_{haptic} (\delta_{opt}(k) - \delta_{driver})
\]  (36)

\(T_{haptic}\) is the predicted tactile guidance force, \(K_{haptic}\) is the tactile feedback gain, \(k\) is the predicted range index, \(\delta_{opt}(k)\) is the optimal steering input at the index, and \(\delta_{driver}\) is the front wheel angle caused by the driver’s handwheel operation.

The tactile guiding force \(T_{haptic}\) reflects the difference between the predictive controller and the driver’s input command to maintain the vehicle on the feasible path. If \(T_{haptic} = 0\), the driver’s input was consistent with the controller’s expected action; hence, haptic feedback was not necessary. However, the increase in the difference between the driver’s input and the controller increased \(T_{haptic}\).

The steering control device had some initiative and autonomy using the force-fusion-based steering sharing control strategy. To some extent, it realized the driver’s operation navigation and allowed the driver to make manual adjustments while driving. Conse-
sequently, the integration of autonomous task planning and manual control of the vehicle was realized, significantly improving vehicle safety.

5. The Path Planning Optimization Design of the RRT Algorithm

5.1. The Introduction to the RRT Algorithm

The Rapidly exploring Random Tree (RRT) algorithm takes a certain starting point defined in the state space as the root node. The tree is then quickly searched through extending the nearest node on the tree to the random target point, using a random function to generate a search direction point.

The RRT algorithm is a randomness algorithm that can be directly applied to the planning of nonholonomic-constrained systems without the need for path transformation. Therefore, its algorithm complexity is relatively small, specifically for systems with high dimensions and multiple degrees of freedom.

Figure 6 shows the program block diagram of path points generated by the RRT algorithm. It mainly included the following steps.

![RRT algorithm block diagram.](image-url)
(1) Importing data: Importing starting point and boundary conditions;
(2) Generating initial population: Setting the starting point as initial seed $q_{init}$, before adding it to initial population $q_{pop}$;
(3) Generating waypoints: According to the generated random target point $q_{rand}$, the nearest seed point was identified in the population $q_{pop}$, its position recorded, and $q_{new}$ generated through referring to unit step $\varepsilon$ and the direction of $q_{rand}$;
(4) Boundary condition determination: Determined whether $q_{new}$ met the requirements following the boundary conditions, and returned to (3) if not. Alternatively, $q_{new}$ is set as a new seed and added to the population $q_{pop}$;

Figure 7 shows the expansion process of the RRT algorithm.

5.2. The Improved RRT Algorithm

The RRT algorithm used the random search for unknown space properties and is broadly used in the path planning problem of robots in a complex environment. However, due to the different constraints in the path-planning process of automobiles and robots, aimless uniform sampling in the bitwise space produced many unnecessary sampling points, wasting computing time and cost. As a result, the convergence speed of the algorithm was significantly reduced.

To overcome the defect, we (1) modified $\Re$ RAND_CONF function in Figure 6 using the target-biased search strategy and (2) optimized the $\Re$ NEAREST_WERTWX function in Figure 6.

(1) Modification of the RAND_CONF function

The target-biased search strategy was to determine whether the random point selection was greater than the limit range of the front wheel angle in the RRT algorithm. If the range was less than the limit, we continued to run the RRT algorithm; otherwise, the random points were selected again. This method kept the random character of the algorithm and hastened the convergence to the target. Figure 8 shows a specific improvement in the generation function of random points.

![Figure 7. The expansion process of the RRT algorithm.](Image)
was considered when selecting the nearest node. Additionally, the Euclidean distance was inappropriate for the actual situation of vehicles, i.e., the choice of the node should be more inclined to smooth rather than Euclidean distance. Consequently, we proposed a measure function more appropriate for the actual situation of the vehicle and its front wheel angle.

Considering that the distance and angle have different dimensions, these two variables had to be normalized in order to eliminate the dimensional influence between indexes. The corresponding distance normalization function and the corresponding angle normalization function:

\[
C(q_i, q_{rand}) = k_1 \cdot D(q_i, q_{rand}) + k_2 \cdot H(q_i, q_{rand})
\]

\[
D(q_i, q_{rand}) = N_1 \cdot d_{diagonal}
\]

\[
H(q_i, q_{rand}) = N_2 \cdot \min(\{\theta_i - \theta_j, 2\pi - (\theta_i - \theta_j)\})
\]

where \(d_{diagonal}\) is the diagonal distance; the formula was as follows:

\[
d_{diagonal} = \max(|x_a - x_b|, |y_a - y_b|) + (\sqrt{2} - 1) \cdot \min(|x_a - x_b|, |y_a - y_b|)
\]

Considering that the distance and angle have different dimensions, these two variables had to be normalized in order to eliminate the dimensional influence between indexes.

Figure 8. The improvement of the generation function of random points.
Where \( N_1 \) is the corresponding distance normalization function and \( N_2 \) is the corresponding angle normalization function:

\[
\begin{cases}
N_1(d) = \frac{d - d_{\text{min}}}{d_{\text{max}} - d_{\text{min}}} \\
N_2(\theta) = \frac{\theta - \theta_{\text{min}}}{\theta_{\text{max}} - \theta_{\text{min}}}
\end{cases}
\]

(38)

The \( d_{\text{max}} \) and \( d_{\text{min}} \) were the maximum and minimum diagonal distances of sample data, respectively, whereas \( \theta_{\text{max}} \) and \( \theta_{\text{min}} \) were the maximum and minimum distances of sample data.

In the optimization process of the NEAREST_WERTWX function, the angle measurement was added to improve the Euclidean distance measurement method. This reduced the complexity of the calculation process of the RRT algorithm, smoothened the generated path of the RRT algorithm, and improved driving comfort.

6. Experiment and Analysis

The steering operating system force guidance experimental platform is majorly composed of the steering control subsystem, acceleration brake pedal subsystem, and vehicle real-time dynamics simulation subsystem (Figure 9a). The rationality of the construction and control algorithm of tactile guidance force was confirmed on the bench. For the vehicle dynamics model, MultiGen Creator terrain modeling software (version 3.2) was first used to determine virtual terrain and obstacles (Figure 9b). Secondly, we developed the collision detection model of virtual terrain, before setting the contact property between the virtual vehicle tire and the ground. The real-time communication between the steering control subsystem and the dynamics simulation system was based on the TCP protocol to realize the force guidance of the steering control subsystem.

![Figure 9](image_url)

Figure 9. The steering operating system force guidance experimental platform. (a) The test platform. (b) Virtual test environment.

The auxiliary effect of virtual force-guided steering on the driver was conducted on the fixed-base simulator to validate the rationality of the proposed shared control method and the positive force feedback output experiment. The effect of the steering wheel was first analyzed before confirming the integration feasibility of the adopted human hand and the constructed virtual guiding force.

6.1. Simulation and Analysis of Virtual Obstacle Avoidance Path Planning Based on Improved RRT Algorithm

To verify the correctness and practicability of the algorithm, the rationality of the planned path is verified through comparing the RRT algorithm based on vehicle kinematics with the improved RRT algorithm based on vehicle lateral dynamics.
In the simulation, a qualitative analysis was performed. The smoothness of the path planning curve was used as an evaluation indicator for path optimization algorithms. Compared with the RRT algorithm using the kinematics model, the RRT optimization algorithm based on the vehicle dynamics model should have more accurate and efficient advantages in the path planning solution process. The paper verified this viewpoint through comparing the smoothness of the planning curves.

The simulated vehicle is set as a rectangular area, the area of the obstacle is displayed in black, the size of the entire state space is 510 × 510, and the starting position and direction angle of the vehicle (yellow vehicle) as well as the target position and direction angle of the vehicle (red vehicle) are set arbitrarily for path planning. Experimental simulation parameters were as follows: \( M = 1500 \text{ kg}, \ I_z = 2450 \text{ kg} \cdot \text{m}^2, \ L = 5 \text{ m}, \) vehicle width \( W = 1.85 \text{ m}, \) minimum steering angle \( \delta_{\text{min}} = -30^\circ, \) maximum steering angle \( \delta_{\text{max}} = 30^\circ, \) steering angle increment \( \Delta \delta = 0.1^\circ, \) sampling time \( \Delta t = 200 \text{ ms}. \) Through simulation in the same environment model, the starting position of the vehicle is (114,45), the direction angle of the vehicle is 0, the target position is (400,450), the direction angle is 0, and the obstacle avoidance paths of vehicles at different speeds are shown in Figures 10 and 11, respectively.

[Figures 10 and 11: Obstacle avoidance path planning at different speeds. (a) Kinematic model of vehicle speed 120 km/h. (b) Dynamic model of vehicle speed 95 km/h.]

As shown in Figure 10, compared with Figure 10b, the RRT algorithm containing the kinematic model can still plan the obstacle avoidance path of the vehicle at a higher speed, but its path is not smooth, and it is difficult to maintain the planned path during path tracking.

Compared with results shown in Figures 11a and 11b, those presented in Figure 11a are significantly more meaningless exploration points that cycle 10,000 secondary pairs to generate the final path, and the effect of reaching the final target point is poor. In addition, compared with Figure 11a, the path in Figure 11b is smoother and the turning radius is smaller. Therefore, the obstacle avoidance path planned by the dynamic model is adopted when the subsequent path controller maintains the desired path.
In the simulation, a qualitative analysis was performed. The smoothness of the path planning curve was used as an evaluation indicator for path optimization algorithms. Compared with the RRT algorithm using the kinematics model, the RRT optimization algorithm based on the vehicle dynamics model should have more accurate and efficient advantages in the path planning solution process. The paper verified this viewpoint through comparing the smoothness of the planning curves.

The simulated vehicle is set as a rectangular area, the area of the obstacle is displayed in black, the size of the entire state space is 510 × 510, and the starting position and direction angle of the vehicle (yellow vehicle) as well as the target position and direction angle of the vehicle (red vehicle) are set arbitrarily for path planning. Experimental simulation parameters were as follows:

\[
M = 1500 \text{ kg}, \quad Iz = 2450 \text{ kg}\cdot\text{m}^2, \quad L = 5 \text{ m}, \quad W = 1.85 \text{ m}, \quad \delta_{\text{min}} = -30^\circ, \quad \delta_{\text{max}} = 30^\circ, \quad \Delta \delta = 0.1^\circ, \quad \Delta t = 200 \text{ ms}.
\]

Through simulation in the same environment model, the starting position of the vehicle is (114, 45), the direction angle of the vehicle is 0, the target position is (400, 450), the direction angle is 0, and the obstacle avoidance paths of vehicles at different speeds are shown in Figures 10 and 11, respectively.

![Figure 10. Obstacle avoidance path planning at different speeds. (a) Kinematic model. (b) Dynamic model.](image)

![Figure 11. Obstacle avoidance path planning at vehicle speed of 50 km/h. (a) Kinematic model. (b) Dynamic model.](image)

6.2. The Experiment of Obstacle Avoidance Path Tracking

To verify the control effect of the tracking controller established in this paper, the tracking experiment of the vehicle’s expected obstacle avoidance path is carried out through writing relevant programs. The optimal solution of the objective function is solved using the quadratic programming function quadprog in Matlab, and the linear quadratic weight matrix is \( Q = \text{diag}(8.759, 9.52, 594989980) \) and \( R = \text{diag}(10, 10) \). The prediction range of model predictive control is \( N = 10 \). The deviation threshold is \( \Delta = 0.4 \text{ m} \) and the constant speed \( v = 0.6 \text{ m/s} \). The constraints on the control input variables are \( \omega_{\text{min}} = -0.5 \text{ rad/s} \) and \( \omega_{\text{max}} = 0.5 \text{ rad/s} \). The initial state of the vehicle is set to \( x(0) = (100, 80, \pi/3)^T \). The backward obstacle avoidance path planned by the algorithm and fitted using a smoothing spline is used as a reference trajectory. The path satisfies the constraint conditions such as the obstacle avoidance constraint and the curvature continuity constraint. In addition, to make the simulation environment conform to the actual situation as much as possible, a higher sampling frequency was selected for the vehicle dynamics part, so the sampling period was set as \( T_s = 0.04 \text{ s} \).

The simulation results are presented in Figure 12. The red * point is the vehicle obstacle avoidance trajectory planned based on the improved algorithm, the blue solid line is the actual path tracked, and the green solid line is all the predicted values within the prediction range \( N = 10 \) of each simulation. It can be seen from Figures 12 and 13 that the algorithm has a good tracking effect.

Figure 14 shows the optimal front wheel angle control input predicted by the model prediction controller when the vehicle maintains the desired path. During the process of adjusting the posture state of the vehicle, the direction angle of the vehicle should be constantly adjusted, and overshoot will inevitably occur in the adjustment process, so the swing phenomenon in the figure will appear.
As shown in Figure 10, compared with Figure 10b, the RRT algorithm containing the kinematic model can still plan the obstacle avoidance path of the vehicle at a higher speed, but its path is not smooth, and it is difficult to maintain the planned path during path tracking.

Compared with results shown in Figure 11a and Figure 11b, those presented in Figure 11a are significantly more meaningless exploration points that cycle 10,000 secondary pairs to generate the final path, and the effect of reaching the final target point is poor. In addition, compared with Figure 11a, the path in Figure 11b is smoother and the turning radius is smaller. Therefore, the obstacle avoidance path planned by the dynamic model is adopted when the subsequent path controller maintains the desired path.

6.2. The Experiment of Obstacle Avoidance Path Tracking

To verify the control effect of the tracking controller established in this paper, the tracking experiment of the vehicle’s expected obstacle avoidance path is carried out through writing relevant programs. The optimal solution of the objective function is solved using the quadratic programming function quadprog in Matlab, and the linear quadratic weight matrix is $Q = \text{diag}(8.759, 9.52, 594989980)$, $R = \text{diag}(10, 10)$. The prediction range of model predictive control is $N = 10$. The deviation threshold is $\Delta = 0.4 \text{ m}$ and the constant speed $v = 0.6 \text{ m/s}$. The constraints on the control input variables are $\omega_{\text{min}} = -0.5 \text{ rad/s}$ and $\omega_{\text{max}} = 0.5 \text{ rad/s}$. The initial state of the vehicle is set to $x(0) = (100, 80, \pi/3)^T$. The backward obstacle avoidance path planned by the algorithm and fitted using a smoothing spline is used as a reference trajectory. The path satisfies the constraint conditions such as the obstacle avoidance constraint and the curvature continuity constraint. In addition, to make the simulation environment conform to the actual situation as much as possible, a higher sampling frequency was selected for the vehicle dynamics part, so the sampling period was set as $T_s = 0.04 \text{ s}$.

The simulation results are presented in Figure 12. The red * point is the vehicle obstacle avoidance trajectory planned based on the improved algorithm, the blue solid line is the actual path tracked, and the green solid line is all the predicted values within the prediction range $N = 10$ of each simulation. It can be seen from Figures 12 and 13 that the algorithm has a good tracking effect.

Figure 12. Simulation of obstacle avoidance path tracking.

Figure 13 shows the optimal front wheel angle control input predicted by the model prediction controller when the vehicle maintains the desired path. During the process of adjusting the posture state of the vehicle, the direction angle of the vehicle should be constantly adjusted, and overshoot will inevitably occur in the adjustment process, so the swing phenomenon in the figure will appear.

Figure 14. Front wheel angle diagram of vehicle keeping desired path.
Figure 13. State variables of obstacle avoidance path tracking. (a) State $x$. (b) State $y$. (c) State $\theta$.

Figure 14 shows the optimal front wheel angle control input predicted by the model prediction controller when the vehicle maintains the desired path. During the process of adjusting the posture state of the vehicle, the direction angle of the vehicle should be constantly adjusted, and overshoot will inevitably occur in the adjustment process, so the swing phenomenon in the figure will appear.

Figure 14. Front wheel angle diagram of vehicle keeping desired path.

6.3. The Automatic Reset Experiment of the Handwheel

Figure 15 displays the automatic reset experiment of the handwheel. Here, the driver suddenly released the steering wheel when the steering wheel of the handwheel rotated $60^\circ$ and the vehicle speed was 60 km/h. In Figure 15, the steering wheel turned back at about 3.5 s. The duration taken for the turn back was short and the steering wheel oscillation amplitude was small, indicating that the system had a good return performance.

Figure 15. The Performance of the handwheel automatic reset experiment.

6.4. Shared Control Experiment Based on Virtual Guiding Force

The RRT algorithm was used to plan the obstacle avoidance path of vehicles when the location of obstacles in the terrain was known, i.e., the black expected path on the left of Figure 16. The model prediction controller predicted the input of the front wheel angle when the vehicle kept the desired path in real time. The virtual guiding force was constructed based on the difference between the actual driving angle and the predicted input angle. Figure 16 shows the experimental comparison between prediction feedback (red) and without prediction feedback (blue). The Figure 16a shows the vehicle trajectory, wherein, with prediction feedback, the driver maintained the desired path to avoid the obstacles in front. As demonstrated from the steering wheel rotation angle on the Figure 16b, the
red line turned earlier than the blue line. The Figure 16c shows the yaw velocity variation of the vehicle in the running process. The red line is smaller, suggesting a smoother motion of the vehicle. In conclusion, the predictive haptic feedback tracked the planned desired path, alerted the driver of upcoming obstacles in advance, and achieved smoother vehicle motion.

Figure 16. The driving data on the simulator. (a) Vehicle trajectory. (b) Steering wheel rotation angle. (c) Yaw velocity variation of the vehicle.

7. Conclusions

In the paper, we proposed a type of vehicle driving assistance steering control system with force/touch guidance to address the inability of drivers to fully observe the road information. We designed an auxiliary steering control system with force/tactile guidance (ASCFT) and established a mathematical model and control strategy based on virtual force guidance. The control strategy adopted an improved RRT algorithm to achieve smooth vehicle path optimization. The simulator with a force/tactile-assisted steering interface was built and utilized to verify the auxiliary effect of tactile guidance control. Considering the complex dynamic boundary conditions in the process of vehicle motion, the vehicle dynamic model was used as the boundary conditions for the path optimization of the RRT algorithm.

In the path planning simulation experiment with vehicle kinematics and vehicle dynamics as boundary conditions, although the RRT algorithm with the kinematics model can plan the obstacle avoidance path of the vehicle at a higher speed, there are many
meaningless points in the solution path. The RRT algorithm which includes the kinematics model solves the path more smoothly and has a smaller turning radius.

To verify the control effect, the vehicle’s expected obstacle avoidance path-tracking experiment is first used to verify the vehicle’s path tracking effect, and the results show that the tracking effect is good when the vehicle’s attitude is not adjusted. During the vehicle attitude adjustment process, a swing phenomenon may occur, which can be quickly corrected. In the steering wheel reset experiment, the steering wheel of the steering control system was suddenly released at the vehicle speed of 60 km/h and the handwheel rotation of 60°, before turning back in about 3.5 s. According to the experiment based on virtual guidance force control, the predictive haptic feedback reminded the driver of the upcoming obstacle in advance.

This work is extremely important for expanding and improving onboard active safety technology. As a result, the virtual guidance force feedback on the steering wheel can serve as an early warning of road information and reduce driving pressure. The improved RRT algorithm smoothens the search path and reduces the complexity of the operation by means of using the vehicle dynamics model as the constraint condition.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable Parameter Name</th>
<th>Symbol</th>
<th>Variable Parameter Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{hw}$</td>
<td>Equivalent moment of inertia of the handwheel assembly</td>
<td>$J_m$</td>
<td>Equivalent moment of inertia of force sensing simulation assembly</td>
</tr>
<tr>
<td>$B_{hw}$</td>
<td>Steering wheel assembly equivalent damping coefficient</td>
<td>$B_m$</td>
<td>Equivalent damping coefficient of force sensing simulation assembly</td>
</tr>
<tr>
<td>$\theta_h$</td>
<td>Steering wheel Angle</td>
<td>$T_m$</td>
<td>Feedback motor output torque</td>
</tr>
<tr>
<td>$T_{hw}$</td>
<td>The driver inputs the steering torque</td>
<td>$\theta_m$</td>
<td>Feedback motor rotation Angle</td>
</tr>
<tr>
<td>$T_s$</td>
<td>The torque applied by the feedback motor to the torque sensor through the reducer</td>
<td>$T_{12}$</td>
<td>The driver input torque acts on the feedback motor shaft through the reducer torque</td>
</tr>
<tr>
<td>$T_c$</td>
<td>The torque exerted on the steering column by the limit correction device can be adjusted when the steering column rotates</td>
<td>$G_m$</td>
<td>Reducer reduction ratio</td>
</tr>
<tr>
<td>$T_f$</td>
<td>Friction on the steering shaft</td>
<td>$U_m$</td>
<td>Input voltage of the motor</td>
</tr>
<tr>
<td>$k$</td>
<td>The stiffness coefficient of the spring</td>
<td>$R_m$</td>
<td>Armature resistance</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>The deformation of the spring</td>
<td>$L_m$</td>
<td>Inductance of armature</td>
</tr>
<tr>
<td>$p$</td>
<td>The lead of the lead screw</td>
<td>$\omega$</td>
<td>Speed of motor shaft</td>
</tr>
<tr>
<td>$F_s$</td>
<td>Friction constant of the steering shaft</td>
<td>$C_b$</td>
<td>Electromotive force constant</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Torque motor electromagnetic torque coefficient</td>
<td>$\nu_b$</td>
<td>Voltage of induction</td>
</tr>
<tr>
<td>$I_m$</td>
<td>Current in the armature winding of a torque motor</td>
<td>$K_b$</td>
<td>Back potential coefficient</td>
</tr>
<tr>
<td>$\eta$</td>
<td>The efficiency of torque motor</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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