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Abstract: As developing economies become more industrialized, the energy problem has become
a major challenge in the twenty-first century. Countries around the world have been developing
renewable energy to meet the Sustainable Development Goals (SDGs) of the United Nations (UN)
and the 26th UN Climate Change Conference of the Parties (COP26). Leaders of enterprises have
been made aware of the need to protect the environment and have been practicing environmental
marketing strategies and green information systems (GISs) as part of ESG practices. With the rapid
growth of the available data from renewable electricity suppliers, the analyses of multi-attribute
characteristics across different fields of studies use data mining to obtain viable rule induction
and achieve adaptive management. Rough set theory is an appropriate method for multi-attribute
classification and rule induction. Nevertheless, past studies for Big Data analytics have tended to
focus on incremental algorithms for dynamic databases. This study entails rough set theory from
the perspective of the decrement decay alternative rule-extraction algorithm (DAREA) to explore
rule induction and present case evidence with managerial implications for the emerging renewable
energy industry. This study innovates rough set research to handle data deletion in a Big Data system
and promotes renewable energy with valued managerial implications.

Keywords: rough set theory; Big Data; renewable energy; decrement algorithm

1. Introduction

Maintaining sustainable energy supplies using limited natural resources in the world
has become one of the major challenges in the twenty-first century. Many countries have
been actively seeking energy alternatives [1,2], and green energy engineering has been the
key to this exercise [3]. However, many technical, economic, socio-cultural and institutional
barriers limit the growth of renewable energy technologies [4], and grand challenges
(GCs) affect organizations and institutions [5]. To achieve better energy efficiency, energy
management strategies can achieve better outcomes than traditional methods [6]. The
promotion of renewable energy is a key success factor that largely relies on government
policies and entrepreneur coalitions [7].

The Sustainable Development Goals (SDGs) of the United Nations (UN) consist of
17 goals that were adopted by all UN Member States in 2015 that set out a 15-year plan to
achieve them. Goal 7 is to ensure access to affordable, reliable, sustainable and modern
energy for all [8]. Meanwhile, at the 26th UN Climate Change Conference of the Parties [9],
the most important outcome was directly related to fossil fuels. Leaders of enterprises
have been made aware of the need to protect the environment and have been practicing
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environmental marketing strategies as part of ESG practices (Environment, Social, and
Government) [10]. From a political perspective and in terms of the subsequent ramifications
of fundamental and critical decisions, digital and information systems technology has to
play a role in finding potential solutions [11].

Information systems can help manage and save resources pertaining to operations [12].
To achieve environment sustainability, green information systems (Green ISs) have emerged
as a crucial research area in order to reduce carbon footprints [13]. Over the last two
decades, past data systems have been insufficient in terms of analyzing rapid environmental
changes due to the explosive growth of data. The analysis of renewable energy to generate
decision rules has a considerable impact, as it helps to formulate policy and strategy
implementation for the promotion of renewable energy [14–16]. Information research
through data analytics has therefore become a practical demand in energy and resource
optimization [17]. The advent of Big Data analytics has changed existing data application
development in information management. It is involved in a wide range of applications,
not only in medicine, business, social analysis and public services, but also in solving the
energy crisis.

There have been many studies associated with Big Data in renewable energy [18];
nonetheless, most of them have focused on renewable energy production, planning and
forecasting [19–21]. This is inadequate to illustrate how to promote these applications to
stakeholders in the aforementioned areas. In addition, the repeated use of data should be
limited, as constant recalculations are a waste of computing resources. There have been
many studies that have focused on the increment algorithm but have also ignored the
occurrence of the decrement situation.

The long-term accumulation of data in today’s rapidly changing society may result
in massively outdated information. Previous studies have indicated that the cumulated
data are often deleted. Since decrement case studies are less popular than increments, data
decrement operations would be inadequate in using Big Data for renewable energy appli-
cations, which would limit the promotion of renewable energy sources. In such a situation,
how to achieve operational efficiency and rule induction is not only a consideration of the
elimination of outdated data, but also one that needs to result in effective decision making,
which is an important topic.

The scope of renewable energy data contains a number of different types of qualitative
and quantitative attributes that increase the difficulties in rule induction. When conducting
analysis, standardizing and defining attributes can take up a considerable amount of
time. Rough set theory is a quantitative method by which to deal with imprecise and
vague concepts and to classify knowledge that has been widely applied to many types of
decision-making problems and in various industries. It can potentially generate rules and
use rule induction to find key rules under the condition of attribute reduction and also
use the attribute value model to describe dependencies between attributes, evaluate the
significances of attributes and, ultimately, lead to the decision rules.

In addition, while dealing with the current environmental situation, the impact of
using Big Data in promoting renewable energy must be considered. In summary, rough set
theory is suitable to analyze the problems pertaining to renewable energy. The objective of
this study was to effectively analyze the renewable energy data and improve the renewable
energy market by using rough set theory with a consideration of how to handle data
deletion in a Big Data system, which in turn results in efficient data processing.

This study proceeds with Big Data perspectives and explores the feasibility of using
rough set theory in decreasing renewable energy data through generating decision rules that
are used in the assessment scheme to promote renewable energy and propose managerial
implications. This paper is organized as follows: The related literature is reviewed and
summarized in Section 2. The solution approach is proposed in Section 3. A case study that
demonstrates the superiority of the proposed approaches is shown in Section 4. Finally,
the conclusions of this study are summarized in Section 5. The novel contributions of the
paper are summarized as follows:
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• Considerations of how to handle data deletion in a Big Data system;
• An effective analysis of renewable energy data to improve the renewable energy

market;
• The generation of decision rules used in an assessment scheme to promote renewable

energy and proposed managerial implications.

2. Literature Review
2.1. Renewable Energy

From the mid-1970s onwards, many studies of the energy crisis were conducted due
to oil shocks. Common solutions might effectively reduce energy consumption, including
the development of eligible renewable energy and the construction and use of green energy
equipment to reduce carbon emissions [22,23]. The design, development and dissemination
of appropriate renewable energy technology are important not only to meet the growing
energy requirements for economic growth, but also for improvement in the quality of
human life [24,25].

Compared with other industries, renewable energy has the nature of public utility.
Therefore, interdisciplinary cooperation with related government agencies is essential
to ensure that data sources are extensive [26]. Big Data based on myriad sources, e.g.,
environmental and social aspects are closely related, and many different aspects of research
from data analysis to identify the decision rules can be linked [27–29]. Moreover, renewable
energy data compared with normal data must take non-use of the additional value of
renewable energy into account for considerable inclusiveness, as the descriptive data
can also help in understanding user intentions [30,31]. These data sources cross many
different attributes and fields, and such multi-attribute data also have different aspects of
information data. Hence, how to effectively and efficiently deal with such data becomes
a critical and important step. Rough set theory for dealing with such multi-attribute and
different criterion datasets has yielded significant insightful results.

In addition, timely and cost-effective analytics on Big Data has emerged as one of
the key success factors for most success stories in businesses, scientific and engineering
disciplines and government endeavors [32,33]. To add or remove a single data point, a
conventional single increment–decrement algorithm can be used to update the model
efficiently. However, to add and or remove multiple data points, the computational cost of
the current update algorithm becomes inhibitive because we need to repeatedly apply it
for each data point [34]. With the development of science and technology and the growing
internet, the amount of information is also increasing. People often need to remove or add
lots of data when companies use databases or data warehouses. Using traditional data
mining methods is neither suitable nor cost-effective [35]. Especially when considering
rapidly changing data, finding methods of using data mining to reduce time expenditure
is the goal of many research endeavors. Many dynamic algorithms have been developed
not only to maintain the accuracy of the calculation, but also to enhance the computation
speed [36].

Considering the data changes in dynamic Big Data systems, the majority of studies
based on data incrementing might cause serious errors and irreparable mistakes if data
reduction is not taken into consideration. For this reason, this study focuses on the research
of Big Data systems in the renewable energy industry based on the perspective of data
reduction. Rough set theory is applied to facilitate multi-attribute decision analysis. Under
the data reduction principle, this research could provide a critical supplement to the
renewable energy industry where key success factors have not been identified.

2.2. Rough Set Theory

Rough set theory was proposed by Pawlak to classify imprecise, uncertain and in-
complete information or knowledge expressed by data acquired from experience [37,38].
It is an improvement of the set theory used in the study of systems that are characterized
by insufficient, incomplete and uncertain information [39]. Rough set theory not only



Sustainability 2023, 15, 14984 4 of 19

possesses rule induction but also the ability to figure out critical rules under the attribute
reduction condition. Additionally, it is able to use attributes in specific models to describe
dependencies among attributes and assess the significance of the properties concluded
by the decision rules. Moreover, rough set theory allows for an information reduction
procedure based on the consequence of particular attribute subsets [40].

Attribute reduction is an important concept in rough set theory, as it can find the core
problem via attribute reduction. The core idea of attribute reduction is to obtain the sub-
attribute set (or feature set) that can maintain the same discriminability as the full attribute
set [41]. There are many studies that indicate that rough set theory is an effective tool for
data analysis [42–44]. It has been widely applied in the improvement of decision making.

In addition, market statuses may often change from time to time, leading to changes in
Big Data since data are “dynamic” in the sense that users may periodically or occasionally
insert or delete data in the data storage method, e.g., a database. Such real data may
increase/decrease dynamically in size and this phenomenon is particularly notable in
the energy domain. Morley showed that many empirical studies suffer from a lack of
dynamic structure and ignore the fact that data are added [45]. Such updates to the
data may cause not only the generation of new rules but also the invalidation of some
existing rules [46]. As an effective and efficient mechanism to deal with such data, an
in/decremental technique has been proposed in the literature and has attracted much
attention, stimulating results [47]. The in/decremental technique allows new data to be
added or updated data to be removed without re-implementing the algorithm in a dynamic
database [48]. In the RST, all updates should lead to changes in a decision table.

To specify the domain of rough set theory, in/decremental techniques essentially reuse
previously inducted information and combine this information with the freshly updated
data to efficiently generate new decision rules or new reductions. For example, Liang
et al. introduced incremental mechanisms and then developed a group incremental rough
feature selection algorithm based on information entropy [47]. Zhang et al. proposed
composite rough sets and combined them with the incremental learning technique for
quickly updating approximations [49]. Luo et al. analyzed the updating mechanisms for
computing approximations with the variation of the object set and proposed two incre-
mental algorithms for updating the approximations [50]. Li et al. proposed incremental
approaches and algorithms for updating approximations [51]. Zhang developed incremen-
tal approaches for updating rough approximations in IvIS under attribute generalization,
which refers to the dynamic changing of attributes [52]. Shu et al. proposed a neighborhood
entropy-based incremental feature selection framework via the neighborhood rough set
model [53]. Yang et al. first combined incremental technology and the accelerated strategy
in attribute reduction and proposed matrix-based incremental mechanisms for dynamic
attribute reduction when the objects are evolved over time [54]. Huang et al. proposed
an incremental feature selection approach in hierarchical classification by employing a
fuzzy rough set technique with the consideration that data in the real world may arrive
dynamically [55]. However, most of the previous incremental algorithms require the cal-
culation of the decision matrix for each decision attribute, while the number of decision
attributes is usually very large (e.g., in mass data information systems). This is time- and
memory-consuming [56]. Therefore, Ref. [57] proposed an incremental rule-extraction
algorithm based on the work of [58]. Ref. [59] proposed an incremental attribute extraction
based on the work of Ref. [44]. However, both studies only discussed the object incremental
issue and posited that one object is added at a time. As a result, these studies can only
resolve each additional object and implement the solution approach n times. They can not
handle issues when a set of n attributes is removed.

2.3. Research Gap

With the development of science, technology and the growing internet, the volume
of information is increasing, driving industry to often remove and add lots of data when
companies are using databases or data warehouses. Traditional rough set approaches may
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consider the data changes in a dynamic world based on data increment. This might cause
serious errors and irreparable mistakes if data reduction is not taken into consideration.
In addition, current dynamic algorithms mainly focus on the accuracy of the calculation.
Therefore, algorithms to enhance agility in industry are constantly in demand.

3. Solution Approach

In this study, a data deletion method, i.e., the decrement decay alternative rule-
extraction algorithm (DAREA), was applied. It is a decrement alternative rule-extraction
algorithm that modifies some rules in the original rule set based on the results of renewable
energy decrement rule induction analysis. The advantage of using the DAREA is to in-
herit the nature of the alternative rule extraction algorithm (AREA), adding the concept of
weight and finding more meaningful rules in accordance with the weight. The concept of
weight can be used to improve the credibility of rules and resolve the problems due to the
repeatability of rules. In addition, the DAREA can also solve the problem of rule induction
when data are deleted and directly concluded, as it is unnecessary to reload all databases
to conduct rule induction and compare with old rules to obtain the results. This improves
the overall efficiency of data management as it is difficult to accurately reflect the current
situation otherwise, especially when rough sets are previously changed at a large scale.

In accordance with the current state of renewable energy social environment, a user
satisfaction index from a customer relation management (CRM) perspective is considered
as an optimistic direction in renewable energy promotion. It is also integrated with govern-
ment data to achieve authenticity and effectiveness for renewable energy promotion. The
differences in rules and potential impact of the models with and without outdated data are
summarized in this study.

3.1. Customer Analysis Rules

In this study, the following three categories of attributes were identified from the data:

1. Customer characteristic attributes are customer data that enterprises apply to customer
composition analysis, such as customer type, gender and annual income.

2. Government data attributes are data acquired from government agencies and inte-
grated with customer data, such as residential electricity consumption, electricity
change, regional tariff and regional payroll.

3. Customer behavior and experience attributes are customer data based on customer
feedback and the evaluations of their prior purchase factors.

4. For the DAREA methodology, every conditional attribute is given a weight to calculate
the strength index (SI), and the third-category attributes are given higher weights.
Adjusting the weights is a key process of the DAREA developed in this study. The
summary of all attributes is shown in Table 1.

Customer characteristic attributes are used to classify customers. Public sector ob-
jectives are integrated with customer behavior and experience attributes and used as the
feedback to improve customer satisfaction. Ultimately, customer satisfaction serves as the
decision attribute for the use of rough sets to develop marketing rules and assess corporate
strategies.

3.2. Rule Change

Databases often change by adding, deleting and updating data. Practical applications
must take these changes into consideration. DAREA methodology is a decrement algorithm
that can effectively deal with changes in data reduction. There are five different cases of
object increment shown in Table 2.
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Table 1. Customer value analysis framework.

Customer Characteristic
Attributes Government Data Attributes Customer Behavior and
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1 M 20 23 k . . . 200 1% . . . Cost 1 year H 20

2 F 40 50 k . . . 300 3% . . . Environmental 2 years M 15

3 M 35 100 k . . . 500 −1% . . . Environmental Over 5 years L 5

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Weight 0.1 0.2 0.5 . . . 0.4 0.6 . . . 0.7 0.8

Table 2. Structure of case.

Generate New Rule Replace Old Rule Delete Old Rule

Case 1 ---- ---- ----

Case 2 ---- ---- X

Case 3 ---- X ----

Case 4 X ---- ----

Case 5

Case 5.1 X X ----

Case 5.2 X ---- X

Case 5.3 ---- X X

Case 5.4 X X X

Case 1: The increment of a new object does not cause any conflict with the original
rules and the original rules can dominate this new object.

Case 2: The increment of a new object does not cause any conflict with the original
rules, but the original rules cannot dominate this new object.

Case 3: The increment of a new object causes conflict with the original rules, but at
least one of the original rules can dominate this new object.

Case 4: The increment of a new object causes conflict with the original rules and none
of the original rules can dominate this new object.

Case 5: The increment of a new object causes conflict with the original rules and new
object features are identical to one of the original objects. However, these two objects have
different outputs.

3.3. Algorithms

The notation and variables used in this data reduction algorithm are presented as
follows:

Algorithm procedure:
Our algorithm (Algorithm 1) is based on the theory proposed by Pawlak [60]. Three

lemmas are described as follows:

Lemma 1. If D(Xi)Aj − nd = Ø, then a new reduct is generated.

Lemma 2. Reductnew /∈ Reductold; the new reduct must be different from the previous reduct.



Sustainability 2023, 15, 14984 7 of 19

Lemma 3. If Temp = 0, then old rule set ⊆ new rule set. If Temp was not changed, this means that
only one rule is reduced or the rules are not affected.

Algorithm 1: DAREA

Input: The number of a removed object, nd.
Output: The set of decision rules and alternative rules, Fnew.
Step 0. Initialization
(i). When an object is removed, set the object number to be nd.
(ii). Set S = 1, l = 1, Fold = original rules set, Fnew = Ø, Fgen = Ø, Fre = Ø, Fdel = Ø.
Step 1.
For i = 1 to q

For j = 1 to r
If nd ∈ D(Xi)Aj && D(Xi)Aj − nd == empty

Based on Lemma 1, go to step 1.1.
Else go to step 2

End If
Endfor

Endfor
Step 1.1. Apply the reduct generation procedure of Pawlak to generate a new reduct of D(Xi)Aj.
Step 1.2. Check whether the new reduct exists in the R.
For i = 1 to k

If the new reduct ∈ Ri
Based on Lemma 2, go to step 1.2.1.

Else go to step 1.2.2.
End If

Endfor
Step 1.2.1. Add the new reduct to R.
Step 1.2.2. Merge the new reduct with the identified original reduct into R. The new reduct of
object number joins RMO and the cardinality is also added to ROC.
Step 2. Check whether the new reduct is better than the original.
For l = 1 to L

If a new reduct is generated,
Go to step 2.1.

Else go to step 3.
End If

Endfor
Step 2.l. Check whether the intersection of Aj and D(Xi) is empty.
If it is empty
Go to Step 1.1.
Else go to step 2.

End If
Step 3. Find any reduct that is possibly affected by nd in R.
For n = 1 to k
If nd ∈ RMO(n)

Go to step 3.1.
End If

Endfor
Go to step 3.2.
Step 3.1. When the nd is removed from RMO, subtract I(nd)OC from ROC.
Step 3.2. Re-compute the strength index, SI. Sort SI according to case number, S, and Tnew is
stored, with the order, for each reduct.
Step 4. Check whether the new order has been changed in R.
Temp = 0
For n = 1 to k

If Tnew(n) != Told(n)
Temp = 1

End If
Endfor
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Algorithm 1: Cont.

Step 5. Decide whether to re-extract the rules, according to the value of Temp.
Based on Lemma 3, if Temp = 1, the rules must be re-extracted, so go To Step 5.1, else go To Step 6.
Step 5.1. Re-extract the rules, according to AREA
Set Fold = the original rules, Fgen = the new rules, Fre = the replaced rules, Fdel = the deleted rules.
Step 6. Print Fnew = {Fold + Fgen + Fre − Fdel}.

The flowchart of the algorithm is presented in Figure 1.
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3.4. Time Complexity and Comparison

DAREA time complexity in different cases is shown in Table 3.

Table 3. Time complexity.

Case No. Time Complexity

Case 1 O(nm(Ncor))

Case 2 O(nm(Ncor) + r(Nr))

Case 3 O(nm(Ncor) + q(Nnr) + r(Nr))

Case 4 O(nm(Ncor) + q(Nnr))

Case 5 O(nm(Ncor) + q(Nnr) + r(Nr))

AREA O(m2 k (Ncor) + qk(Nnr) + r(Nr))

Figure 2 is the time of the original data processed via rough set theory with outdated
data. Figure 3 is CPU time when measured with the deleted ratio. Figures 2 and 3 show
that, with a growth in data size, the original processing time increases substantially. This is
a shortcoming of the rough set theory algorithm, as it wastes a lot of resources and time
by reloading all databases in every update. Although the cost of time increases with data
size, compared with the growth in original data, the time increased could be moderated by
the DAREA, which uses the principle of difference in sets to make database management
more efficient. When an object is deleted, it can effectively respond to the changes in rules
without reloading the entire database. With the characteristics of Big Data, the percentage of
data being changed is relatively low. The new dataset is almost the same size as the original
dataset, which means that the calculation time would be close to the original processing
time of the entire database. We should avoid reading the database repeatedly to update the
rules. As the DAREA can effectively modify the rule directly for the decrement dynamic
database, it can handle rule changes, as well as resource consumption, under a decrement
algorithm.
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4. Case Study

A case in the renewable energy company ABC was studied to illustrate the effec-
tiveness of using DAREA methodology under commercial conditions and to explore its
management implications.

4.1. Background

ABC Company produces and sells a wide range of renewable energy products, not only
in household energy-saving products but also in building energy systems. In addition to
production and marketing, ABC Company has invested substantial resources into research
and development of renewable energy technologies. The company also has joint research
with other renewable energy laboratories. Moreover, with ABC’s experience and excellent
efficiency in the construction of renewable energy, government agencies often seek their
cooperation to assist government-owned projects. ABC Company provides a full range of
green energy products and construction services for residents, businesses and government
agencies. Their products and services are committed to achieving a sustainable future.

With a huge customer database and a variety of products, ABC Company provides
customers with various analyses that consider a number of factors to develop different
marketing strategies for different target groups, aiming to achieve a good balance in the
operation and expansion of renewable energy. ABC Company analyzes customers’ buying
behavior and recommends appropriate merchandise to customers. This does not only help
target customers to make accurate purchases, but also allows them access to a tailored
product portfolio. The company investigates customer purchase factors and takes surveys
to understand user satisfaction for the products after a month or two. Although new
technology and products often replace the existing ones, some green energy equipment
lasts a long period of time and users often keep using old products for several years
or even decades, despite technology upgrades or the emergence of new products. This
historical data might affect the analysis and cause difficulty in the analysis due to the vast
accumulation of data. To solve this situation, ABC Company uses dynamic data analysis to
delete outdated data when performing analysis so as to avoid an impact on current analysis
from the outdated data.

4.2. Data Analysis

In this study, we used the DAREA to analyze ABC’s customer data with the 18 at-
tributes shown in Table 4. Attribute 1 is customer type {1—general public, 2—company,
3—government, 4—other}, which corresponds to ABC’s main product sales targets. At-
tribute 2 is gender {1—male, 2—female, 3—other}, which leads to a significant difference in
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buying behavior. If the customer type is not the general public, this attribute is empty. At-
tribute 3 is age, divided into six age groups {1—under 24, 2—25 to 34, 3—35 to 44, 4—45 to
54, 5—54 to 64, 6—over 65}, which is used to analyze the buying behavior of different ages.
Attribute 4 is revenue per year, divided into five levels in thousands of NTD {1—under 250,
2—260 to 500, 3—510 to 750, 4—760 to 1000, 5—over 1010}. Attribute 5 is education level
{1—junior high, 2—senior high, 3—universities and colleges, 4—above}. Education level
affects consumer buying behavior and purchase intention [61]. Attribute 6 is marital status
{1—married, 2—unmarried}. Marital status affects the type of purchased goods. If customer
type is not the general public, this attribute is empty. Attribute 7 is willingness to pay the
cost of green energy {1—yes, 2—no}. Compared to traditional energy, customers who are
willing to pay extra for green energy costs have higher purchase intention. Attribute 8 is
the age of the house in years {1—under 5, 2—6 to 30, 3—over 3}. Attribute 9 is house area
space in squared meters {1—under 75, 2—75 to 200, 3—over 201}. Attribute 10 is the floor
level {1—under 5, 2—6 to 15, 3—over 16}. Attribute 11 is the first three digits of the zip
code. Attribute 12 indicates if a customer is using green power {1—yes, 2—no}. Attribute
13 is monthly electricity consumption in kilowatts {1—under 300, 2—301 to 600, 3—601 to
1000, 4—over 1001}. Attribute 14 is the average monthly electricity bill in NTD {1—under
1000, 2—1001 to 2000, 3—2001 to 5000, 4—over 5001}. When the use of electricity is higher,
the price per kilowatt is higher. This affects willingness to save electricity. Attribute 15 is
electricity growth rate per year {1—under 1% including negatives, 2—1% to 3%, 3—over
3%}. Attribute 16 is the time from the last purchase in years {1—under 1, 2—1 to 2, 3—2
to 5, 4—over 5}. Attribute 17 is the purchased product ID. Attribute 18 is the result of the
user purchase intention survey {1—cost, 2—social and environmental, 3—brand, 4—policy,
5—other}. Outcome is customer satisfaction based on an after-sales survey {1—very bad,
2—bad, 3—normal, 4—good, 5—very good}. The ABC Company customer decision table is
partially presented in Table 5. The calculated customer information based on the decision
rules is partially presented in Table 6.

Table 4. Customer data attribute table.

Attribute Name 1 2 3 4 5 6

A1 Customer Type General
public Company Government Other - -

A2 Gender Male Female another - - -

A3 Age <24 25~34 35~44 45~54 55~64 >65

A4 Revenue/Year <25 K 26~50 51~75 76~100 >101 -

A5 Education level Junior high Senior high Universities and
colleges Above - -

A6 Marital Married Unmarried - - - -

A7 Willingness Yes No - - - -

A8 Age of house <5 6~30 >30 - - -

A9 House area (m2) <75 75~200 >201 - - -

A10 Floors <5 6~15 >16 - - -

A11 Area The first three digits of the zip code

A12 Using green power Yes No - - - -

A13 Monthly electricity
consumption <300 301~600 601~1000 >1001 - -
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Table 4. Cont.

Attribute Name 1 2 3 4 5 6

A14 Average monthly
electricity bill <1000 1001~2000 2001~5000 >5001 - -

A15 Electricity growth
rate/year <1% 1~3% >3% - - -

A16
Time from the last
purchase products

(year)
<1 1~2 2~5 >5 - -

A17 Product ID The purchased product ID

A18 Purchase intentions Cost Social and
environmental Brand Policy Other -

Outcome Customer
satisfaction Very bad Bad Normal Good Very good -

Table 5. Company customer data decision table.

Object A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 O Cardinal
Number

1 1 2 2 2 2 3 2 1 2 1 3 2 2 2 2 1 7 2 3 3

2 1 1 2 3 3 2 1 2 2 2 2 1 1 1 1 1 4 1 3 9

3 2 2 3 2 2 1 2 1 1 1 2 2 2 2 2 4 5 2 1 15

4 2 2 1 2 2 1 3 1 3 1 2 2 3 3 3 3 3 3 2 11

5 2 1 4 2 3 1 3 1 2 2 2 1 1 1 1 4 1 4 4 17

6 2 1 3 2 3 2 2 2 1 1 2 2 3 3 3 3 3 3 4 2

7 2 1 3 3 3 1 2 1 3 2 2 1 3 3 3 3 10 2 5 53

8 1 3 1 2 2 1 2 1 1 2 3 2 1 1 3 1 1 2 1 13

9 3 1 4 3 3 2 2 2 2 1 2 2 2 2 2 2 4 2 3 12

10 3 1 3 2 2 2 2 1 2 2 3 1 3 3 3 4 3 3 2 7

11 2 2 3 1 3 2 1 1 2 2 2 1 3 3 3 3 8 3 3 12

12 1 2 2 4 2 1 2 2 1 1 3 2 2 2 2 2 2 1 2 27

13 2 1 3 2 3 1 2 1 3 2 3 2 3 3 3 4 3 3 5 22

14 4 2 1 2 3 1 2 1 3 2 3 1 3 3 3 3 9 4 4 8

15 2 3 2 1 3 2 1 1 2 1 3 2 3 3 3 3 6 3 2 11

. . .. . .

500 1 2 3 5 2 1 4 2 3 3 2 1 3 4 2 2 7 2 4 6

wj 0.75 0.28 0.75 0.92 0.61 0.25 0.67 0.65 0.6 0.4 0.65 0.67 0.82 0.81 0.79 0.32 1.0 0.91

ABC Company product sales strategies are driven by these analysis results. For
example, according to Rule 1, a male married customer with “Revenue per Month” between
51 and 75 (NTD 10,000), if the purchased product is “SWHs System”, will have a customer
satisfaction of “very good”. Hence, in the marketing for SWHs Systems, this segment of
customers is recommended as the primary sales target.

For another example, according to Rule 4, for a customer with monthly electricity
consumption over 1001 kilowatts and a house over 30 years old, if the customer purchases
“PV System”, customer satisfaction is “very bad”. Hence, ABC Company’s marketing
should avoid recommending products of PV systems to this segment of customers. ABC
Company developed a new kind of solar photovoltaic panels which, compared with PV
systems, have lower prices and better conversion efficiency. Through a decision process,
the company decided to fully replace the old products with the new products. Because
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the old PV systems can be used for a long time, customers might continue using the old
systems instead of using new systems. This outdated customer data could cause difficulty
in analysis, and we were unable to determine a significant value. Therefore, ABC Company
decided to delete customer data that were more than five years old or the data of customers
who purchased old products (Table 7). This action can facilitate better analysis with current
market conditions.

Table 6. Rule table.
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A
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A
8

A
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A
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A
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A
12

A
13

A
14

A
15

A
16

A
17

A
18 O

1 1 1 2 1 2 5

2 3 1 1 1 2 5

3 2 3 3 106 9 1 3

4 1 3 1 4 8 1

5 2 4 2 4 1

6 2 5 110 4 4 8 5

7 1 2 1 2 1 4

8 3 3 4 1 2 4

9 2 2 3 3 12 5

10 3 2 2 3 3 2

11 4 2 1 4 3

12 2 3 1 2 4 4

13 1 1 1 8 1 5

14 2 1 2 9 3

15 1 3 2 1 3 4

. . ..

Table 7. Deleting outdated objects.

Object A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 O Cardinal
Number

1 1 2 2 2 2 3 2 1 2 1 3 2 2 2 2 1 7 2 3 3

2 1 1 2 3 3 2 1 2 2 2 2 1 1 1 1 1 4 1 3 9

3 2 2 3 2 2 1 2 1 1 1 2 2 2 2 2 4 8 2 1 15

4 2 2 1 2 2 1 3 1 3 1 2 2 3 3 3 3 3 3 2 11

5 2 1 4 2 3 1 3 1 2 2 2 1 1 1 1 4 1 4 4 17

6 2 1 3 2 3 2 2 2 1 1 2 2 3 3 3 3 3 3 4 2

7 2 1 3 3 3 1 2 1 3 2 2 1 3 3 3 3 10 2 5 53

8 1 3 1 2 2 1 2 1 1 2 3 2 1 1 3 1 1 2 1 13

9 3 1 4 3 3 2 2 2 2 1 2 2 2 2 2 2 4 2 3 12

10 3 1 3 2 2 2 2 1 2 2 3 1 3 3 3 4 3 3 2 7

11 2 2 3 1 3 2 1 1 2 2 2 1 3 3 3 3 8 3 3 12

12 1 2 2 4 2 1 2 2 1 1 3 2 2 2 2 2 2 1 2 27

13 2 1 3 2 3 1 2 1 3 2 3 2 3 3 3 4 3 3 5 22

14 4 2 1 2 3 1 2 1 3 2 3 1 3 3 3 3 9 4 4 8

15 2 3 2 1 3 2 1 1 2 1 3 2 3 3 3 3 6 3 2 11

. . .. . .

500 1 2 3 5 2 1 4 2 3 3 2 1 3 4 2 2 7 2 4 6

wj 0.33 0.28 0.75 0.88 0.61 0.25 0.67 0.65 0.6 0.4 0.85 0.67 0.92 0.81 0.79 0.32 1.0 0.62
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Because the original Object3 purchase was more than five years ago and the purchased
product was an old version of a PV system, the analysis result using this data would not
fit today’s market trend. For this reason, Object3 and other objects over five years were
deleted from the data for this analysis. Table 8 presents the partial 430 objects for analysis.

Table 8. New decision table after deletion.

Object A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 O Cardinal
Number

1 1 2 2 2 2 3 2 1 2 1 3 2 2 2 2 1 7 2 3 3

2 1 1 2 3 3 2 1 2 2 2 2 1 1 1 1 1 4 1 3 9

3 2 2 1 2 2 1 3 1 3 1 2 2 3 3 3 3 3 3 2 11

4 2 1 3 2 3 2 2 2 1 1 2 2 3 3 3 3 3 3 4 2

5 2 1 3 3 3 1 2 1 3 2 2 1 3 3 3 3 10 2 5 53

6 1 3 1 2 2 1 2 1 1 2 3 2 1 1 3 1 1 2 1 13

7 3 1 4 3 3 2 2 2 2 1 2 2 2 2 2 2 4 2 3 12

8 2 2 3 1 3 2 1 1 2 2 2 1 3 3 3 3 8 3 3 12

9 1 2 2 4 2 1 2 2 1 1 3 2 2 2 2 2 2 1 2 27

10 4 2 1 2 3 1 2 1 3 2 3 1 3 3 3 3 9 4 4 8

11 2 3 2 1 3 2 1 1 2 1 3 2 3 3 3 3 6 3 2 11

. . .. . .

430 1 2 3 5 2 1 4 2 3 3 2 1 3 4 2 2 7 2 4 6

wj 0.75 0.28 0.75 0.92 0.61 0.25 0.67 0.65 0.6 0.4 0.85 0.67 0.92 0.81 0.79 0.32 1.0 0.62

After recalculating and comparing with the old rule table, the new rule table is pre-
sented in Table 9. The original Rule 6 no longer supports the new decision table after
comparing with the new rule table. Because of the deleted objects, Rule 6 is unable to exist
and therefore disappears. ABC Company would know that the original customer sales
program corresponding to rule 6 does not have enough evidence to support its effectiveness
and expectations. This sales program should be abolished so as to save the related resources
for other purposes.

Table 9. New rule table after deletion.
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Table 9. Cont.
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4.3. Managerial Implication

The managerial implications of rules developed using the DAREA methodology for
analysis are critical. As described in Section 4.1, ABC Company can leverage a customized
product portfolio to recommend suitable products to its customers through CRM channels.
The following two directions in rules, validated and interpreted by senior managers,
provide general business guidance:

Satisfaction is very high (Customer satisfaction = 5)
In order to enhance overall customer satisfaction, knowing the most suitable service

and products for customers is the key to increasing revenue and profit. Energy should be
focused on identifying rules that lead to very high satisfaction. According to one study,
if customer satisfaction is high for a product service, customer loyalty is generally five
times the average. On the other hand, if one company’s customer satisfaction continues to
increase, its annual profit will increase more than 10%, whereas if the company declines in
satisfaction, annual profit will drop at least 14% [62].

Some studies point out that the cost of retaining an old customer is one-fifth of the
cost of attracting a new customer. If customer satisfaction is high, the cost of retaining old
customers becomes very low [63]. Customer retention is one of the key fields that most
of the CRM strategies focus on [64]. Because the promotion of renewable energy needs
government and community support, a good corporate reputation and a high degree of
social acceptance in terms of implementation can obtain greater success.

Referring to these rules can provide suitable product suggestions for an incoming cus-
tomer. Instead of passively selling products, one should proactively recommend products
to achieve customer satisfaction and enhance the effect of promoting renewable energy. In-
tegrating with other information systems, such as CRM and business intelligence (BI) modules
of ERP (enterprise resource planning), can further increase the level of competitiveness.

Satisfaction is very low (Customer satisfaction = 1)
If the final output of the rules results in very low customer satisfaction, the company

should be alerted and respond accordingly. For example, Rule 4’s association properties
show IF (Customer Type = general public) AND (revenue/year = over 101) AND (Monthly
electricity consumption = over 1001) AND (Age of house = over 30 years) AND (Product
ID = 8) THEN (Customer satisfaction = 1). Customer satisfaction is very low. Most
likely, the age of the house causes energy inefficiency. Customers meeting these factors
can be suggested to purchase goods other than PV systems. In general, the possible
causes of ineffective energy saving can be identified. The company’s R&D department
can improve the effectiveness of PV systems for older buildings, as energy conservation
was not previously an apparent problem. Understanding the crux of the problem and
investing resources in improving the greatest efficiency of products can enhance customer
satisfaction.

The other levels of satisfaction and associated rules can provide the direction to work
with and improve business performance. Because DAREA methodology delivers weighted
indicators, compared with the original rough set theory, the generated rules do not only
have more substantial significance, but also provide more managerial implications.

5. Conclusions

This case study shows that the DAREA method is more efficient than the traditional
rough set algorithm, especially in refining the tremendous data cleaning of a database.
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When the original rules change, the changes are reflected simultaneously. When process-
ing Big Data, the execution time grows only moderately even if the data size is greatly
increased. The DAREA provides a significant improvement to the traditional issues of
deleting outdated data in a Big Data system. Meanwhile, when processing a diversity of
data types in the renewable energy industry, one can achieve effective decision rules quickly
through DAREA rule induction to aid users in making the right choices. Specifically, the
long-term accumulation of data in today’s rapidly changing society may result in massive
amounts of outdated information. This decrement case study may lead to data decrement
operations being adequate in Big Data for renewable energy applications, which would
help the promotion of renewable energy sources. In such a situation, achieving operational
efficiency and rule induction requires the elimination of outdated data as well as effective
decision making.

The methodology in this study could be one solution. However, due to the character-
istics of Big Data and the variabilities of renewable energy data, there are still a number
of challenges to overcome going forward. Some of these challenges are related to how
to obtain the right information for rule induction, how to adapt corporate culture and
management, if the quality and quantity of data are less than expected, etc. [65]. In addi-
tion, the methodology applied in this study still needs further research to verify whether
DAREA is the most efficient algorithm in deleting outdated data in a Big Data system. To
obtain social and popular support, the shaping of the renewable energy market depends
not only on government policies, but also on business collaboration [7]. For enterprise
applications, a quantitative test should be performed and analyzed after two quarters when
additional outdated data are generated and eliminated. In addition, companies should
trace Big Data over a long period and check whether the data needed for the applications
have significantly increased. Hence, how to timely and efficiently add customer data could
be another future research topic.
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Abbreviations

U Set of objects;
A Set of attributes;
d Set of decision attributes;
i Object index;
j Attribute index;
n Reduct index;
l Value of new level;
L Number of original levels;
q Number of object data;
r Number of attributes;
k Number of reducts in “reduct set of table”;
S Case number;
Tnew Number of sort SI according to case number S in the new reduct set of tables;
Told Number of sort SI according to case number S in the original reduct set of tables;
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Temp The order number of SI that has changed and is different from the original;
Xi The i-th object;
aij The j-th value set of attributes for object Xi;
nd Number of removed objects;
I() The original information table;
Aj The j-th attribute;
I(Xi)Aj The j-th attribute for object Xi column in I, the original information table;

D()
The difference set of each attribute Aj (the equivalent class of each object) and attribute
d (the equivalent class of each object corresponding to decisive) of the table;

D(Xi)Aj The j-th attribute for object Xi column in the difference set;
E Extended table;
R Reduct set;
Reductnew The new reduct set;
Reductold The old reduct set;
F Final rule table;
Fold The set of rules (reducts) selected from old rules;
Fnew The set of rules (reducts) selected from new rules;
Fgen The set of rules (reducts) selected from generating rules;
Fre The set of rules (reducts) selected from replacing rules;
Fdel The set of rules (reducts) selected from new deleting rules;
OC Column of object cardinality;
MO Column of merged object;
ROC Index set of columns of object cardinality in the reduct set of tables;
RMO Index set of columns of merged object no in the reduct set of tables;
SO Column of support object.
n Total number of original objects;
m Total number of attributes;
r Total number of rules;
q Total number of reducts after being removed;
k Total number of objects after being removed;
Ncor Total number of original reducts from the object that generates the rule (or reduct);
Nnr Total number of reducts from new data set;
Nr Total number of rules from rule set.
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