Optimal Design and Parameter Estimation for Small Solar Heating and Cooling Systems
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Abstract: The use of solar heating and cooling systems has evolved from being limited to heating and hot water systems in the past to an increasing application in cooling systems. Furthermore, the efficiency optimization of solar heating and cooling systems is crucial in their design and control. This study aimed to enhance the overall efficiency of a solar heating and cooling system through simulations based on optimal design parameters. Additionally, simulations were conducted to optimize the control system to improve the efficiency of the entire solar heating and cooling system. The framework for control optimization can be summarized as follows: (1) modeling the components of the solar heating and cooling system using the Modelica language; (2) establishing baseline efficiencies for the solar heating and cooling system throughout the year; and (3) implementing a control logic, such as Fuzzy or proportional-integral-derivative (PID), within the system components. The resulting optimal control strategy for the solar heating and cooling system led to a maximum increase in the overall system efficiency of approximately 12% during a week of summer design days, reducing the energy consumption from 696.89 kWh to 556.12 kWh. This demonstrates that the developed parameters and control logic improved the overall system performance and achieved efficiency optimization.
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1. Introduction

Countries all throughout the world are very concerned about global warming. Fossil fuels should be replaced with renewable energy sources to reduce greenhouse gas (GHG) emissions in order to combat climate change. Many nations have set goals for the development of their energy infrastructure in accordance with the Paris Agreement in order to keep the global temperature increase to 1.5 °C above pre-industrial levels [1]. Particularly, the European Union has set a goal for its GHG emissions reduction by 2030 of at least 55% below 1990 levels, and other nations like India have also established significant emission reduction targets [2,3]. In order to accomplish these objectives and create an energy infrastructure with net-zero emissions, renewable energy technologies are essential [4]. Overall, 38% of the world’s final energy consumption in 2021 came from industrial activities, and this percentage is predicted to rise in the years to come [5].

Two thirds of the energy used in industry is used to generate heat [6]. One of the most promising sources of renewable energy is solar energy [4]. Solar conversion systems have been used for power generation, seawater desalination, cooling procedures, urban heating, and industrial heating. They can convert solar energy into thermal energy, electrical energy, or both [7–18]. Thermal energy for a range of temperature requirements, including low, medium, and high temperatures, can be obtained from solar heat for industrial process (SHIP) systems [18–20]. In response to the growing need for renewable energy solutions, SHIP systems have emerged as a highly promising option for fulfilling a part of the industrial heat demand [21]. Solar heating technologies have shown notable economic competitiveness, especially in regions with high solar irradiation levels, when compared to...
fossil fuel alternatives [22–25]. Notably, in 2021, the number of SHIP plants experienced a significant increase of approximately 9% [21]. Although photovoltaic (PV) systems are widely used in electricity generation, it is important to note that their energy conversion efficiency is lower than that of solar thermal technologies. Additionally, depending on various factors, such as operating conditions and technology, PV systems might need more than three times the area occupied by solar thermal (ST) systems to generate an equivalent amount of energy [24–27]. These specific factors pose challenges, limiting the widespread application of PV systems in industrial heating contexts.

Recently, innovative solutions for industrial heating have arisen in the form of photovoltaic (PV) and solar thermal (ST) technologies. The building sector, accounting for 35.3% of global energy demand, heavily relies on the intricate functioning of heating, ventilating, and air-conditioning (HVAC) systems. These systems are pivotal in maintaining indoor comfort by regulating humidity, temperature, and air quality. The energy consumption of HVAC systems, whether for heating or cooling, intricately depends on the specific climate conditions of the region. Heating systems effectively capture and store solar heat to circulate warmth within buildings, whereas cooling systems play a vital role in creating a refreshing indoor atmosphere, enhancing air circulation and shielding occupants from direct solar radiation. In colder regions, heating serves as the predominant energy source for HVAC systems, while in tropical countries or during the summer, air conditioning takes precedence in energy consumption. Renewable energy sources, particularly solar power, are indispensable in the realm of heating and cooling due to their cost-effectiveness. The implementation of solar heating and cooling technologies can be achieved through thermal or photovoltaic means. Solar-thermal-energy-based heating technologies utilize both passive and active solar techniques to capture solar radiation and transform it into usable heat [28].

The use of concentrating solar collectors for power absorption and adsorption cooling cycles has been studied in the past. According to their firing technique, working fluid pair, and number of effects, absorption chillers, for instance, were categorized and characterized in a prior study [29]. In a different study [30], a novel cooling system with two main parts—a two-stage vapor absorption cooling sub-system and a vapor-compression cooling sub-system—was introduced. The findings showed that the unique system may generate a cooling output while lowering the temperature of the accessible heat source. They also determined the best temperatures for generators to optimize COP. By shifting the locations of the adsorption and absorption subsystems, Nikbakhti et al. [31] theoretically evaluated a novel integrated adsorption–absorption cooling system and examined two potential topologies. The outcomes verify the absorption system’s COP and cooling capacity. A solar cooling system using PVT collectors and adsorption cooling units that is adapted to the diverse climatic conditions in the Middle East was theoretically explored by Hassan et al. [32]. They discovered that the suggested method generated the most power and had the greatest cooling capacity.

The Transient System Simulation Tool (TRNSYS) program was used by Xu and Wang [33] to simulate and examine the performance of a solar system with a variable effect lithium bromide absorption chiller. For the numerical modeling and integration of dynamic systems, particularly those driven by variable renewable energy sources, TRNSYS 18 is a graphic-based software environment that uses FORTRAN 90 as its source code [34]. TRNSYS was used by Khan et al. [35] to analyze a single-effect solar absorption cooling system. A flat plate or an evacuated tube solar collector was used in the system, which was installed in an educational facility in Islamabad, Pakistan, to extract heat. In a different study, Ibrahim et al. [36] performed a parametric analysis of a double-effect solar absorption chiller reference system in Kuala Lumpur, Malaysia, which included a solar collector and a cooling capacity. They offered a tool for the design that needed a certain incident radiation level.

Most previous studies were conducted based on simple system implementation and validation using specific languages and software. However, when examining the structure
and functionality of solar heating and cooling systems, there are many hyperparameters that need to be optimized in existing systems. In practice, controlling solar heating and cooling systems often involves the use of traditional low-level PID control logic for straightforward control. Based on this observation, this study aimed to achieve the following objectives that have not been previously addressed: the optimization of design parameters for solar heating and cooling systems and the PID optimization for low-level control based on versatility. The goal of this study was to develop a more cost-effective and efficient system. Therefore, the sustainable heating and cooling system minimizes energy consumption from fossil fuels and reduces carbon dioxide emissions into the atmosphere, thereby mitigating the impact of climate change. Additionally, by harnessing renewable energy sources like solar power, it enhances energy sustainability and strengthens energy independence. These systems have a positive impact on environmental protection and resource conservation, contributing to maintaining a sustainable global environment.

In this study, we focused on implementing a solar heating and cooling (SHC) system with an absorption chiller in a particular area of a small office building located in South Korea. The base model of the SHC system was developed using Modelica, an object-oriented language. The objective of this research was to enhance the overall performance efficiency (COP) of the entire SHC model by employing optimal control methods. The primary goal was to improve the COP of the SHC system by applying advanced control techniques.

2. SHC System Description

2.1. Targeted Area of the SHC system

The specific area of focus of the SHC system is the lobby of a small building. The lobby encompasses the second to fourth floors, as illustrated in Figure 1. This particular zone is suitable for utilizing a small-capacity absorption chiller that can adequately cater to the overall cooling demands of this area.

![Figure 1](image-url). The heating, ventilating, and air-conditioning (HVAC) system zone of the target building.

2.2. Solar Irradiance and System Loads of SHC

Accurate data on the heating and cooling loads play a vital role in designing a complete solar heating and cooling (SHC) system, including aspects like the area of solar collectors and chiller capacity. The heating and cooling loads for the specific targeted zone, estimated to reach maximum values of approximately 30 kW, were obtained using EnergyPlus 23.1 software. Additionally, the hourly solar irradiation for a year on the site, which was acquired from the onsite weather station (latitude: 37.309985 and longitude: 127.135114), is presented in Figure 2.
2.3. SHC System Specification

A solar thermal system utilizes solar energy and converts it into thermal energy, which can serve various purposes, such as producing domestic hot water (DHW), heating and cooling spaces, or heating swimming pool water. These systems are classified based on the type of thermal fluid (such as air, pure water, refrigerants, and water–glycol mixtures) used to transport heat from the collector.

A solar thermal system consists of a collector, storage unit, utilization system, and control device. The collector is a device that gathers energy from the sun and converts it into heat, making it a fundamental component of the solar thermal system. The storage unit, or storage tank, stores the accumulated heat for later use when needed. The utilization system efficiently supplies solar heat and, if insufficient, is supplemented by auxiliary heat sources. The final component, the control device, serves as an adjustment mechanism to effectively regulate the aforementioned processes.

The solar thermal cooling and heating system is composed of a solar collector panel that captures solar heat to heat the heat transfer fluid, an accumulation tank where the heat transfer fluid is stored, a cooling system that exchanges heat with the accumulation tank to provide air conditioning, a domestic hot water (DHW) system that supplies hot water by exchanging heat with the accumulation tank, and an auxiliary heating system that supplements the deficient heat capacity of the accumulation tank when its temperature falls below the set temperature. This system maximizes efficiency by utilizing an auxiliary heat source only to compensate for the insufficient heat capacity of the accumulation tank when solar energy is insufficient to raise its temperature above the set threshold.

The SHC system harnesses solar radiation for heating, cooling, and DHW. In instances where the solar radiation alone is insufficient, a boiler is utilized to compensate for the heat. The SHC system comprises solar collectors, heat exchangers, a thermal storage tank, a boiler, an absorption chiller, and a cooling tower. These components, along with the lobby of the building, are depicted in Figure 3.
3. Methodologies

3.1. Modelica System Constitution

The physical model of the SHC system is developed as shown in Figure 4, using the Modelica language and incorporating certain components from Buildings Library 1.5, developed by Lawrence Berkeley National Laboratory. For components not available in Buildings Library 1.5, this research developed and validated them. The developed components include an absorption chiller based on Yazaki Corporation’s product reference and vacuum tubes for solar collectors.

The solar collector was based on a tubular design using vacuum tubes manufactured by Sunda Company, evaluated according to the ENI 12975 and ASHRAE93 standards [37]. The detailed parameters of the solar collector are provided by the solar rating and certification corporation (SRCC). This research also verifies the performance of a 10 USRT absorption chiller from Yazaki Corporation of the solar collector certified by the SRCC, ensuring their equivalence.

This Modelica model consists of a total of six components as follows: firstly, a vacuum-tube-based solar collector, a storage tank, an auxiliary heater (boiler), a chiller, a consumption part, including indoor air terminals, pumps, and fans, and an external weather data processing module along with control modules for each component. Each module was developed by combining custom-made modules based on Modelica’s fundamental equations with existing components such as pumps, fans, and valves that have been calibrated to work seamlessly with the existing system. The existing five components are essential components found in an actual solar heating and cooling system, and the control module provides flexibility to operate according to future control signals.
3.2. PISTACHE System Constitution

The PISTACHE model is also composed of components similar to Modelica. It was developed for the purpose of validating the Modelica simulator and is structured with a total of six components as follows: a vacuum-tube-based solar collector, a storage tank, an auxiliary heater (boiler), a chiller, a consumption part, including indoor air terminals, pumps, and fans, along with an external weather data processing module and control modules for each component. Each module was developed by combining custom-made modules based on PISTACHE’s fundamental equations with existing components such as pumps, fans, and valves that have been calibrated to work seamlessly with the existing system. The existing five components are essential components found in an actual solar heating and cooling system, and the control module provides flexibility to operate according to future control signals.

The COP of the entire SHC system was calculated by dividing the energy consumption of the targeted zone (excluding pumps, chiller, boiler, and energy losses) by the energy gained from solar power. Using the Modelica language, the COP of the SHC system was approximately 0.164.

The verification of the base model of the SHC system was performed using the PISTACHE tool, which was developed based on the findings of the International Energy Agency’s (IEA) SHC Task 40. The PISTACHE tool simplifies the design and simulation of SHC and DHW systems. In addition, it can calculate monthly and annual energy loads for heating, cooling, and DHW production. Figure 5 illustrates a schematic of the SHC system implemented using the PISTACHE tool. The components and configuration of the SHC system implemented using the PISTACHE tool. The components and configuration of the SHC system in the PISTACHE tool are determined by the Modelica language. After simulation with the PISTACHE tool, the base model created with the Modelica language produces reasonable simulation results; the values of $TCOP$ are 0.157 and 0.164 with PISTACHE and the base model with Modelica. The values are almost the same by approximately 96% between both simulators.

3.3. Searching Optimal Design Parameters

To conduct experiments on the selected design variables of the SHC system, a design of experiment (DOE) was established, as depicted in Figure 6. The objective function for optimization is presented below. Following the DOE method experiment, a meta model was generated based on the performance objective of the total coefficient of performance ($TCOP$) of the SHC system. This study consisted of 17 experiments based on 15 design parameters. The meta model employed is a radial distribution function, which is suitable for handling nonlinear design variables.

$$TCOP[-] = \frac{Room.E - (Esol + Boiler.H + COPabs \times Boiler.C)}{Qrad \times Acoll}$$

(1)
Following the experimentation using the DOE method, a meta model was created based on the maximization of the performance objective of the TCOP of the SHC system. The TCOP can be expressed as Equation (1). This study includes 17 experiments determined by 15 design parameters. The meta model utilized is a radial distribution function, which is deemed suitable for handling a set of nonlinear design variables.

3.4. Establishment of Optimal Control Logics

A solar system controller consists of two layers: a fuzzy controller and a proportional integral derivative (PID) controller. The fuzzy controller serves as the supervisory controller for the entire system, whereas the PID controller is further divided into sub-controllers responsible for specific components, such as valves, collectors, boilers, absorption chillers, and the targeted zone. The upper level of the controller, which is the fuzzy controller, establishes control targets and operational instructions for the subsystems based on sensor readings and predicted values derived from the Modelica model. The lower level consisted of feedback controllers, which execute precise control commands determined by the upper level of the controller. The complete configuration of the solar system controllers is shown in Figure 7.

The higher tier of the controller employs fuzzy logic, which involves input and output values. The input values consist of various parameters, such as lobby temperature, thermal...
storage tank temperature, boiler outlet temperature, occupancy duration, time information, solar radiation levels, cooling tower outlet temperature, solar collector temperature, and the COP of the absorption chiller. In contrast, the output values include the control signals for four valves, the solar collector pump, solar collector shading, boiler operation, and absorption chiller operation. The lower tier of the controller employs PID logic, which can be defined using the function expressed below, to regulate the subsystems using predetermined target values derived from the higher tier of the controller.

\[
u(t) = K_P (e(t) + \frac{1}{T_I} \int_0^t e(\tau) d\tau + T_D \frac{de(t)}{dt})\]

(2)

- \(u(t)\): the targeted control values;
- \(e(t)\): the differences between setting values and real values;
- \(K_P\): the proportional factor;
- \(T_I\): the integration factor;
- \(T_D\): the differentiation factor;

The common tuning challenge involves the determination of the appropriate values for these three parameters, and numerous methods have been proposed in the literature to address various control requirements, such as set-point tracking, minimizing load disturbances, handling uncertainties in the system model, and mitigating measurement noise. Employing the Ziegler–Nichols formula typically leads to effective load disturbance reduction; however, it often results in a substantial overshoot and settling time in the step response, which may not be suitable for certain processes. Amplifying the analog gain, \(K\), typically accentuates these two characteristics, and the incorporation of set-point weighting typically leads to an increase in the rise time as the effectiveness of the proportional action is somewhat diminished. However, this significant drawback can be circumvented by employing a fuzzy inference system to determine the weight value based on the current system error and its rate of change.

In essence, the concept is straightforward: the weight should be increased when expediting the convergence of the process output towards the setpoint is desired and decreased when slowing down the divergence trend of the output from the setpoint is necessary. For simplicity, the methodology was implemented by adding the output of the fuzzy module to a constant parameter, resulting in a coefficient that scales the set-point value. Each input value was assigned to a membership function, as depicted in Figure 8.

In mathematical terms, a membership function in fuzzy logic is an extension of the indicator function used in classical sets. It represents the degree of truth, expanding the concept of valuation.

![Figure 8. Membership function type.](image)

It is important to note that degrees of truth should not be mistaken for probabilities, as they differ conceptually. Fuzzy truth relates to membership in vaguely defined sets rather than the likelihood of an event or condition.
In the fuzzy inference system, the two inputs (system error (e) and its derivative (\( \dot{e} \))) are scaled using two coefficients, I and J. Particularly, when fuzzifying the set-point weight, I is determined as the inverse of the step size of the setpoint, whereas J aims to minimize the integrated absolute error. The output values are obtained through a rule-based approach, as presented in Table 1. As illustrated in the table, the outputs are determined based on the degrees of the relationship between each I and J (positive, zero, or negative). After the implementation of Fuzzy to search for PID gain values, the values are inputted into the Modelica simulation, as shown as Figure 9.

**Table 1.** Rule-based system for output variables.

<table>
<thead>
<tr>
<th>Input-J</th>
<th>Input-I</th>
<th>Positive</th>
<th>Zero</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Positive</td>
<td>Medium</td>
<td>Negative</td>
<td>Medium</td>
</tr>
<tr>
<td>Zero</td>
<td>Negative</td>
<td>Big</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>Negative</td>
<td>Positive</td>
<td>Big</td>
<td>Negative</td>
<td>Medium</td>
</tr>
</tbody>
</table>

Figure 9. SHC system with the controller simulated using Modelica.

4. Results

4.1. Optimal Design Parameters

The optimal design parameter values obtained using the method presented in Section 3.2 are shown in Table 2.

The mass flow rate of the solar thermal collector was originally 1.38 kg/s but was reduced to 1.15 kg/s for the optimal model.

Additionally, the tilt angle of the collector of the optimal model was reduced from 26.7 to 15\(^\circ\), and the temperature difference shifted from 3.03 to 4.74\(^\circ\).

Further, the capacity of the thermal storage tank of the optimal model was increased from 1.46 to 1.5 m\(^3\). For the boiler, the optimal parameters were set for the heating set temperature, cooling set temperature, mass flow rates, and ranges of heating and cooling temperatures, as shown in Table 3. Similarly, the optimal parameters for the cooling tower were set for the mass flow rate, temperature range, and reference set temperature, as indicated in the table. The mass flow rates for the heating pump and cooling pump were both set to 1 kg/s for the optimal model.
Table 2. Parameters of the base model and optimal model.

<table>
<thead>
<tr>
<th>No.</th>
<th>Component</th>
<th>Parameter</th>
<th>Base Model</th>
<th>Optimal Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Collector</td>
<td>Mass flow rates</td>
<td>1.38 kg/s</td>
<td>1.15 kg/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature differences between thermal storage tank and collector</td>
<td>3.03 °C</td>
<td>4.74 °C</td>
</tr>
<tr>
<td>2</td>
<td>Collector</td>
<td>Tilt angle of collector</td>
<td>26.7 °C</td>
<td>15 °C</td>
</tr>
<tr>
<td>3</td>
<td>Storage tank</td>
<td>Volume</td>
<td>1.46 m³</td>
<td>1.5 m³</td>
</tr>
<tr>
<td>4</td>
<td>Boiler</td>
<td>Heating set temperature</td>
<td>53 °C</td>
<td>53 °C</td>
</tr>
<tr>
<td>5</td>
<td>Boiler</td>
<td>Cooling set temperature</td>
<td>86.8 °C</td>
<td>80 °C</td>
</tr>
<tr>
<td>6</td>
<td>Boiler</td>
<td>Mass flow rates</td>
<td>1.81 kg/s</td>
<td>0.9 kg/s</td>
</tr>
<tr>
<td>7</td>
<td>Boiler</td>
<td>Range of temperature at heating</td>
<td>6.2 °C</td>
<td>4.83 °C</td>
</tr>
<tr>
<td>8</td>
<td>Boiler</td>
<td>Range of temperature at cooling</td>
<td>5.5 °C</td>
<td>4.9 °C</td>
</tr>
<tr>
<td>9</td>
<td>Cooling tower</td>
<td>Mass flow rates</td>
<td>4.2 kg/s</td>
<td>3.7 kg/s</td>
</tr>
<tr>
<td>10</td>
<td>Cooling tower</td>
<td>Range of temperature at On/Off set</td>
<td>15 °C</td>
<td>9.3 °C</td>
</tr>
<tr>
<td>11</td>
<td>Heating pump</td>
<td>Mass flow rate</td>
<td>1.7 kg/s</td>
<td>1 kg/s</td>
</tr>
<tr>
<td>12</td>
<td>Cooling pump</td>
<td>Mass flow rate</td>
<td>1.2 kg/s</td>
<td>1 kg/s</td>
</tr>
</tbody>
</table>

Table 3. Dynamic electricity cost by time for summer season in Korea.

<table>
<thead>
<tr>
<th>Contract</th>
<th>Base Price</th>
<th>Unit Electricity Price by Time in Summer Season (Hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low Demand Time (22-08)</td>
</tr>
<tr>
<td></td>
<td>USD 5.6/kW</td>
<td>USD 0.075/kWh</td>
</tr>
</tbody>
</table>

4.1.1. Heat Generation of the Solar Collector

Figure 10 shows the heat generation rate in joules (J) of the solar collector based on the solar collector installation conditions a week before and after the design day (07/21) for system sizing. The peak solar insolation value on the solar panels was 989.3 W/m² at 13:00 on 7/16 and 7/28.

The hourly thermal energy that can be generated by the solar collector increased from 22.3 MJ under the initial condition to 25.2 MJ under the selected condition, indicating that the selected system can improve the maximum heat generation by 12% compared to the initial condition. The total heat generation rate for two weeks was 961.16 GJ and 833.14 GJ under the initial and selected conditions, respectively, indicating that the selected condition can improve the total heat generation rate by 14.3% compared to the initial condition.
4.1.2. Hot Water Flow Rate

Hot water flows from the absorption chiller to the hot fluid storage tank, and the size of the tank and flow rate impact the heat transfer medium condition at the solar collector outlet. It is necessary to investigate the system outlet temperature of the solar collector that can satisfy the minimum inlet temperature of the absorption chiller. When the selected condition was applied to the actual installation, the fluid outlet temperatures of the solar collector ranged from 75 to 110 °C under the chiller operation time for the two weeks, as shown in Figure 11. The outlet fluid temperature was close to the outdoor air temperature at night but started to increase at 8:00 AM. The hourly average fluid temperature during the cooling operation (07:00–17:00) was above 87.45 °C, which satisfies the minimum temperature for the chiller operation. The fluid temperature was below 85 °C at 12:00 for 6 days (7/16, 7/17, 7/18, 7/20, 7/23, and 7/27) as the circulation pump was halted to avoid exceeding the fluid temperature.

4.1.3. Heat Generation of Solar Collector

The initial condition defined the maximum average hot water flow at 1.8 kg/s to operate the absorption chiller. For the optimized design condition, the maximum flow rate can be reduced to 0.8 kg/s with the solar collector and storage tank size. In terms of the cooling operation, the flow rate can be changed by the cooling demand and the heat generation of solar collectors. Figure 12 illustrates the hourly averaged hot water flow rate of the chiller for the two weeks. For the initial design, the flow rates ranged from 0.4 to 0.75 kg/s but reduced to 0.3 to 0.64 kg/s under the selected condition. This indicates that the design optimization not only reduced the circulation pump size by 54% but also reduced the pump energy consumption by 25% compared the initial condition.
4.1.4. Auxiliary Boiler Operations

Figure 13 illustrates the average hourly natural gas energy consumption of the auxiliary gas boiler of the absorption chiller. The early morning (07–09) operation of the auxiliary boiler was required under both the initial design condition and the selected condition owing to insufficient heat generation. The peak natural gas energy consumption for both the design conditions was 5.4 kWh at 9 AM on 7/19. The hourly average natural gas consumption under the cooling mode for the period was 1.8 and 1.39 kWh for the initial and selected conditions, respectively. The selected condition reduced the boiler operation time owing to the solar collector tilt angle and storage tank size.

For the two weeks, the natural gas consumption under the initial condition was 183.39 kWh, which reduced to 139.02 kWh under the selected condition, indicating that the system optimization process reduced the energy consumption of the boiler during this period by 24.2%.

4.2. Evaluation of the Control Optimization under Actual Operations

We conducted a 10-day experiment to validate the results by applying the performance of the simulator directly to the system. An experimental period of 10 days was selected to achieve similar solar radiation and ambient temperature conditions to the conditions used for the comparative analysis.

As shown in Figure 14, the system utilizing the existing parameters and PID logic operated during a period with an average solar radiation of approximately 47.85 W/m² and an average ambient temperature of 20.32 °C. According to Equation [1], the performance
during the five-day period was 0.086, 0.082, 0.080, 0.077, and 0.085, respectively. In contrast, the system in which the optimal parameters were applied and fuzzy-based PID logic operated during a period with an average solar radiation of 45.13 W/m² and an average ambient temperature of 19.65 °C achieved performance values of 0.098, 0.094, 0.091, 0.088, and 0.096, respectively.

(a) Conventional PID control

![Conventional PID control graph]

Figure 14. Comparison of conventional (a) proportional integral derivative (PID) control (a) and (b) fuzzy PID control (b).

(b) Fuzzy-PID control

![Fuzzy-PID control graph]

Furthermore, during each empirical period, the peak performance of the existing system was 1.124, whereas it was 1.278 when the optimal parameters and fuzzy-based algorithm were applied, indicating a 13.7% improvement in the performance.

Additionally, a comparison of the average values throughout the entire period revealed that the performance of the existing system was 0.03167 when the optimal parameters and control values were used, indicating an improvement of approximately 12% in the performance. Based on the actual results from the 10-day period, the energy consumption by the conventional PID control, including the heat exchanger, auxiliary boiler, absorption chiller, and pump, was 696.89 kWh, whereas the optimized design and control can reduce the total energy consumption for the period to 556.12 kWh.

The utility cost for the operation period was calculated with the dynamic prices of electricity for the target building, as shown in Table 3. The operation cost of the conventional PID control was USD 80.4 for 5 days, but the cost was down to USD 62.2 for the same period using the developed system. This means the developed system operation can produce a cost savings of 23% compared to the conventional operation due to higher utility prices
during peak demand (11–12, 13–18). This indicates that the improvement in system control can be applied to building energy management with seasonal and time-based utility price changes in energy sources.

5. Conclusions

Solar heating and cooling systems have been in existence for a long time; however, their optimal design and operational evaluations have not been extensively investigated. In this study, rather than analyzing individual components, we performed a comprehensive design and operational optimization study of a solar heating system, which combines a vacuum solar collector with an absorption chiller and utilizes auxiliary heating sources. We validated the feasibility of the approach by installing and operating the system in a real building.

When the optimal design based on the overall operational characteristics of the system was implemented and compared to the initial conditions provided by each manufacturer, a maximum energy savings potential of 26% was achieved over a two-week period using the design criteria. Furthermore, the implementation of the fuzzy-based PID control, in addition to the conventional PID control for the system installed based on the optimal design, resulted in an overall performance coefficient improvement of 12%, leading to an additional 16% energy savings effect. This indicates a significant enhancement in the efficiency of the solar heating system through improved design and operation. These operational conditions influence the energy consumption of both the conventional and improved operating modes, resulting in approximately a 15% reduction in energy costs. Despite the relatively large conditioned space where the system operates, it can run with minimal thermal energy input, providing insights for the design and operational techniques of SHC systems for future zero-energy buildings.

In the future, it will be essential to compare heating performance characteristics during the winter season and explore the optimal operational strategies for the transition season. Additionally, the development of optimal design guidelines that consider the cooling load of buildings, outdoor solar radiation, and outdoor temperature characteristics should be planned. This will enhance the feasibility of low-carbon heating and cooling systems, thus effectively responding to the increasing demand for zero-energy buildings. Also, based on the recent research on exploring PID constant values through reinforcement learning methodologies in deep learning, future research aims to develop an optimal PID control algorithm using reinforcement learning with Modelica as the environment. Furthermore, the study will extend to the development of optimal parameters and control algorithms for renewable energy systems as a whole.
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Nomenclature

SHC  solar heating and cooling
COP  coefficient of performance
SRCC solar rating and certification corporation
SAO sequential approximate optimization
DOE  design of experiment
P  positive
N  negative
PB  positive big
PM  positive medium
ZO  zero
NB  negative big
NM  negative medium
Qrad  solar radiation received on the collector area [kWh]
Acoll  area of solar collector [m²]
Esol  electricity usage for solar auxiliary systems [kWh]
COPabs  COP of absorption chiller [-]
TCOP  total performance efficiency of SHC system [-]
H  load  heating load [kWh]
C  load  cooling load [kWh]
Boiler.H  boiler energy consumption for heating [kWh]
Boiler.C  boiler energy consumption for cooling [kWh]
Room.E  energy usage in targeted zone [kWh]
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