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Abstract: The global issue of oil spreading in water poses a significant environmental challenge, emphasizing the critical need for the accurate determination and monitoring of oil content in aquatic environments to ensure sustainable development of the environment. However, the complexity arises from challenges such as oil dispersion, clustering, and non-uniform distribution, making it difficult to obtain real-time oil concentration data. This paper introduces a sophisticated system for acquiring induced fluorescence spectra specifically designed for the quantitative analysis of oil pollutants. The paper involved measuring the fluorescence spectra across 20 concentration gradients (ranging from 0 to 1000 mg/L) for four distinct oil samples: 92# Gasoline, Mobil Motor Oil 20w-40, Shell 10w-40 engine oil, and Soybean Oil. The research focused on establishing a relationship model between relative fluorescence intensity and concentration, determined at the optimal excitation wavelength, utilizing the segmented Random Sample Consensus (RANSAC) algorithm. Evaluation metrics, including standard addition recovery, average recovery, relative error, and average relative error, were employed to assess the accuracy of the proposed model. The experimental findings suggest that the average recovery rates for the four samples ranged between 99.61% and 101.15%, with the average relative errors falling within the range of 2.04% to 3.14%. These results underscore the accuracy and efficacy of the detection methodology presented in this paper. Importantly, this accuracy extends to scenarios involving heavier oil pollution. This paper exhibits exceptional sensitivity, enabling precise detection of diverse oil spills within the concentration range of 0~1000 mg/L in water bodies, offering valuable insights for water quality monitoring and sustainable development of the environment.
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1. Introduction

The expansive growth of oil extraction, transportation, and refining operations mirrors the rapid expansion of the global economy. However, this widespread development has led to a disturbing increase in incidents related to crude oil pollution, stemming from fuel oil leaks, spills from offshore drilling platforms, and discharges from oil tankers [1]. According to the statistics of the International Tanker Owners Pollution Federation (ITOPF) in the United States, there have been over 700 tons of large-scale oil spills every year over the past half-century. The total volume of oil lost to the environment from tanker spills in 2023 was approximately 2000 tons. In April 2021, the Panamanian general cargo ship “Sea Justice” collided with the Liberian tanker “A Symphony” in the waters off Qingdao, Shandong Province. This collision resulted in a spill of approximately 9400 tons of cargo oil into the sea [2], causing extensive oil spill pollution along hundreds of kilometers of coastline. Furthermore, leaks from offshore drilling platforms significantly contribute to the persistence of residual oil pollution in water bodies.

Oil spills create a layer on the surface of seawater, impeding gas exchange between air and seawater. This interference leads to hypoxia and the death of marine organisms,
weakening the self-purification ability of the ocean [3,4]. Petroleum pollutants, characterized by petroleum hydrocarbons, toluene, and other hazardous components [5], directly harm the quality of water and infiltrate the terrestrial food chain via the enrichment of aquatic organisms. Despite efforts to enhance safety, maritime accidents continue to pose a major threat. In recent years, serious accidents have occurred frequently, resulting in severe consequences [6] and seriously hindering the sustainable development of the environment.

In the face of these environmental risks and challenges, the development of a technique capable of swift and precise detection of oil pollutants in water bodies is imperative for the preservation of both marine and terrestrial ecosystems [7,8]. Such a method would not only enable prompt responses to oil-related incidents but also contribute significantly to proactive measures in environmental protection. The urgency of this need is underscored by the potential far-reaching consequences of unchecked oil pollution on both ecosystems and human well-being.

Currently, technologies for detecting oil spills at sea encompass a range of advanced methods. These include infrared spectroscopy measurement technology [9–11], microwave radiometry [12], microwave triangulation method, dual-light interference method [13], laser ultrasound method, and UV-induced fluorescence [14,15] in remote sensing, among others. In prior research, light-induced fluorescence (LIF) technology has been extensively employed in the detection field due to its capacity for rapid and non-destructive analysis of target samples. Recognized as one of the most effective techniques for detecting oil spills on the sea’s surface [16], LIF technology’s applicability has been acknowledged by scientific researchers from the United States, Germany, France, and Canada, who were pioneers in realizing its potential for detecting sea surface oil spills [17]. As early as 1971, Bristow [18] and colleagues proposed the installation of a fluorescence radar detection system on an airplane to facilitate the detection of oil spills on the sea surface.

In recent years, there have been more and more researchers paying more attention to LIF technology in the field of chemical analysis. Sami D. Alaruri [19] employed the LIF lidar system to measure the fluorescence intensity of both fresh and weathered oil samples. They combined this data with a principal component algorithm to successfully identify and classify unknown oil samples. Yongqiang Cui and Deming Kong [20] introduced an inversion algorithm that integrates Raman scattering light and fluorescence signals. This approach evaluates the thickness of oil spills on the sea surface, building upon the method proposed by Hoge et al. [21]. By addressing significant errors in Hoge et al.’s integral inversion algorithm based on Raman scattering light for thin oil film thickness evaluation, Cui and Kong [20] enhanced the accuracy of the oil film thickness inversion results. Zhikun Chen and Rui Guo [22] employed laser-induced fluorescence technology in conjunction with a characteristic parameter extraction method and curve-fitting techniques. This combination facilitated qualitative measurement of 10 mg oil pollutants, as well as qualitative and quantitative measurement in the lower concentration range of 10 mg/L or less.

Nevertheless, the current application of laser-induced fluorescence technology encounters non-linear challenges and huge deviations for large-scale oil concentration; particularly, the algorithm models are usually limited by the weak fluorescent intensity and non-sensitive when the oil concentration is greater than 50 mg/L. Both the variability in fluorescent groups emitted by different oil species and the fluorescence burst effect can contribute to the inadequate robustness of a unified quantitative model for predicting oil spill concentration and lead to diminished accuracy in oil spill concentration detection.

In response to these challenges, this paper proposed a method combining light-induced fluorescence spectroscopy (LIFS) with a segmented RANSAC algorithm for oil concentration determination in water, as well as developing a LIFS acquisition system. The experimental design breaks through the constraints of the limited scale of pollution concentration, extending to 1000 mg/L from 10 mg/L in most previous studies. Experimental tests have been carried out on oil contamination samples of 92# gasoline, Shell 10w-40 motor oil, and Soybean Oil, ranging from 0 mg/L to 1000 mg/L. Fluorescence spectra
of these samples were captured across 190–600 nm, and spectra smoothing and baseline correction were performed to obtain relative fluorescence intensity corresponding to the optimal emission wavelength. Moreover, it is rather The RANSAC algorithm than PLS employed to fit the concentration and relative fluorescence intensity, which resulted in the lowest derivation to each oil species prepared. This innovative approach can improve the accuracy and applicability of laser-induced fluorescence technology for the determination of oil spills in water, which is beneficial for water quality monitoring and sustainable development of the environment.

To summarize, our main contributions are as follows:

1. Introduces an innovative analytical approach by integrating Laser-Induced Fluorescence (LIF) with the Random Sample Consensus (RANSAC) algorithm.
2. Overcomes the constraints associated with lower oil concentration scales ranging from 0 to 10 mg/L, expanding the traditional oil-in-water detection dataset.
3. Exhibits exceptional sensitivity, enabling precise detection of diverse oil spills within the concentration range of 0–1000 mg/L in water bodies.

2. Materials and Methods

2.1. Experimental Samples

In the realm of water pollution, heavy oil spills dominate marine environments. However, in the context of river pollution and urban sewage, light oil leaks contribute to water pollution [23]. Consequently, acquiring laser-induced fluorescence spectra for both light and heavy oils becomes paramount in the monitoring of water pollution.

To emulate the real-world application of oil spill pollution in natural surface water, this investigation involved the careful selection of four distinct oil samples, accompanied by the collection of corresponding water samples for experimental preparation. The water samples were systematically collected from Jingye Lake at Tianjin University, situated in the Nankai District of Tianjin, China, spanning the period from July to October 2023. The longitude and latitude of Jingye Lake are shown in Figure 1.

![Figure 1. Water sample collection location.](image)

The chosen oil pollutants, namely 92# Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10W-40, and Soybean Oil, were deliberately introduced into the natural water samples at predetermined concentrations. For each pollutant, concentrations were meticulously selected within the pertinent range to assess the model’s efficacy in detecting them. The concentration range for the four selected oil samples spanned from 0 to 1000 mg/L, with
20 concentration gradients selected. Each concentration sample was measured 10 times, resulting in a total of 800 mixing experiments conducted.

In the experimental configuration, four 100 mL volumetric flasks were employed, each containing 0.1 g of the respective oil samples, resulting in standard solutions with a mass concentration of 1000 mg/L. N-hexane was chosen as the extractant for isolating oil samples from the collected water samples. To create a concentration gradient in the samples, various volumes of the standard solution were mixed with water in different series of volumetric flasks. This step facilitated the generation of samples with diverse concentrations. The specific volume adjustments of the standard solution and water were made to achieve 20 concentration gradients for each oil sample, as outlined in Table 1.

Table 1. Experimental sample dataset.

<table>
<thead>
<tr>
<th>Type of Oil</th>
<th>Detection Concentration (mg/L)</th>
<th>Number of Data Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>92# Gasoline</td>
<td>0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000</td>
<td>200</td>
</tr>
<tr>
<td>Mobil Motor Oil 20w-40</td>
<td>0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000</td>
<td>200</td>
</tr>
<tr>
<td>Shell Oil 10W-40</td>
<td>0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000</td>
<td>200</td>
</tr>
<tr>
<td>Soybean Oil</td>
<td>0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000</td>
<td>200</td>
</tr>
</tbody>
</table>

2.2. Experimental Setup

Figure 2 below illustrates the oil spill detection system constructed by this paper according to principles of induced fluorescence technology. A pulsed xenon lamp, covering the range of 185~2000 nm, serves as the excitation light source. This excitation light is converged and directly projected on the sample, inducing ultraviolet fluorescence due to fluorophores like aromatic hydrocarbon, anthracene, etc., particularly from those oil scratches suspending and dissolved in the water. In the vertical of the direction incident light, another converging lens was embedded, and a UV glass fiber with a 600 µm core diameter was fixed to collect the emission fluorescence light as much as possible.

To improve the detection efficiency of weak fluorescence signals and reduce the interference of environmental light on these signal detections, this paper employs the QE PRO high-sensitivity spectrometer from Ocean Optics. An extended integration time of 200 milliseconds is utilized to bolster the spectrometer’s capacity to detect weak signals. Paramount to this research is the use of the XFS-II high-output xenon lamp, an excitation light source independently developed by Tianjin University. This light source is capable of emitting flickering light at a predetermined frequency, which can be synchronized
with the spectrometer’s operation via programmatic control. It has been determined that each procedural step outlined is integral to the process of laser-induced fluorescence measurement; omission of any step could lead to measurement failure. In the practical execution, the spectra are averaged after ten flashes to achieve more reliable data. Each spectral acquisition process is conducted over approximately 2 s to ensure data stability and accuracy.

2.3. Principles of the RANSAC Algorithm

Normally speaking, spectral data are statistically PLS fitted to the gradients vs. intensity peaks at contain wavelengths as the previous report [24], but it is discovered that there is non-linear and greater dispersed when the oil concentration is greater than 10 mg/L and the peaks are not constant when the oil becomes thicker. Finally, we chose a RANSAC algorithm for the prediction of oil spill investigation.

Fischler and Bolles proposed the RANSAC algorithm early in 1981 [25]. The logic of the RANSAC algorithm assumes that the collected sample dataset contains both correct data and an abnormal dataset far from the normal range of the sample dataset. The RANSAC algorithm is designed to estimate mathematical errors from such a mixed data set, using an iterative approach to find a model parameter most suitable for describing the correct data. Figure 3 below illustrates the data flow of the RANSAC algorithm [26,27].

![Figure 3. RANSAC algorithm flowchart [27].](image)

In the computational process of the RANSAC algorithm, several parameters need determination, including a threshold \( t \) for assessing the number of inliers, a suitably reasonable count of inliers \( d \), and the number of iterations \( k \). The value of \( k \) can be deduced from theoretical outcomes. When determining the threshold \( t \) and the reasonable count of inliers \( d \), \( p \) denotes the probability that points randomly chosen from the dataset in the iteration process are all inliers, while \( w \) signifies the probability of selecting a single inlier point from the dataset on each iteration, with \( n \) the number of inliers divided by the total number of datasets.

Assuming the estimation model requires the selection of \( n \) points, where \( \omega^n \) is the probability that all \( n \) points are local inliers then \( 1 - \omega^n \) represents the probability that at least one of the \( n \) points is an outlier, indicating the potential estimation of a flawed model from the dataset. The probability that the algorithm will never select \( n \) points that are all
local inliers is denoted by \((1 - p)^k\), which is equivalent to \((1 - \omega^n)^k\). Taking the logarithm of both sides yields the number of iterations \([28]\):

\[
k = \frac{\log(1 - p)}{\log(1 - \omega^n)}
\]

(1)

The selection of the threshold \(t\) is crucial as it directly impacts the categorization of outliers and inliers. Opting for a smaller \(t\) value may lead to the omission of valid points, while a larger \(t\) value might mistakenly identify outliers or erroneous points as valid. In response to this challenge, this paper employs the Mean Absolute Deviation (MAD), denoted as \(D_{MAD}\), to estimate the data variance \([29]\). The expression for \(D_{MAD}\) is given by

\[
D_{MAD} = \text{median}_i(|y_i - \text{median}_j(y_i)|)
\]

(2)

Here, median denotes the median function for array calculation, \(|\cdot|\) represents the absolute value, and \(i\) and \(j\) are the positions of the data subset. The threshold \(t\) is set as the absolute median difference in the experimental data, subsequently used in other experimental datasets.

For this analysis of the spectral dataset, errors or deviations rising from the environmental interference, spectrometer instruments, flashlight amplitude vibrations, or flasks cleaning can be taken into consideration as an abnormal dataset, compared with the traditional least squares algorithm at several given wavelengths, the use of the RANSAC algorithm is obviously superior to eliminate the interference and make the results more robust and reliable.

3. Results and Discussion

3.1. Fluorescence Spectral Analysis

Figure 4 below presents the initial fluorescence spectra of 92# Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10w-40, and Soybean Oil at various concentrations. These spectra were acquired within the range of 200 nm to 600 nm using the fluorescence spectral acquisition system. In the four subfigures of Figure 4, the horizontal coordinates denote the wavelengths, while the vertical coordinate represents the magnitude of the fluorescence intensity. The spectrograms underwent baseline correction and smoothing processes, enhancing the clarity and reliability of the data. These refined fluorescence spectra enable the extraction of distinctive fluorescence signals corresponding to varying concentrations of different types of oils.

Figure 4. Cont.
Figure 4. Raw fluorescence spectra of different concentration samples of different oils. (a) 92# Gasoline; (b) Mobil Motor Oil 20w-40; (c) Shell Oil 10w-40; (d) Soybean Oil.

As depicted in Figures 4 and 5, the fluorescence emission spectra of the four oils spanned the range of 200 nm to 600 nm, and the peak distribution is between 280 and...
350 nm. Notably, the fluorescence intensity of each oil exhibited a continuous increase corresponding to the rise in oil concentration within the detected range of 0 to 1000 mg/L.

![Fluorescence spectra of different concentration samples of different oils](image)

Figure 5. Fluorescence spectra of 1000 mg/L for different oils. (a) Raw spectrogram; (b) normalized spectrogram.

3.2. Concentration Prediction Modeling

During the measurement process of lower mass concentration solutions, the fluorescence intensity measured by the system demonstrates a linear relationship with the mass concentration of the solution, given by the equation [30] as follows:

\[ I_f = 2.3Y_f l_0 \varepsilon C l \]  

(3)

Here, \( I_f \) represents the fluorescence intensity, and \( Y_f \) is the fluorescence quantum yield. \( I_0 \) denotes the excitation intensity, \( C \) signifies the mass concentration of the solution, \( \varepsilon \) is the molar absorption coefficient, and \( l \) represents the transmitted optical path.

The outlined expression (Equation (3)) elucidates the direct proportionality between the fluorescence intensity and the mass concentration of the solution under constant exci-
tation intensity. This linear relationship is pivotal in the quantitative assessment of lower mass concentration solutions, providing a basis for accurate measurements and analysis in fluorescence spectroscopy. The parameters within the equation collectively contribute to the sensitivity and reliability of the analytical method, forming a critical foundation for understanding and characterizing the fluorescence behavior of the tested solutions.

However, when the concentration of quantitative detection exceeds a specific range, interactions among fluorescent molecules in the excited state and those in the ground state may result in a decrease in fluorescence intensity or complete disappearance [31]. This phenomenon is referred to as the internal quenching of fluorescence.

Analyzing the experimental data reveals that within the detected range of 0 to 1000 mg/L, the mass concentration of the sample and its corresponding fluorescence intensity do not exhibit a purely linear relationship. The linear correlation between the mass concentration of the sample and its fluorescence intensity may vary in the high-concentration band, the middle-concentration band, and the low-concentration band. Given the diverse internal groups and fluorescence burst effects associated with different oil species, this paper adopts a flexible approach, selecting segmentation points to delineate the concentration detection range. This facilitates the quantitative analysis of each oil species using the RANSAC algorithm.

Fitting curves were generated based on 600 sets of induced fluorescence spectroscopy data for the four types of oils (92# Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10w-40, and Soybean Oil) at varying mass concentrations within the database. Figures 6–9 illustrate the fitted curves depicting the relationship between mass concentration and relative fluorescence intensity for 92# Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10w-40, and Soybean Oil, respectively. In each subfigure of these four figures, the horizontal axis represents mass concentration, while the vertical axis represents the magnitude of fluorescence intensity. Figures 6–9 elucidate the connection between relative fluorescence intensity and sample concentration. Simultaneously, the segmented fitted curves for these four oils serve as prediction models for their respective mass concentrations.

Figure 6. Concentration prediction model for 92# gasoline based on induced fluorescence spectroscopy and RANSAC segmentation algorithm.
Figure 7. Concentration prediction model for Mobil Motor Oil 20w-40 based on induced fluorescence spectroscopy and RANSAC segmentation algorithm.

Figure 8. Concentration prediction model for Shell Oil 10w-40 based on induced fluorescence spectroscopy and RANSAC segmentation algorithm.
3.3. Detection Limits of Oil Pollutants

The Limit of Detection (LOD) signifies the minimum concentration that an analytical method can discern within a specified range [32]. The computation method for LOD is articulated as follows:

The expression for the minimum measurable signal is represented as

\[ x_L = x_b + \frac{k \times S_d}{m} \]  

(4)

Here, \( x_b \) denotes the mean of spectral signals from multiple blank samples, \( S_d \) is the standard deviation of spectral signals from multiple blank samples, and \( m \) is the slope of the calibration curve. As this article employs piecewise linear regression for fitting the standard curve, the slope of the standard curve in the low concentration range is specifically chosen.

The concentration corresponding to \( x_L - x_b \) constitutes the LOD formula:

\[ LOD = x_L - x_b = \frac{k \times S_d}{m} \]  

(5)

In this context, \( k \) is a constant selected based on the confidence level [33]. For spectral chemical analysis, \( k = 3 \) is adopted to ensure a confidence level of 90%. The detection limits for four types of oils are calculated using Equation (5) and are presented in Table 2.

From the observations in Table 2, it is evident that there is a strong correlation (\( r \geq 0.99 \)) between the oil concentration in water and fluorescence intensity in the standard curves of various oil pollutants. By the definition of the detection limit, the calculated detection limits for each oil type are as follows: 0.8 mg/L for 92# gasoline, 0.9 mg/L for Mobil engine oil 20w-40, 0.07 mg/L for Shell 10w-40, and 0.5 mg/L for Soybean Oil. The detection limit range for measuring the concentration of these four types of oil products falls between 0.07 and 0.9 mg/L, aligning well with the requirements for rapid detection and daily monitoring of water pollution.

Figure 9. Concentration prediction model for Soybean Oil based on induced fluorescence spectroscopy and RANSAC segmentation algorithm.
Table 2. Detection limits for four types of oil pollutants.

<table>
<thead>
<tr>
<th>Type of Oil</th>
<th>Concentration</th>
<th>Linear Regression</th>
<th>Correlation Coefficient r</th>
<th>LOD (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>92# Gasoline</td>
<td>0~1000</td>
<td>$Y = 0.51x - 0.96$</td>
<td>&gt;0.99</td>
<td>0.8</td>
</tr>
<tr>
<td>Mobil Motor Oil 20w-40</td>
<td>0~1000</td>
<td>$Y = 0.44x + 107.77$</td>
<td>0.99</td>
<td>0.9</td>
</tr>
<tr>
<td>Shell Oil 10W-40</td>
<td>0~1000</td>
<td>$Y = 5.64x + 118.85$</td>
<td>0.99</td>
<td>0.07</td>
</tr>
<tr>
<td>Soybean Oil</td>
<td>0~1000</td>
<td>$Y = 0.82x + 93.83$</td>
<td>0.99</td>
<td>0.5</td>
</tr>
</tbody>
</table>

These calculated detection limits underscore the sensitivity of the proposed method, ensuring its capability to discern low concentrations of oil pollutants in water samples. The robust correlation observed in the standard curves further validates the reliability of the analytical approach, supporting its potential for effective application in the swift and routine assessment of water quality in terms of oil pollution. The established detection limits within this concentration range provide a practical framework for addressing the specific needs of water quality monitoring, offering a valuable tool for environmental management and protection.

3.4. Predictive Model Evaluation Indicators

Based on the obtained concentration prediction models for the four oils, for the sample solutions with unknown concentrations of known oils, the relative fluorescence intensities of the samples were obtained from the spectrograms of the samples collected by the system to predict their mass concentrations. At the same time, the accuracy of the prediction results could be evaluated.

To assess the precision and dependability of the model outcomes, several pertinent statistical parameters and quality metrics are introduced. Primarily, these encompass the Blank Recovery Rate, Average Recovery Rate, Relative Error of Prediction (REP), and Mean Relative Error (MRE), all instrumental in evaluating the efficacy of the analytical methodology.

The Blank Recovery Rate serves as a measure of the model’s ability to accurately recover known concentrations in blank samples. Meanwhile, the Average Recovery Rate provides an overall assessment of the model’s accuracy in predicting concentrations across various samples.

The Relative Error of Prediction (REP) is employed to quantify the difference between the predicted values and the actual concentrations, offering insights into the model’s predictive precision. Complementing REP, the Mean Relative Error (MRE) calculates the average relative discrepancies, providing a consolidated measure of the overall predictive accuracy.

Introducing these statistical parameters and quality metrics facilitates a comprehensive evaluation of the analysis method, ensuring a thorough understanding of the model’s performance characteristics.

1 Blank Recovery Rate

The spiked recovery rate serves as a crucial methodology for validating the accuracy of measurements, typically categorized into two components: blank spiked recovery rate and sample spiked recovery rate. This analytical approach involves the intentional addition of a known quantity of the analyte to samples, allowing the assessment of the method’s precision and reliability.

The blank spiked recovery rate assesses the accuracy of measurements in the absence of a sample matrix, while the sample spiked recovery rate evaluates accuracy within the context of real-world samples. An optimal spiked recovery rate aligns closely with 100%, indicating a high level of accuracy in the measurement method. Conventionally, this recovery rate is managed within the controlled range of 80% to 120%, ensuring the reliability and robustness of the measurement process.

The blank spiking recovery in this concentration prediction model is the ratio of the predicted result to the theoretical value obtained by adding a quantitative amount of oil to
the solvent and analyzing and predicting its concentration by systematically detecting its relative fluorescence intensity. The formula for the recovery rate can be expressed as

\[ X_i = \frac{\hat{c}_i}{c_i} \times 100\% \] (6)

In the above equation, \( X_i \) is the spiked recovery of the \( i \)th sample concentration of the same oil, \( \hat{c}_i \) is the analytical model predicted concentration of the \( i \)th sample of the same oil, and \( c_i \) is the configured concentration of the \( i \)th sample of the same oil.

(2) Average Recovery Rate
This is the average of the spiked recoveries for all concentration samples of the same oil type.

\[ X = \frac{X_1 + X_2 + \ldots + X_N}{N} \] (7)

In the above equation, \( X \) is the Average Recovery Rate, \( X_i \) is the spiked recovery of the \( i \)th sample concentration of the same oil, and \( N \) represents the number of predicted samples.

(3) Relative Error of Prediction (REP)
The relative error can be used to express the magnitude of the difference between the predicted and accurate concentrations. The formula can be expressed as

\[ REP_i = \left| \frac{\hat{c}_i - c_i}{c_i} \right| \times 100\% \] (8)

In the above equation, \( c_i \) denotes the actual concentration of the substance in the \( i \)th sample, and \( \hat{c}_i \) represents the predicted concentration of the substance in the \( i \)th sample.

(4) Mean Relative Error (MRE)
The Mean Relative Error (MRE) is a statistical metric calculated as the average of the relative errors derived from the regression of identical substances across various samples. Its formulation is expressed as follows:

\[ X = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{c}_i - c_i}{c_i} \right| \] (9)

In the above equation, \( c_i \) denotes the actual concentration of the substance in the \( i \)th sample, \( \hat{c}_i \) represents the predicted concentration of the substance in the \( i \)th sample, and \( N \) is the number of predicted samples.

This parameter provides a consolidated assessment of the relative errors across multiple samples, offering a comprehensive measure of the overall predictive accuracy of the regression model.

3.5. Analysis of Forecast Results

Table 3 displays the comparison between the detection concentration values using the method we proposed and the actual concentration values of four oil pollutants (Due to the space limitations, only partial results are shown here). According to Table 3, the method exhibits accuracy, demonstrating an overall commendable performance.

Considering the inadequacy of conventional methods in detecting oil in water at high concentrations, Figure 10 presents the analysis outcomes of the predicted concentration recovery rates and relative error of prediction for high concentrations (100–1000 mg/L) of four oil types (92#Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10w-40, and Soybean Oil) using the predictive analysis model combining Laser-Induced Fluorescence and the RANSAC algorithm. Among them, the horizontal axis delineates the concentration of oil samples, while the vertical axis indicates the recovery rate and the relative error, respectively. Each plotted line traces the trajectory of the blank spiked recovery rate across varying concentrations for different types of oil. The inferior portion of Figure 10 presents the relative error associated with various oil types and their corresponding concentrations.
Table 3. Oil concentration detections and actual concentration values.

<table>
<thead>
<tr>
<th>Type of Oil</th>
<th>Add Concentration (mg/L)</th>
<th>Predict Concentration (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>92# Gasoline</td>
<td>90</td>
<td>90.3509</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>399.5246</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>597.7125</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>902.4779</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1004.0943</td>
</tr>
<tr>
<td>Mobil Motor Oil 20w-40</td>
<td>10</td>
<td>9.1160</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>297.8706</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>602.7507</td>
</tr>
<tr>
<td></td>
<td>700</td>
<td>700.8044</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>804.1076</td>
</tr>
<tr>
<td>Shell Oil 10w-40</td>
<td>90</td>
<td>90.7007</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>102.9365</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>196.2613</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>404.0503</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>798.5954</td>
</tr>
<tr>
<td>Soybean Oil</td>
<td>40</td>
<td>40.3556</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>203.1754</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>504.1037</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>899.1573</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1003.1176</td>
</tr>
</tbody>
</table>

Considering the inadequacy of conventional methods in detecting oil in water at high concentrations, Figure 10 presents the analysis outcomes of the predicted concentration recovery rates and relative error of prediction for high concentrations (100~1000 mg/L) of four oil types (92# Gasoline, Mobil Motor Oil 20w-40, Shell Oil 10w-40, and Soybean Oil) using the predictive analysis model combining Laser-Induced Fluorescence and the RANSAC algorithm. Among them, the horizontal axis delineates the concentration of oil samples, while the vertical axis indicates the recovery rate and the relative error, respectively. Each plotted line traces the trajectory of the blank spiked recovery rate across varying concentrations for different types of oil. The inferior portion of Figure 10 presents the relative error associated with various oil types and their corresponding concentrations.

Figure 10. Analysis of the prediction model for the high concentration of 100~1000 mg/L.

The spectral model, as presented in Figure 10, has been meticulously constructed via the integration of spectra utilizing the segmented RANSAC algorithm, which has proven to be a robust and effective method for enhancing predictive accuracy, particularly within the high-concentration band. This model’s performance is characterized by a commendable
predictive efficacy, as evidenced by the recovery rates and relative errors associated with the high-concentration predictions for various oil samples.

For 92# Gasoline, the model demonstrates a recovery rate that varies from 97.23% to 107.30%, with an impressive average recovery rate of 101.15%. The relative error of these predictions is kept within a narrow range, from 0.11% to 7.30%, culminating in an average relative error of 2.17%. This level of precision is indicative of the model’s reliability in accurately estimating the mass concentration of gasoline at elevated concentrations.

Similarly, Mobil Motor Oil 20w-40 exhibits a recovery rate that ranges from 92.41% to 103.75%, with an average recovery rate of 99.61%. The relative error is also well-contained, fluctuating between 0.11% and 7.39%, resulting in an average relative error of 2.04%.

The performance of the model with Shell Oil 10w-40 at high concentrations is equally noteworthy, with a recovery rate spanning from 96.48% to 107.57% and an average recovery rate of 100.59%. The relative error is slightly higher, ranging from 0.43% to 7.57%, but still maintains an average relative error of 3.14%, which is within acceptable limits for practical applications.

In the case of Soybean Oil, the model’s high-concentration predictions show a recovery rate between 94.53% and 106.71%, with an average recovery rate of 100.94%. The relative error is kept within a tight range of 0.09% to 6.71%, averaging 3.04%, which is a testament to the model’s versatility and adaptability across different types of oils.

4. Conclusions

This paper introduces an innovative and robust method for the quantitative analysis of oil pollution by fusing Laser-Induced Fluorescence with the RANSAC algorithm. Underpinning this paper is a dataset of 800 spectral measurements, encompassing four varieties of oil products at varying concentrations, acquired utilizing an aquatic oil detection system. The methodology employs a segmented RANSAC algorithm to construct a predictive model for oil concentration in water, yielding four distinct models adept for concentrations spanning from 0 to 1000 mg/L. An in-depth evaluation of the model’s predictive efficacy across diverse concentration gradients was conducted. The findings demonstrate average recovery rates for all samples between 99.61% and 101.15% and average relative errors between 2.04% and 3.14%. These outcomes underscore the precision and reliability of the proposed detection technique, offering significant contributions to the realms of water quality monitoring and the advancement of environmental sustainability.
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