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Abstract: The digitalization of the global landscape of electricity consumption, combined with the impact of the pandemic and the implementation of lockdown measures, has required the development of a precise forecast of energy consumption to optimize the management of energy resources, particularly in pandemic contexts. To address this, this research introduces a novel forecasting model, the robust multivariate multilayered long- and short-term memory model with knowledge injection (Robust-mv-M-LSTM-CI), to improve the accuracy of forecasting models under uncertain conditions. This innovative model extends the capabilities of mv-M-LSTM-CI by incorporating an additional branch to extract energy consumption from adversarial noise. The experiment results show that Robust-mv-M-LSTM-CI demonstrates substantial improvements over mv-M-LSTM-CI and other models with adversarial training: multivariate multilayered long short-term memory (adv-M-LSTM), long short-term memory (adv-LSTM), bidirectional long short-term memory (adv-Bi-LSTM), and linear regression (adv-LR). The maximum noise level from the adversarial examples is 0.005. On average, across three datasets, the proposed model improves about 24.01% in mean percentage absolute error (MPAE), 18.43% in normalized root mean square error (NRMSE), and 8.53% in $R^2$ over mv-M-LSTM-CI. In addition, the proposed model outperforms “adv-” models with MPAE improvements ranging from 35.74% to 89.80% across the datasets. In terms of NRMSE, improvements range from 36.76% to 80.00%. Furthermore, Robust-mv-M-LSTM-CI achieves remarkable improvements in the $R^2$ score, ranging from 17.35% to 119.63%. The results indicate that the proposed model enhances overall accuracy while effectively mitigating the potential reduction in accuracy often associated with adversarial training models. By incorporating adversarial noise and COVID-19 case data, the proposed model demonstrates improved accuracy and robustness in forecasting energy consumption under uncertain conditions. This enhanced predictive capability will enable energy managers and policymakers to better anticipate and respond to fluctuations in energy demand during pandemics, ensuring more resilient and efficient energy systems.
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1. Introduction

In the past century, the world’s population has experienced unprecedented growth. According to the predictions of Sadigov et al. in 2022 [1], the global population is projected to rise to an estimated 14.7 billion in the upcoming eight decades. This rapid growth in population has led to a corresponding increase in global primary energy consumption, soaring from 5961 TWh in 1810 to a staggering 160,764 TWh in 2022 [2] (Figure 1). Buildings play a significant role in this surge in energy demand and represent a substantial segment of carbon dioxide (CO$_2$) emissions. In the past decade, building energy requirements have registered an annual growth average slightly exceeding 1%. This increase in operating costs in buildings translates into a substantial share, constituting 30% of worldwide ultimate energy usage and 26% of emissions related to energy on a global level [3]. Notably,
within Australia, commercial buildings contribute to approximately 24% of the nation’s electricity consumption and roughly 10% of its greenhouse gas production [4]. However, the dynamics of global energy consumption have undergone a transformation caused by the outbreak of the coronavirus pandemic. As substantiated by references [5–7], the COVID-19 containment measures have profoundly disrupted energy consumption patterns. Forecasting is imperative for effective energy management in commercial buildings. It provides a forward-looking perspective, allowing businesses to anticipate and prepare for fluctuations in energy demand. This aids in optimizing resource allocation, reducing costs, and ensuring uninterrupted operations. Calamities such as pandemics and subsequent lockdowns exert a profound impact on energy consumption patterns. With widespread restrictions and remote work policies, commercial spaces experience altered occupancy rates and shifted operating hours. This leads to significant variations in heating, cooling, lighting, and electronic equipment usage. Understanding these shifts is crucial for adapting energy management strategies, averting unnecessary expenses, and ensuring sustainable practices even in the face of unforeseen disruptions.

This is witnessed by the demand for energy worldwide falling significantly, especially in the first half of 2020. According to the International Energy Agency (IEA), there was an approximately 4% decrease in energy consumption in 2020 as compared to 2019 [8] when compared with the Australia market, which also experienced an overall energy consumption decrease around 4% in 2020 [9]. This is similar to the IEA figure; this highlights that the fall in commercial activity, industrial activity, and transportation as a result of lockdowns and restricted mobility has impacted overall energy consumption. In the period 2019–2020, Western Australia and the Northern Territory witnessed an increase in energy use, driven primarily by intensified energy consumption in the mining sector. However, the onset of COVID-19-related travel restrictions in March 2020 had a profound impact on energy consumption in the transportation sector in all states and territories. The scale of this decline varied across the country. New South Wales, the Northern Territory, and Victoria witnessed substantial reductions of more than 10% in energy consumption, while South Australia experienced a milder decline of 5%. Western Australia was a unique case, where a 1% growth in energy consumption was attributed to increased usage in metal ore mining, offset by declines in other sectors, especially transportation.

Of particular note are New South Wales and Victoria, which collectively accounted for nearly half of Australia’s energy consumption. These states recorded declines of approxi-
approximately 5%, constituting more than 80% of the nationwide drop in energy consumption for the 2019–2020 period [10] (Figure 2). Fast forward to the 2020–2021 period, and the energy consumption landscape shifted. Queensland took the lead, representing approximately 25% of Australia’s total energy consumption, closely followed by New South Wales at approximately 24%. Western Australia and Victoria consumed approximately 22% and 20%, respectively. Tasmania, on the other hand, was the only state to observe an increase in energy consumption during this period, primarily due to a greater consumption of oil.

In contrast, Victoria’s energy consumption declined by 6%, while New South Wales experienced a 5% drop. The remaining states and territories saw reductions in energy consumption ranging from 1% to 3%, largely attributed to reduced activity resulting from the COVID-19 pandemic [11] (Figure 2).

Figure 2. Australian energy consumption, by state and territory, 2019–2021. New South Wales includes the Australian Capital Territory.

A report tracking Victoria’s energy transition from 1989–1990 to 2019–2020 [12] shows notable changes in Victoria’s energy consumption or end-use of energy during this period. In the financial year 2019–2020, the total end use of energy in Victoria was 860.2 PJ. It was predominantly attributed to the transport sector (41.4%), followed by residential (21.3%), manufacturing (19%), and commercial (11.3%) sectors. However, the emergence of COVID-19 restrictions in the final four months of 2019–2020 disrupted these longstanding energy consumption patterns. Energy consumption decreased in the transport and commercial sectors, but it increased more than anticipated in the residential sector. This surge was due to factors such as increased remote work, limitations on travel distances and times, and restrictions on air travel. In the transition from 2018–2019 to 2019–2020, energy consumption in the residential sector showed a notable increase of 5.3%, but decreased by 10.8% in the transport sector and 4.4% in the commercial sector. The total Victorian electricity consumption in 2019–2020 was 174.0 PJ. The commercial sector was the main consumer of electricity (60.8 PJ, constituting 34.9% of the total), followed by residential (42.0 PJ, 24.1%), manufacturing (36.7 PJ, 21.1%), and electricity, gas, and water (24.6 PJ, 14.2%) sectors. Between 2018–2019 and 2019–2020, residential electricity consumption recorded a significant increase of 2.9 PJ (7.3%), and that in the electricity, gas, and water sectors jumped by 2.4 PJ (10.8%). On the contrary, commercial electricity consumption decreased by 2.5 PJ (4.0%). The alterations in energy usage underscore the importance of precise energy prediction. Forecasting of this nature is fundamental to enhancing the efficiency of resource distribution, enabling proficient energy administration, and bolstering the decision-making procedures of involved parties.

The implementation of lockdown measures on a global scale due to the COVID-19 pandemic has resulted in a discernible influence on the consumption of electricity across the globe. Numerous investigations have been carried out on the forecasting of energy,
with particular focus on prediction during the COVID-19 pandemic in some of the studies [13–15]. Recent works have addressed uncertainties in data to minimize total expected energy costs [16] or to mitigate the impact of energy demand [17]. However, these studies do not directly focus on forecasting future demand in highly uncertain situations, such as those caused by the COVID-19 pandemic. Overall, the existing studies have tended to neglect the distinct challenges brought about by the pandemic, specifically within the realm of individual commercial structures, showing minimal focus on the meticulous monitoring of consumption trends at quarter-hourly intervals. Predicting building energy consumption at 15 min intervals offers several advantages. It provides detailed, high-resolution data on energy consumption, allowing a more precise understanding of usage patterns throughout the day. This level of prediction allows for almost real-time monitoring of energy consumption, enabling immediate responses to unusual spikes or drops in usage. It helps optimize building operations by identifying periods of high and low energy demand. This information can be used to schedule energy-intensive activities during off-peak hours, reducing costs.

Furthermore, during pandemic situation, it is necessary to incorporate noisy data to improve the robustness of forecasting models under unstable conditions. The concept of adversarial examples, which are specially crafted inputs, has gained prominence in the field of ensuring model reliability in order to enhance the robustness of models [18]. Adversarial examples are instances deliberately designed to cause a machine learning model to misbehave or produce incorrect predictions while appearing normal to human observers. These inputs are generated by introducing small, imperceptible perturbations into the original data, leading the model to make errors that would not occur in typical cases. However, despite its widespread application in various domains, the primary focus of adversarial examples has been predominantly restricted to the context of image processing. This emphasis on adversarial examples has not been equally extended to the realm of time-series forecasting, a crucial aspect in real-world applications, especially within domains such as energy consumption prediction. This disparity raises concerns about the reliability of models under volatile conditions, particularly during events such as the COVID-19 pandemic. Therefore, it becomes crucial to bolster the model’s resilience in such circumstances in order to cultivate greater user confidence when deploying these models in practical applications. In addition, a widely adopted approach to enhancing model robustness is adversarial training, which involves the direct introduction of adversarial noise into the training dataset, followed by model retraining aimed at improving accuracy. However, it is important to note that this strategy has been demonstrated to be inconsistent in terms of overall accuracy improvement and may, in fact, result in performance reductions for the original models [19].

This paper introduces a novel approach that aims to enhance the robustness of an energy consumption forecasting model through the integration of adversarial examples. We present a novel model, denoted Robust-\(mv-M\)-LSTM-CI, which builds on the foundation of \(mv-M\)-LSTM-CI as described by Tan et al. [20]. The latter is a multivariate long short-term memory model with knowledge integration specifically designed for COVID-19-related data. The main idea is that one incorporates adversarial example information by duplicating the energy information branch. In total, there are three branches in Robust-\(mv-M\)-LSTM-CI: (i) extraction of COVID-19 information; (ii) extraction of energy information; and (iii) extraction of adversarial energy information. Then, the outputs of the branches (ii) and (iii) are combined by average operation before concatenating the output of the branch (i) and forwarding to the prediction stage. Subsequently, the outputs from branches (ii) and (iii) are combined via an averaging operation before being concatenated with the output of branch (i) and subsequently fed into the prediction phase. In addition, we employ pre-trained models, including M-LSTM, long short-term memory (LSTM), bidirectional long short-term memory (Bi-LSTM), and Linear Regression (LR) models, which were originally presented in the research of Tan et al. [20]. We apply adversarial training, a common technique that involves the direct inclusion of adversarial examples in the training dataset and the
fine-tuning of these pre-trained models. Subsequently, they are called adv-M-LSTM, adv-LSTM, adv-Bi-LSTM, and adv-LR. The experiment is carried out on three datasets on three commercial buildings with three common metrics: mean percentage absolute error (MAPE), normalized root mean squared error (NRMSE), and R-squared ($R^2$) metrics. The results show that the proposed model Robust-mv-M-LSTM-CI, closely matches the performance of mv-M-LSTM-CI in one dataset and surpasses other models in two additional datasets. This underscores the effectiveness of the proposed method in enhancing the robustness of energy consumption forecasting models, particularly amidst pandemic-related challenges. Overall, the proposed model significantly improves the accuracy of existing models in unstable situations.

### 2. Background

#### 2.1. Energy Forecasting

This section presents a review of related literature, exploring the evolving landscape of energy consumption prediction amid the COVID-19 pandemic. Abulibdeh et al. [14] employed machine learning methodologies and extensive empirical datasets to investigate the effects of the COVID-19 outbreak on electricity consumption and the precision of electricity demand forecasts within Qatari buildings. Their study spanned various sectors and timeframes, unveiling a correlation between the fluctuations in electricity consumption and the daily infection cases across specific socioeconomic domains. Shin et al. [15] examined the fluctuations in energy consumption within buildings in South Korea amidst the COVID-19 crisis, identifying the correlation between the pandemic and building energy utilization through an exploration of building usage patterns. Their findings highlight the general decline in energy consumption in most facilities in contrast to a surge in energy usage within residential spaces during the pandemic. Bourdeau et al. [21] conducted a review of studies that developed data-driven models to build scale applications. Runge et al. [22] presented a comprehensive review of research papers from the year 2000 that used artificial neural networks to predict building energy utilization and demand, with a particular focus on reviewing the applications, data, forecasting models, and performance metrics used in model evaluations. Focusing on the urban scale, Fathi et al. [23] delved into 70 journal articles published in the field of building energy performance forecasting between 2015 and 2018. Liu et al. [24] conducted a case study centered on an office building, employing three prevalent deep reinforcement learning techniques to forecast building energy consumption, namely, the asynchronous advantage actor-critic, the deep deterministic policy gradient, and the recurrent deterministic policy gradient methods. Somu et al. [25] introduced ‘eDemand’, a robust energy consumption forecasting model that utilizes long short-term memory (LSTM) networks in conjunction with an enhanced sine-cosine optimization technique. Gassar et al. [26] provided a comprehensive overview of prevalent predictive methodologies employed in sizable building energy applications, embracing diverse scopes and archetypes ranging from black-box to white-box and gray-box approaches. Dong et al. [27] presented a prediction strategy for building energy consumption on the basis of ensemble learning and energy consumption pattern classification. In particular, human mobility data have emerged as a valuable asset within this domain, enabling the surveillance of occupancy patterns without the dependence on conventional sensors or manual data collection methods.

These studies offer predictive insights into and a comprehensive examination of the electricity landscape amid the COVID-19 pandemic. Table 1 presents an overview of various prediction models utilized for electricity consumption forecasting in commercial premises. Nonetheless, these analyses often disregard the unique hurdles presented by the pandemic, especially within the framework of commercial structures. To the best of the author’s knowledge, no prior studies have examined the precise impact of lockdown measures on the broad national electricity infrastructure, which is a critical consideration for sustaining secure and uninterrupted operations [28–30].
Table 1. Overview of various prediction techniques for forecasting energy usage in commercial structures.

<table>
<thead>
<tr>
<th>ID</th>
<th>Forecasting Model</th>
<th>Year</th>
<th>Country</th>
<th>Forecast Horizon</th>
<th>Ref</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rational Quadratic Gaussian Process Regression (GPR)</td>
<td>2022</td>
<td>Canada</td>
<td>day ahead</td>
<td>[31]</td>
<td>301.76 kW</td>
<td>203.67 kW</td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>Gated Recurrent Unit—Artificial Neural Network (GRU-ANN)</td>
<td>2020</td>
<td>China</td>
<td>1 h ahead</td>
<td>[32]</td>
<td>484.29 kW</td>
<td>311.43 kW</td>
<td></td>
<td>0.925</td>
</tr>
<tr>
<td>3</td>
<td>Gaussian Process Regression (GPR)</td>
<td>2020</td>
<td>China</td>
<td>15 min ahead</td>
<td>[33]</td>
<td>23.78 kWh</td>
<td>0.88</td>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td>4</td>
<td>Stacked XGB-LGBM-MLP</td>
<td>2021</td>
<td>Qatar</td>
<td>day ahead</td>
<td>[34]</td>
<td>1509.74 MW</td>
<td>1070.67 MW</td>
<td>2.69%</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>Gene Expression Programming (GEP)</td>
<td>2020</td>
<td>Turkey</td>
<td>1 h ahead</td>
<td>[35]</td>
<td>26.668 kWh</td>
<td>0.641%</td>
<td>0.99955</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>LSTM Network Prediction Model Optimized By Particle Swarm Optimization (PSO-LSTM)</td>
<td>2023</td>
<td>China</td>
<td>1 h ahead</td>
<td>[36]</td>
<td>543 kWh</td>
<td></td>
<td></td>
<td>0.923</td>
</tr>
<tr>
<td>7</td>
<td>MARS + Active Learning</td>
<td>2021</td>
<td>USA</td>
<td>15 min ahead</td>
<td>[37]</td>
<td>60.74 kW</td>
<td>45.97</td>
<td>8.95%</td>
<td>0.77</td>
</tr>
<tr>
<td>8</td>
<td>Deep STL-CLSTM</td>
<td>2022</td>
<td>China</td>
<td>15 min ahead</td>
<td>[38]</td>
<td>0.0559 kWh</td>
<td>0.0369 kWh</td>
<td>3.3159%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Improved Sine Cosine Optimization Algorithm based LSTM (ISCOA-LSTM)</td>
<td>2020</td>
<td>India</td>
<td>30 min ahead</td>
<td>[25]</td>
<td>0.0559 kWh</td>
<td>0.0369 kWh</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Deep Deterministic Policy Gradient (DDPG)</td>
<td>2020</td>
<td>China</td>
<td>1 h ahead</td>
<td>[24]</td>
<td>30.440 kW</td>
<td>13.175 kW</td>
<td></td>
<td>0.978</td>
</tr>
</tbody>
</table>

2.2. Robustness of AI Model

The robustness of AI models refers to the ability of a model to maintain its performance and accuracy under various conditions, including uncertainty, noise, etc. [39]. One of the main challenges to the robustness of AI is adversarial examples. The robustness of an AI model in adversarial settings refers to its ability to maintain consistent and accurate performance even when faced with deliberately crafted inputs designed to deceive or manipulate the model’s behavior. Adversarial settings involve scenarios where an attacker introduces modifications or perturbations to the input data, aiming to exploit vulnerabilities in the model’s decision-making process [40]. The robustness of models can be significantly enhanced through adversarial training, which enables the model to learn the characteristics of adversarial examples, as demonstrated. This training allows models to reliably predict values in noisy or unstable environments [18]. Additionally, defense strategies aim to develop neural networks that can resist adversarial examples, further reinforcing the reliability and accuracy of these models in adverse conditions [41].

Szegedy et al. [42] first discovered adversarial examples. They proved that small perturbations could decrease the confidence of an AI model. Inspired by this research, there have been a lot of subsequent studies focused on addressing the robustness of models in adversarial settings [18,41]. However, these studies predominantly centered on bolstering the robustness of image processing models, with comparatively less emphasis on sequence-based models [43] like time-series forecasting models.

The goal of enhancing robustness in AI models is to create systems that can provide reliable and trustworthy outputs, even in the presence of carefully crafted adversarial inputs. This ensures that the model’s performance remains consistent and accurate in real-world applications, bolstering its effectiveness and reliability in critical domains. Adversarial training is a popular approach to addressing this problem. That retrains the model with adversarial examples set to help the model achieve better accuracy in uncertain conditions. For instance, Wu et al. [44] demonstrate that adversarially trained models outperform standard models in predicting energy consumption during fluctuating energy usage patterns. However, this strategy often considerably affects the model’s accuracy under normal conditions [45].
3. Data Used in This Study

3.1. Data Collection

Utilizing data acquired from three distinct buildings across various geographical regions, namely Hawthorn Campus—ATC Building (referred to as DatasetS1), Hawthorn Campus—AMDC Building (referred to as DatasetS2), and Wantirna Campus—KIOSC Building (referred to as DatasetS3), prove immensely valuable [46]. This data stream provides immediate insights regarding the performance of buildings, patterns of energy consumption, and efficiencies in operations, facilitating prompt reactions to possible challenges. The utilization of real-time data plays a crucial role in enhancing decision-making proficiency within building management, maintenance, and optimization processes. Furthermore, it establishes a foundation for enhancing the precision of forecasting models. Moreover, it has the capacity to offer direction in strategic energy management, which may result in significant cost reductions, increased sustainability, and improved occupant comfort in the long run. The datasets DatasetS1, DatasetS2, and DatasetS3 encompass energy consumption records spanning from 2020 to 2021. The predictive value is derived from the discrepancy between previous and intermediate energy usage or cumulative energy consumption. The predictive process employs historical data encompassing 96 instances, each spanning a 15-min interval, to forecast the forthcoming value. The datasets from these three buildings enable accurate forecasting. It is suggested to provide real-time examples or instances where these data have led to precise insights.

![Figure 3](image.jpg)

**Figure 3.** The positioning of Hawthorn Campus and Wantirna Campus within Metropolitan Melbourne, Victoria, Australia.

3.2. Daily COVID-19 Cases in Victoria

Utilizing data obtained at 15 min intervals from three commercial buildings, we have amalgamated daily COVID-19 case data from Victoria in order to augment the precision of our predictive models. Victoria encountered several instances of stringent lockdown measures throughout the duration of the pandemic. The chronological sequence of these limitations is visually represented in Figure 4 [47], which illustrates daily COVID-19 case trends from February 2020 to January 2021. On 16 March 2020, a “state of emergency” was declared, initiating social distancing, remote work, and non-essential activity curbs [48]. Stricter measures at Stage 3 were implemented on 31 March 2020, subsequently alleviated on 13 May 2020, and further loosened on 1 June 2020.
Nevertheless, as a result of an increase in COVID-19 infections and violations of hotel quarantine protocols, Stage 3 limitations were reimposed in Metropolitan Melbourne and Mitchell Shire. The second lockdown, termed “Vic lockdown 2”, commenced on 8 July 2020, following its announcement on 7 July 2020 [49]. A state of disaster was declared on 2 August 2020, enforcing Stage 4 restrictions in Metropolitan Melbourne for six weeks [50], later extending to 28 October 2020. When comparing the electrical demand from last year to the timeline of the Australia COVID-19 pandemic (Figure 4) during the “Vic lockdown 2” phase, according to the Australian Energy Regulator (AER), compared to the same months in 2019, Victoria’s power usage dropped by almost 10% during the lockdown period from July to October 2020. As many enterprises were either closing their doors or working at reduced capacity, a decline in industrial and commercial activity was a major factor in this loss. Residential power usage climbed as more individuals stayed at home as a result of lockdown measures, despite the overall drop. The drop in the commercial and industrial sectors was somewhat compensated by this increase in demand from homes. This is the same pattern when compared with the other major lockdown phases. These changes show the wider effects of COVID-19 on patterns of energy use, which are brought about by limitations on commercial activity and adjustments to work habits [51]

After an incident at the Holiday Inn, Victoria underwent an abrupt five-day period of restricted movement, officially known as “Vic lockdown 3”, spanning from 13 February to 17 February 2021, which involved a return to Stage 4 constraints [52]. Following this, Lockdown 4, a week-long circuit breaker lockdown, was enforced on 28 May 2021, in response to an outbreak, later extended until 10 June 2021 [53]. Subsequently, a swift five-day lockdown was enforced from 16 July to 20 July 2021 [52], initially, as Delta cases reached 18, extended until 27 July 2021 [54].
Just a little over a week following the relaxation of measures subsequent to the fifth period of enforced limitations, Victoria commenced its sixth period of enforced limitations on 5 August grappling with a surge in instances of the Delta variant. Announced initially for seven days, this lockdown was extended until 17 September 2021 [55]. Gradual relaxations of restrictions ensued, allowing for a semblance of normalcy to return. Despite this, localized lockdowns were imposed across states and territories in response to sporadic outbreaks, efficiently containing the virus. The momentum generated by the deployment of the vaccine instilled a sense of positivity regarding the times ahead. Towards the end of 2021, Australia transitioned from a policy of suppressing the virus to one of cohabitating with it, implementing a sophisticated method of imposing limitations that prioritizes the rate of vaccination, thereby laying the groundwork for a phase of recovery following the pandemic.

The COVID-19 pandemic has brought forth unparalleled and swiftly evolving conditions with profound ramifications for energy consumption trends. This has underscored the imperative of deploying robust data-driven models, like long short-term memory (LSTM), for predicting energy consumption. The global health crisis has initiated complex and evolving changes in energy consumption influenced by a variety of factors, including but not limited to restrictions on movement, the adoption of telecommuting, and fluctuations in the levels of industrial and commercial operations. LSTM, a type of recurrent neural network (RNN), has been intricately crafted to capture complex temporal associations and nonlinear patterns within data, thus proving to be proficient in both modeling and forecasting these dynamic fluctuations. By encompassing both immediate and prolonged interconnections within temporal data sequences, long short-term memory (LSTM) emerges as a crucial element in the landscape of the COVID-19 pandemic. This is particularly evident due to the concurrent impact of instant lockdown measures and the dynamic shifts towards remote work patterns on the consumption of energy. LSTM’s capacity to retain information across varying time spans equips it to handle such scenarios adeptly. Distinct from conventional neural networks, LSTM is characterized by its ability to propagate information from previous time steps to future ones through the process of backpropagation. The inherent characteristic of LSTM establishes it as a natural choice for the management of sequential data, such as the prediction of building loads. Studies, such as those by Zhang et al. [56] and Chen et al. [57], have shown that LSTM models outperform other time-series forecasting methods in predicting energy consumption during fluctuating periods and effectively capture non-linear relationships in energy data. The contemporary scenario, influenced by the COVID-19 pandemic, underscores the importance of employing data-centric models such as LSTM for forecasting energy consumption. This is mainly attributed to the model’s capacity to effectively manage intricate, dynamic, and ambiguous data patterns.

4. Methodology

4.1. Overview

The schematic representation of the suggested approach is presented in Figure 5. The proposed model effectively learns from unstable data through specialized branches. It is designed to capture the unstable trend of the data during the pandemic. The knowledge gained from this branch is then integrated to make accurate predictions of future energy consumption during the pandemic. In particular, the input of the data collected from the commercial buildings. In this research, the data include the energy consumption in 15 min intervals, its timeline, and daily COVID-19 cases in the region. There are five main phases, i.e., 1. Preprocessing data (see Section 4.2), 2. Training \textit{mv-}\textit{M-LSTM-}\textit{CI} model (see Section 4.3), 3. Generating adversarial example (see Section 4.4), and 4. Training \textit{Robust-}\textit{mv-}\textit{M-LSTM-}\textit{CI} model (see Section 4.5). The output of the proposed method is a trained, robust model with high accuracy in uncertain conditions.
4.2. Preprocessing Data

The data preprocessing phase is adapted from the research from Tan et al. [20]. This phase comprises two primary stages: (i) handling energy consumption and timeline, that is, the corresponding time in 15 min intervals, and (ii) managing COVID-19 data. Three fundamental types of input are present: a timeline, data on energy consumption, and daily occurrences of COVID-19. The term “timeline” denotes a sequence of time instances, each separated by 15-min intervals, establishing the chronological structure for the gathering and examination of data. Energy consumption quantifies the energy used within each 15-min interval, shedding light on energy usage patterns and fluctuations. Daily COVID-19 cases constitute the tally of COVID-19 incidents documented on a daily basis, offering a supplementary factor for examination and possible links with fluctuations in energy usage patterns.

The stage of handling energy consumption and timeline is composed of four steps: data differencing, time labeling, row concatenation, and window slicing. The process of data differencing encompasses the computation of variances between consecutive data points within a temporal sequence. By focusing on data point changes rather than raw values, the objective is to achieve stationarity in the data. Stationary data is generally more suitable for accurate modeling and prediction than dynamic data. The differencing energy consumption is denoted as $EC_{-15}$. Analyzing peak and non-peak times can reveal underlying data trends. Understanding these patterns during distinct time frames allows for the identification of variations and the corresponding adjustments to forecasting models. In this study, the time span from 8:00 to 21:00 is categorized as peak hours, while the remaining hours are referred to as non-peak hours. The timeline at peak hour is labeled as 1, otherwise it is 0. The final vector of labeled time is denoted as $LBT_{-15}$.

During the phase of COVID-19 data management, the movement of individuals is often impacted by the number of COVID-19 cases throughout the COVID-19 period. Increased COVID-19 cases often lead to more stringent movement restrictions, especially when entering commercial establishments. Therefore, a reduction in energy consumption is typically observed within such structures. Therefore, Tan et al. [20] depicted the relationship between the total number of COVID-19 infections recorded in the previous two weeks and the consequent decrease in energy usage within commercial structures. They prove that
integrating this data into forecasting models could enhance prediction accuracy. Thus, this subphase involves two key steps: the aggregation of COVID-19 cases and the normalization of the data. The aggregation of COVID-19 cases involves computing the total number of COVID-19 cases within the preceding 14 days, followed by restricting the data to a scale ranging from 0 to 10,000. The process of restricting the data, known as clipping, is executed to ensure that the data remains within a relevant range, thereby addressing any irregularities or extreme values that may influence the model’s performance. Through the process of rescaling values to a standardized range, the normalization of variations in COVID-19 case magnitudes is achieved, enabling equitable comparisons between different time periods and preventing any single feature from disproportionately influencing the learning process due to its scale. The normalization procedure is outlined in Equation (1).

\[
\hat{c}_i = \frac{c_i - c_{\text{min}}}{c_{\text{max}} - c_{\text{min}}}
\]

where, \(\hat{c}_i\) signifies the accumulation of COVID-19 cases over the preceding 14 days for each time step \(c_i\), normalized to a scale between 0 and 1. The values \(c_{\text{max}}\) and \(c_{\text{min}}\) represent the uppermost and lowest extents of COVID-19 cases, correspondingly. The preprocessed COVID-19 data returned from this subphase is denoted as ADC-19.

4.3. Training \(\text{mv-M-LSTM-CI}\) Model

The \(\text{mv-M-LSTM-CI}\) model was originally proposed by Tan et al. [20]. It has been proven to outperform baseline models in all three datasets. In this study, \(\text{mv-M-LSTM-CI}\) plays an important role in training the proposed model. The \(\text{mv-M-LSTM-CI}\) is basically separated into three components: COVID-19 information extraction, energy information extraction, and prediction. The overall architecture of \(\text{mv-M-LSTM-CI}\) is shown in Figure 6.

```
```

The \(\text{mv-M-LSTM-CI}\) model features two input streams: one for energy consumption and labeled time, and the other for normalized COVID-19 data. The first stream employs a specialized multivariate LSTM architecture with two consecutive LSTM layers. These layers capture temporal patterns within energy consumption data. Each LSTM cell consists of input, forget, and output gates, governing information flow. An update function regulated by a \(\text{tanh}\) function maintains information passage. Cell and hidden states are generated per cell calculation.

In the second stream, COVID-19 data undergoes a dense layer for insightful extraction. The dense output combines with the last hidden state of the second LSTM layer, injecting knowledge. The outputs from both streams concatenate, merging LSTM-derived representations with COVID-19 insights. This combination proceeds through dense layers and batch normalization to yield the final decision.
Huber loss serves as the objective function for model training. It balances mean absolute and mean squared errors and accommodates extreme values and anomalous events.

\[
L_{\text{mv-M-LSTM-CI}} = \begin{cases} 
\frac{1}{2} (y_x - \hat{y}_x)^2 & \text{if } |(y_x - \hat{y}_x)| < \delta \\
\delta (|y_x - \hat{y}_x| - \frac{1}{2} \delta) & \text{otherwise}
\end{cases}
\] (2)

where the loss function’s parameter \( \delta \) determines the transition between quadratic and linear loss regions, \( y_x \) and \( \hat{y}_x \) are actual and predicted value for input \( x \), respectively. However, the robustness of the model should be further improved with perturbed input for a better accuracy under unstable conditions.

### 4.4. Generating Adversarial Example

The aim of this phase is to generate adversarial examples for training the proposed model. Commonly, adversarial examples are crafted with the intent to deceive models. While engineers emphasize model correctness, focusing on accuracy, loss on dataset, and similar metrics, they often overlook the robustness of the model. Consequently, models that perform well under normal circumstances might exhibit incorrect behavior in abnormal situations [39]. For example, AI models in self-driving cars can accurately recognize and classify objects like pedestrians, other vehicles, and traffic signs under normal conditions with clear weather and good lighting. Attackers could place subtle stickers or graffiti on stop signs that the human eye would still recognize as a stop sign, but the AI model might misclassify it as a yield sign or ignore it altogether [58]. These values help predict real-time scenarios by reflecting model sensitivity to minor input changes, thereby enhancing robustness through adversarial training. This aspect, to our knowledge, remains relatively unexplored in the context of time-series forecasting for energy consumption.

This study addresses this gap by integrating adversarial examples to enhance the robustness of forecasting models. Specifically, we employ noisy adversarial examples, generated through the Fast Gradient Sign Method (FGSM) introduced by Ian J. Goodfellow et al. [59]. The Huber loss of model \( \text{mv-M-LSTM-CI} \) (abbreviated as \( L_{\text{mv-M-LSTM-CI}} \)) is defined using a threshold \( \delta \) (Equation (2)). The noise \( p_x \) for the original energy consumption input \( x \) in the FGSM method is derived as the gradient of the loss function of \( \text{mv-M-LSTM-CI} \) with respect to each individual input \( x \) (Equation (3)).

\[
p_x = \nabla_x L_{\text{mv-M-LSTM-CI}}(y_x, \hat{y}_x)
\] (3)

This gradient-derived noise perturbs the legitimate input \( x \), leading to the creation of an adversarial example \( x' \) (Equation (4)). Here, \( \epsilon \) regulates the extent of noise introduced, constrained by the \( L_2 \) distance to be within \( \epsilon_{\text{max}} \).

\[
x' = x + \epsilon \cdot p_x \quad s.t \quad \|x' - x\|_2 \leq \epsilon_{\text{max}}
\] (4)

where \( \epsilon \) is to control the amount of noise needed to perturb with the maximum noise must be less than \( \epsilon_{\text{max}} \) in terms of \( L_2 \) distance as shown in Equation (5).

\[
\|x - x'\|_2 = \left( \sum_{i=0}^{\|x\|} (x_i - x'_i)^2 \right)^{\frac{1}{2}}
\] (5)

In this research, we generate a set of adversaries \( X' \) with a maximum noise of 0.005, ensuring minimal changes to the original input set \( X \) across the three datasets studied. Notably, \( \epsilon \) is set to 1. For \( \text{DatasetS1}, \text{DatasetS2}, \) and \( \text{DatasetS3} \), in terms of average \( L_2 \) distance for all energy consumption inputs, the average noise levels are \( 2.29 \times 10^{-3} \), \( 3.50 \times 10^{-3} \), and \( 2.24 \times 10^{-3} \), respectively. Although these values are minute to maintain real-world validity, they yield substantial enhancements in model performance.
4.5. Robust-mv-M-LSTM-CI Model

In this paper, we propose an enhanced version of this model. The proposed model is called Robust-mv-M-LSTM-CI.

As mentioned, the mv-M-LSTM-CI is basically separated into three components: COVID-19 information extraction, energy information extraction, and prediction. While adversarial training has emerged as a popular means to bolster model robustness, it often comes at the cost of compromising the model’s primary performance [40]. Addressing this limitation, this study introduces an architecture that not only preserves the model’s original performance but also enhances accuracy within noisy contexts.

The overview architecture of Robust-mv-M-LSTM-CI is shown in Figure 7. In this model, we create one block called adversarial energy information extraction. The input is an adversarial dataset $X'$ (referred to as $ADV-EC-15$) and the labeled time in 15-min intervals. Initially, this block duplicates from the energy information extraction all related information such as architecture, weights, etc. There is an average layer that takes the output from energy information extraction blocks ($z^{EC-15}$) and its adversarial blocks ($z^{ADC-19}$) for enhancing the model in noisy conditions. In particular, the output of this layer is computed as Equation (6).

$$\text{Avg}(z^{EC-15}, z^{ADC-19}) = \frac{z_0^{EC-15} + z_0^{ADC-19}}{2}, \ldots, \frac{z^{EC-15}_{|z^{EC-15}|-1} + z^{ADC-19}_{|z^{EC-15}|-1}}{2}$$

In the training process, the COVID-19 information extraction and energy information extraction blocks are frozen to preserve their original ability. The adversarial energy information extraction is trained to inherit the energy information and capture the noisy information with adversarial energy consumption and labeled time within 15 min. The output is averaged with the original energy information before being used to finetune the prediction stage. The loss is kept the same as the loss of mv-M-LSTM-CI.

In general, the designed data preprocessing, architecture of the model, and training strategy aim to improve the robustness of the trained model in a noisy environment. In addition, they do not affect the original model.
5. Baseline Models

In this research, the proposed model is compared with the base model: mv-M-LSTM-CI and adversarial training of trained models from our previous research [20]: multivariate multilayered long short-term memory (M-LSTM), long short-term memory (LSTM), bidirectional long short-term memory (Bi-LSTM), and linear regression (LR). As shown in Figure 8, adversarial training comprises two primary phases. In the first phase, an adversarial examples set \( (X') \) is generated using trained forecasting models and the original training dataset \( (X) \), which were previously established in our prior research [20]. This process results in an augmented training dataset \( (X \cup X') \). In the second phase, the trained models undergo further training using the expanded training dataset, leading to the final models labeled with the prefix “adv-”. Note that the model architectures are kept as its origins. The details of these models are described as follows:

**Figure 8.** The process of adversarial training in baseline models.

- **adv-LSTM:** This model is obtained from the LSTM model with a single LSTM layer through adversarial training. This is a specialized recurrent neural network architecture known for its ability to capture and retain long-range dependencies in sequential energy consumption. In the adversarial generation, the average noise levels for Dataset\( S1 \), Dataset\( S2 \), and Dataset\( S3 \) are 3.84 \( \times 10^{-3} \), 1.30 \( \times 10^{-3} \), and 1.43 \( \times 10^{-3} \), respectively.

- **Adv-M-LSTM:** This model is obtained from M-LSTM [46] model through adversarial training, a multivariate multilayer LSTM model with one follow to process energy consumption information with labeled time to predict future energy consumption. In the adversarial generation, the average noise levels for Dataset\( S1 \), Dataset\( S2 \), and Dataset\( S3 \) are 4.80 \( \times 10^{-3} \), 2.40 \( \times 10^{-3} \), and 2.03 \( \times 10^{-3} \), respectively.

- **Adv-mv-M-LSTM-CI:** This model is obtained from mv-M-LSTM-CI through adversarial training, mv-M-LSTM-CI is a multivariate LSTM model with two branches: energy information extraction and COVID-19 information extraction for forecasting energy usage during COVID-19 pandemic. In the adversarial generation, the average noise levels for Dataset\( S1 \), Dataset\( S2 \), and Dataset\( S3 \) are 2.29 \( \times 10^{-4} \), 3.50 \( \times 10^{-3} \), and 2.24 \( \times 10^{-3} \), respectively. These numbers are similar to the noise described in Section 4.4.

- **adv-Bi-LSTM:** This model is obtained from the Bi-LSTM model through adversarial training. Bi-LSTM is a variant of the LSTM architecture that processes input sequences in both forward and backward directions simultaneously. This dual processing capability enables it to capture contextual information from past and future energy consumption. In the adversarial generation, the average noise levels for Dataset\( S1 \), Dataset\( S2 \), and Dataset\( S3 \) are 1.44 \( \times 10^{-3} \), 3.20 \( \times 10^{-3} \), and 3.97 \( \times 10^{-4} \), respectively.

- **adv-LR:** This model is obtained from the LR model through adversarial training. LR is employed to establish relationships between historical energy consumption and future consumption. This model is simple and effective when there is a linear relationship between variables. In the adversarial generation, the average noise levels for Dataset\( S1 \), Dataset\( S2 \), and Dataset\( S3 \) are 0.99 \( \times 10^{-3} \), 1.33 \( \times 10^{-3} \), and 0.50 \( \times 10^{-3} \), respectively.
6. Experiment

This experiment is carried out to exhibit the effectiveness of the proposed model in comparison to the baseline models, namely mv-M-LSTM-CI and Adv-mv-M-LSTM-CI, and “adv-” models as described in Section 5. Three distinct datasets are employed: Hawthorn Campus—ATC Building (referred to as DatasetS1), Hawthorn Campus—AMDC Building (referred to as DatasetS2), and Wantirna Campus—KIOSC Building (referred to as DatasetS3).

6.1. Metric

The evaluation is based on three key metrics: mean absolute percentage error (MAPE), normalized mean square error (NRMSE), and the $R^2$ score. After training, the models generate predictions, which are then compared with the actual values using these metrics. This comparison helps assess each model’s performance and facilitates benchmarking against other models.

MAPE. The calculation of MAPE involves determining the absolute discrepancy between the forecasted and observed figures, succeeded by a process of dividing by the observed value. This process is repeated for all data points, and the resulting values are averaged across the dataset, as shown in Equation (7). This computation yields a solitary numerical value indicating the average percentage disparity between predictions and actual values. A lower MAPE value indicates superior model performance, as it signifies a reduced average percentage deviation between predictions ($\hat{y}_i$) and actual values ($y_i$), with the total number of instances being $n$.

$$\text{MAPE} = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right|$$

NRMSE: The NRMSE is a performance metric utilized to assess the accuracy of a prediction model. This metric gauges the normalized average size of the discrepancies or discrepancies between projected and observed values, as elucidated in Equation (8). By taking the square root of the mean square errors (MSEs) and standardizing them, the NRMSE offers an assessment of the general disparity between predicted and actual values while accounting for the data’s magnitude, with $y_{\text{max}}$, $y_{\text{min}}$ are maximum and minimum values of actual values $y_i$, respectively. A lower NRMSE value reflects the strong alignment of the model with the data, signifying heightened accuracy in predictions.

$$\text{NRMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\hat{y}_i - y_i}{y_{\text{max}} - y_{\text{min}}} \right)^2}$$

$R^2$ score. The $R^2$ score, denoted as the coefficient of determination, serves as a statistical metric that measures the extent to which the variance in the dependent variable can be explained by the predictor variables in a regression framework, as depicted in Equation (9). The value $y^*$ denotes the mean of the observed values and indicates the model’s appropriateness and capacity to accurately predict the target outcome. A high $R^2$ score denotes a favorable alignment of the model, suggesting that a significant proportion of the variance in the dependent variable can be ascribed to the predictor variables.

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} (y_i - y^*)^2}$$

6.2. Results and Discussion

Table 2 presents a comprehensive insight into the performance evaluation of various models across three distinct datasets.
Table 2. Evaluation of forecasting models based on three metrics across three datasets. Optimal values are bold for emphasis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>MAPE</th>
<th>NRMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Robust-mv-M-LSTM-CI</td>
<td>0.062</td>
<td>0.049</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>mv-M-LSTM-CI [20]</td>
<td><strong>0.061</strong></td>
<td><strong>0.047</strong></td>
<td><strong>0.931</strong></td>
</tr>
<tr>
<td></td>
<td>Adv-mv-M-LSTM-CI</td>
<td>0.119</td>
<td>0.082</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>Adv-M-LSTM</td>
<td>0.128</td>
<td>0.086</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>Adv-LSTM</td>
<td>0.305</td>
<td>0.136</td>
<td>0.426</td>
</tr>
<tr>
<td></td>
<td>Adv-BiLSTM</td>
<td>0.353</td>
<td>0.099</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>Adv-LR</td>
<td>0.369</td>
<td>0.091</td>
<td>0.745</td>
</tr>
</tbody>
</table>

In Dataset S1, Robust-mv-M-LSTM-CI showcases its accuracy with an MAPE of 0.062 and an NRMSE of 0.049. These results, while strong, are slightly higher than those of its origin, mv-M-LSTM-CI, which records an MAPE of 0.061 and an NRMSE of 0.047. In detail, Robust-mv-M-LSTM-CI exhibited a slight increase in mean percentage absolute error (MAPE) of approximately 1.64% compared to mv-M-LSTM-CI. In NRMSE, Robust-mv-M-LSTM-CI displayed a minor increase of around 4.26%. It registered a marginal decrease of roughly 0.54% in $R^2$ score. However, it is essential to note that the difference is relatively minor. This difference is acceptable while considering the performance in Dataset S2 and Dataset S3. On the other hand, Adv-mv-M-LSTM-CI exhibited a more substantial decrease in performance with an MAPE increase of about 94.26%, an NRMSE increase of approximately 73.19%, and a substantial decrease in $R^2$ score by approximately 15.25%. In addition, in this dataset, Robust-mv-M-LSTM-CI delivers competitive performance, demonstrating its resilience and capacity to handle challenging scenarios. Moreover, it outperforms other adversarially trained models, including Adv-M-LSTM, Adv-LSTM, Adv-BiLSTM, and Adv-LR underscoring its enhanced accuracy and reliability.

In Dataset S2, Robust-mv-M-LSTM-CI demonstrates its remarkable performance with an MAPE of 0.065, NRMSE of 0.042, and an $R^2$ score of 0.878. This reflects an impressive improvement over the original model, mv-M-LSTM-CI, by approximately 30% in MAPE, 32% in NRMSE, and around 4.5% in $R^2$ score. Such notable enhancements underscore the robustness of Robust-mv-M-LSTM-CI while maintaining the high accuracy standards set by mv-M-LSTM-CI. When compared to other adversarially trained models, it significantly outperforms them, highlighting its potential for precise energy consumption forecasting even in challenging conditions.

Moving to Dataset S3, Robust-mv-M-LSTM-CI consistently outshines with an MAPE of 0.087, an NRMSE of 0.024, and an impressive $R^2$ score of 0.945. Here, Robust-mv-M-LSTM-CI showcases a substantial improvement over mv-M-LSTM-CI with a remarkable percentage improvement of approximately 45% in MAPE, 27% in NRMSE, and roughly 5.6% in $R^2$ score. These findings emphasize the model’s robustness while substantially improving accuracy compared to the baseline. The proposed model consistently outperforms other adversarially trained models, confirming its capability to provide highly accurate energy consumption forecasts, even in demanding scenarios.
Furthermore, to enhance the clarity of visual representation, Figures 9–12 depict the performance of the forecasting models spanning from 15 July 2021 to 15 September 2021. For better visualization, Figure 4 presents a zoomed-in view of every 15 min for a day from 17 July to 18 July 2021 on DatasetS3, comparing the two best-performing models, Robust-mv-M-LSTM-CI and mv-M-LSTM-CI. This detailed examination highlights their predictive accuracy over this specific period. These figures offer insights into the model’s performance trends over this time period. In a broad sense, the graphs distinctly portray that the proposed model consistently maintains a good fit when compared to the alternative models. However, it is noteworthy that the accuracy of the Adv-mv-M-LSTM-CI experiences a significant degradation, evident from its performance on the test sets.

Overall, the results highlight the consistent superiority of the proposed model across all three datasets. Its ability to minimize prediction errors and explain a higher proportion of variability positions it as a robust and accurate choice for time-series forecasting tasks. Furthermore, the results also reveal that the conventional adversarial training approach may lead to a decline in the performance of the original models.

Figure 9. Prediction for energy consumption every day of forecasting models on DatasetS1.

Figure 10. Prediction for energy consumption every day of forecasting models on DatasetS2.

Figure 11. Prediction for energy consumption every day of forecasting models on DatasetS3.
7. Conclusions

In essence, this manuscript introduces an innovative predictive model with an adaptable design, designed for potential adjustments in forthcoming epidemic outbreaks and analogous emergency circumstances. The main idea is that the proposed method incorporates adversarial examples generated from the mv-M-LSTM-CI model by adding a new branch to process input with adversarial noise. Our research was centered on forecasting energy usage in three separate structures situated at the Hawthorn and Wantirna campuses: DatasetS1, DatasetS2, and DatasetS3. The experimental results demonstrate that the proposed model outperforms baseline models, including mv-M-LSTM-CI, conventional adversarial training models: Adv-mv-M-LSTM-CI, adv-M-LSTM, adv-LSTM, adv-Bi-LSTM, and adv-LR with three widely-used metrics: MAPE, NRMSE, and $R^2$ score. The results show that:

- In DatasetS1, Robust-mv-M-LSTM-CI achieved an MAPE of 0.062 and an NRMSE of 0.049, slightly higher than mv-M-LSTM-CI’s MAPE of 0.061 and NRMSE of 0.047. Despite minor increases in error rates and a slight decrease in the $R^2$ score, the proposed model remains competitive and outperforms other adversarially trained models.

- In DatasetS2, Robust-mv-M-LSTM-CI showed superior performance with an MAPE of 0.065, NRMSE of 0.042, and an $R^2$ score of 0.878, improving significantly over mv-M-LSTM-CI. These results demonstrate Robust-mv-M-LSTM-CI’s robustness and higher accuracy, outperforming other adversarially trained models.

- In DatasetS3, Robust-mv-M-LSTM-CI excelled with an MAPE of 0.087, NRMSE of 0.024, and $R^2$ score of 0.945, showing substantial improvements over mv-M-LSTM-CI. This highlights the model’s robustness and enhanced accuracy, consistently outperforming other adversarially trained models.

Our findings shed light on the potential limitations of adversarial training, which, when directly integrated into the energy consumption processing branch, may compromise the overall accuracy of the original model. However, by introducing a dedicated branch tailored for the processing of adversarial noise, the proposed model effectively bolsters accuracy, surpassing other “adv-” models across three datasets. The proposed model carries significant implications for efficient energy management and conservation within academic buildings. The versatility of this methodology may have the capacity to be applied to comparable educational establishments exhibiting similar energy usage trends, providing a beneficial resolution for energy governance within the academic sphere.

In the future, there is potential to explore how the proposed model can be tailored to different architectural frameworks, such as combinations of various architectures and heightened complexity levels. This exploration aims to pinpoint the optimal configuration for precise energy forecasting within specific scenarios. This could seek to identify the most suitable configuration for each specific energy forecasting scenario. In addition, in order to maximize the utility of the proposed model, it is worth considering experiments...
with datasets representative of diverse real-world conditions. This approach can facilitate broader applications of the model in energy forecasting for buildings.
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