Road Surface Profile Synthesis: Assessment of Suitability for Simulation
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Abstract: Vibration analysis plays an essential role to enhance the design of the vehicle, related to its comfort and safety level. It is useful to determine the relations between the road profile or its characteristics to the particular properties of vehicles and evaluate the dynamic response to the applied road profile. During the design stage, the simulation of vehicle suspension requires an input of road surface for the initial dynamic load. Therefore, an artificial road profile, created according to a specific methodology, is a key to overall research success. It is possible to generate an artificial road profile using several mathematical methods. This paper is dedicated to analyzing and comparing the usability and ISO-compatibility of three methods: White noise filtration, sinusoidal approximation, and moving average of white noise. Furthermore, we modified the sinusoidal approximation, additionally using a windowing function, thus removing sharp jumps in a generated road profile. Each analyzed method has its advantages and disadvantages, therefore, proper choice in profile generation was a goal of the provided analysis. We defined that the moving average of white noise filtration method has the highest implementation perspectives due to the best compliance to the desired ISO-defined road profile shape and independence from simulation velocity.
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1. Introduction

A road pavement can be realized in different ways and using various materials, but in every case, its surface is never perfectly flat, even, and smooth. A two-dimensional slice of the road surface, taken along an imaginary line, is a road profile [1]. If the line is following the cross-road direction, the profile is defined to be a lateral profile. It shows the superelevation, rutting, and other distress. If the line is following the road direction, the profile is determined as a longitudinal profile. The latter describes the roughness or unevenness and texture of the road. These road surface characteristics are classified referring to the wavelength of the irregularities as roughness with wavelength >0.5 m and texture (mega-, macro-, and micro-texture) with wavelength <0.5 m, as described in [2].

A proper characterization of road irregularities is an essential issue since they cause vehicle vibrations. Road roughness and mega texture have a direct influence on the wear of vehicle components, ride comfort, ride safety, fuel consumption, and dynamic load of the vehicle [2,3]. The dynamic interaction between the vehicle and road pavement produces vibrations that propagate in the soil. Those vibrations can cause damage to buildings structures, especially in urban areas, with the presence of historical buildings [4–6]. The amplitude and frequency of the excited oscillations depend on the dynamic properties of the vehicle’s suspension system, the vehicle driving speed, and road roughness. Moreover, the dynamic forces induced by the interaction between the wheel and road roughness, cause...
road deterioration [7–9]. Therefore, road manufacturers and maintainers are interested in road profile, roughness, and surface integrity due to maintenance reasons [10].

Vibration analysis and systems response modelling became one of the primary applications of mechanical engineering to enhance the design of products, e.g., vehicle. For all the reasons listed above, it is useful to determine the relations between the road profile with its characteristics, types of vehicles, and dynamic response of the entire vehicle suspension. Defining the relations between the vehicle and road surface is necessary to describe the road profile. This issue can be solved in two ways: Measuring the profile of the real road, or generating an artificial profile with the prescribed parameters.

Road profiles are measured using two general types of equipment: Profilometers, which measure directly, and dynamic road response devices, which measure the rolling wheel reaction, as the dynamic response to the road surface [7,11]. The main limitation of the experimental methods is the difficulty in obtaining all profiles corresponding to the full range of possible variations, defined by the ISO (International Organization for Standardization) 8608 standard [12]. The ISO 8608 standard uses two parameters (the degree of roughness $G_d(n_0)$, identified as power spectral density (PSD) of the vertical road profile displacement, and the waviness $w$) to describe the road profile. The road profiles are classified as belonging to one of the classes (from A to H) provided by ISO 8608 on the basis of the $G_d(n_0)$ parameter values, while keeping the constant waviness value of $w = 2$.

The generation of artificial road profiles allows bypassing difficulties to collect a full set of real road profiles, as described in the standard. Artificially generated road profiles can contain significant deviations from real ones due to the variation of the appearance of the harmonic component along the entire length of the pavement. Usually, artificial profiles give a stationary and homogenous output, while real profiles are often characterized as non-stationary and non-homogeneous. Moreover, artificial profiles do not contain various road distress along with the profile [13]. Many studies are based on the use of an artificially generated profile to have full control over their characteristics (such as roughness level, profile length). For example, to study the design of car suspensions [14–16], to evaluate the ride quality [17,18], and the effects on vehicles [19–21] due to the presence of irregularities on the road pavements surface. Furthermore, to validate the obtained results, a considerable number of samples are necessary, which generally are not always available from the experimental road measurements.

It is possible to generate a random, artificial road profile conforming to the desired ISO class, through the implementation of various methods. Many methods for simulating stationary random processes can be divided into three categories: (1) Methods based on linear filtering, (2) methods based on harmony superposition, and (3) methods based on inverse fast Fourier transform (FFT) of discretized power spectra density [22]. Among them, the most commonly implemented are the so-called white noise filtration (or shaping filter) and the superposition of harmonics (or sinusoidal approximation) [23–25]. Typically, road profiles are modelled using stationary Gaussian processes [26,27], which give the correct output only locally. One can assume that the segments have the same normalized spectral density but with varying variances [28–30]. By assuming that the standard deviations of short segments are random, the resulting road roughness model is non-Gaussian and non-homogenous, which creates a contradiction with the standard profile definition. Bogsjö et al. [31] used an alternative way. They expressed the Gaussian process as a moving average of the white noise procedure. Moreover, a new class of random processes, namely Laplace processes, has been proposed for modelling road profiles [31]. In other words, this case represents a Gaussian process where the variance is randomly changing. Johannesson and Rychlik [32,33] used the non-stationary Laplace model together with the standardized spectrum, according to ISO 8608, which gives the so-called Laplace based ISO 8608 model with only two input parameters.

The aim of our research is to provide a suitable methodology for the generation of an artificial, ISO 8608 compatible road profile in 1000 m length fragments. For this purpose, we analyzed and compared three different methods for artificial road profile generation.
and reviewed their implementation possibilities, as well as discussed their advantages and disadvantages.

This paper brings some effort to improve the quality of the generated road profile by implementing the three approaches and evaluating their output as the road profile by checking their Gaussianity and correspondence to the road profile, defined by the ISO 8608 standard. Table 1 contains a review of existing outstanding works and shows the difference of our paper from them.

Table 1. Comparison of road profile generation related researches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Characteristics</th>
<th>Validation</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>White noise filtration; sinusoidal approximation; moving average of white noise</td>
<td>White noise; PSD; Kurtosis</td>
<td>Comparison to the ISO 8608 standard, evaluation of Gaussianity</td>
<td>This work</td>
</tr>
<tr>
<td>White noise filtration</td>
<td>White noise; coordinates</td>
<td>Evaluation of PSD</td>
<td>[22]</td>
</tr>
<tr>
<td>Sinusoidal approximation; first order filter</td>
<td>PSD</td>
<td>-</td>
<td>[23]</td>
</tr>
<tr>
<td>Gaussian white noise; superposition of harmonics</td>
<td>White noise; PSD; spatial frequency</td>
<td>Comparison to the ISO 8608 standard</td>
<td>[24]</td>
</tr>
<tr>
<td>Sinusoidal approximation</td>
<td>Spatial frequency</td>
<td>-</td>
<td>[25]</td>
</tr>
<tr>
<td>Hybrid (Gaussian and white noise)</td>
<td>Power spectrum; vehicle speed; standard deviation</td>
<td>-</td>
<td>[31]</td>
</tr>
<tr>
<td>Laplace processes</td>
<td>Kurtosis</td>
<td>Comparison to the real road</td>
<td>[32]</td>
</tr>
<tr>
<td>Gaussian random field</td>
<td>PSD roughness</td>
<td>Steady state analysis</td>
<td>[34]</td>
</tr>
<tr>
<td>Gaussian random field</td>
<td>PSD</td>
<td>-</td>
<td>[35]</td>
</tr>
</tbody>
</table>

2. Road Profile Simulation

2.1. White Noise Filtration

A white noise signal can be transformed to the road profile either in the spatial or time domain through a first-order linear shape filter. More detailed explanations about the fundamentals and properties of this method can be found in [22–25]. The simulation using the white noise filtration method uses two models: Without and with a low frequency cut off, as described in [24]. We used a model with a low frequency cut off, where to avoid an increment on the standard deviation during the integration period, the road roughness PSD equation used in ISO 8608 was modified as in [14,15,17,21]:

\[
G_d(\omega) = \frac{2 \alpha \nu \sigma^2}{\pi} \frac{1}{(\alpha v)^2 + \omega^2} \quad \text{or} \quad G_d(\Omega) = \frac{2 \alpha \sigma^2}{\pi} \frac{1}{\alpha^2 + \Omega^2}
\]  

where \( \sigma^2 \) is the road roughness variance, \( \nu \) is a vehicle velocity, \( \omega \) is an angular frequency in the time domain (rad/s), and \( \Omega \) is the angular spatial frequency (rad/m). As stated in the literature [14,15,17,22], the parameter \( \alpha \) depends on the type of road surface. However, it was shown that \( \alpha \) is independent of the road [23–25] and it is termed as a low frequency cut off in units of spatial angular frequency (rad/m) [24]. The product \( \alpha v \) also means a low frequency cut off but has units of angular temporal frequency (rad/s). If the vehicle runs with a constant velocity \( \nu \), then the road profile, \( z(t) \), with the PSD defined by Equation (1), can be obtained from the output of a linear shape filter expressed by the differential equation:

\[
\frac{d}{dt} z(t) = -\alpha v z(t) + \eta(t)
\]
where \( \eta(t) \) is a zero-mean Gaussian white noise having a velocity dimension (m/s) with a PSD as \( 2\pi \sigma^2 \) \([14,21]\). In our case, the variance was chosen at \( \sigma^2 = 4G_d(\Omega_0) \) as in most of the literature \([23,25,36]\) with the reference values of PSD at \( \Omega_0 = 1 \text{ rad/m} \) given by ISO 8608 \([12]\).

In the spatial domain, the required filter can be expressed as in \([24]\), wherein \( z' = az + \eta(x) \), where \( z' = \frac{\partial}{\partial x}z = \frac{1}{\pi \sigma}z(t), \eta(x) \) is a zero mean Gaussian white noise having a gradient dimension (m/m) and \( x \) is the distance traveled by the vehicle along the road.

### 2.2. Sinusoidal Approximation

The longitudinal road profile can be mathematically constructed from a set of sinusoidal waves with different wavelengths, amplitudes, and phases in the spatial or time domain. The method in which a sample of Gaussian random signal generated from its spectral description, was proposed by Shinozuka \([37,38]\), has been applied by many authors \([10,23–25,34,35,39]\). In this method, the one-sided PSD spectrum is divided into several frequency bands, and the same number of harmonic samples are generated with the corresponding band frequency and spectral height with random phase angles \( \phi_i \). Then, the samples are superimposed to generate the road profile in the spatial or time domain by Equations (3) and (4):

\[
z(x) = \sum_{i=1}^{N} Z_i \cos(\Omega_i x + \phi_i) \text{ or } z(t) = \sum_{i=1}^{N} Z_i \cos(\Omega_i vt + \phi_i) \text{ with } (3)
\]

\[
Z_i = \sqrt{2G_d(\Omega_i)\Delta\Omega} \text{ (4)}
\]

where \( Z_i \) is the amplitude of \( i \)-th harmonic, \( N = (\Omega_U - \Omega_L)/\Delta\Omega \) is the number of frequency bands into which the total PSD spectrum is divided, \( \Omega_U, \Omega_L \) are the upper and lower spatial frequencies in the PSD spectrum (rad/m), \( \Delta\Omega \) is the width of each frequency band, \( \Omega_i = \Omega_L + (i - 1)\Delta\Omega \) is the spatial frequency of \( i \)-th harmonic or \( i \)-th frequency band. The phase angle of \( i \)-th harmonic \( \phi_i \) was uniformly distributed in the interval \((0, 2\pi)\).

### 2.3. Moving Average of White Noise

The moving average of white noise is a convolution of a kernel function \( g(x) \) with an infinitesimal “white noise” process having the variance equal to the spatial discretization step \( dx \). For the road profile \( z(x) \) with the standard deviation \( \sigma \), one denotes by \( \tilde{z}(x) \) a normalized profile, i.e., \( E[\tilde{z}(x)] = 0 \) and \( \sqrt{\text{Var}[\tilde{z}(x)]} = 1 \). Therefore, for the zero mean profile, \( z(x) = \sigma \tilde{z}(x) \) with the spectrum \( G_d(\Omega) = G_0(\Omega)\sigma^2 \), where \( G_0(\Omega) \) is the spectrum of the normalized road profile \( \tilde{z}(x) \), this approach allows using the same spectrum for all the roads. Consider a kernel function \( g(x) \), which is normalized according to condition \( \int g(x)^2 dx = 1 \). Using the kernel \( g(x) \), it can be modelled as stationary and non-stationary Gaussian models, stationary and non-stationary Laplace models, and the hybrid model \([31,33]\).

The standardized Gaussian process can be approximated by:

\[
\tilde{z}(x) \approx \sum g(x - x_i) z_i \sqrt{dx}
\]

where all the \( z_i \) are independent standard Gaussian random variables, while \( dx \) is the discretization step. In the case of the symmetric kernel, i.e., \( g(-x) = g(x) \), the spectrum \( G_d(\Omega) \) of \( z(x) \) uniquely defines the kernel \( g(x) \) since:

\[
G_d(\Omega) = \frac{1}{2\pi} |\mathcal{F}g(\Omega)|^2 \text{ (6)}
\]
where $F_g(\Omega)$ stands for the Fourier transform. For symmetric kernels, their Fourier transform is given by:

$$F_g(\Omega) = \sqrt{2\pi} \frac{G_d(\Omega)}{\Omega}$$

The model represents a non-stationary Gaussian process if we consider the durations and sizes of standard deviations. Assume that the normalized profile $\tilde{z}(x)$ consists of $M$ equally long blocks $L = L_p/M$, where the variance is constant and equal to $r_j = \frac{\sigma_j^2}{\sigma^2}$, $j = 1, \ldots, M$, hence:

$$\frac{1}{M} \sum_{j=1}^{M} r_j = 1$$

Using the moving average of white noise defines a smooth profile $z(x)$. Let $s_0 = 0 < s_1 < \cdots < s_M = L_p$, where $s_j - s_{j-1} = L_p/M$, and define the $\tilde{z}_j(x)$ process for all $0 \leq x \leq L_p$ as follows:

$$\tilde{z}_j(x) \approx \sum_{s_{j-1}<x<s_j} g(x-x_i) \sqrt{r_j} z_i \sqrt{dx}$$

Finally, the road profile $z(x)$ of the non-stationary Gaussian process is given by:

$$z(x) = \sigma \tilde{z}(x) = \sigma \sum_{j=1}^{M} \tilde{z}_j(x)$$

The non-stationary Laplace model is obtained by replacing $r_j$ in Equation (9) by the independent gamma random variables $R_j$ having a probability distribution function:

$$f_{R}(r) = \frac{\theta^\theta}{\Gamma(\theta)} r^{\theta-1} e^{-\theta}$$

The gamma distribution has a shape parameter $\theta$ and scale $\theta^{-1}$. Traditionally, another parameterization is used in Laplace modelling, viz., $\beta = 1/\theta$. If the value of the shape parameter $\beta$ is close to zero, then the Laplace process approaches the Gaussian process. The shape parameter $\beta$ of the Laplace process can also be computed from the kurtosis $\kappa$ of the process $z(x)$, namely $\beta = (\kappa - 3)/3$ [33].

3. Implementation of Simulations

Using all three methods discussed in the previous section, the samples of road profile corresponding to the ISO road class B ($G_d(\Omega) = G_d(\Omega_0) \left( \frac{\Omega}{\Omega_0} \right)^{-w}; w = 2; \Omega_0 = 1 \text{ rad/m}; G_d(\Omega_0) = 4 \times 10^{-6} \text{ m}^3$ [12]) were generated through MATLAB™. There is the suggestion that the lower spatial frequency limit has no reason to measure lower than $n_L = 0.01 \text{ cycles/m}$ for on-road vehicles and 0.05 cycles/m for off-road vehicles [12]. For the vibration analysis of suspension on-road vehicles, an upper spatial frequency limit of $n_U = 10 \text{ cycles/m}$ has been suggested by considering the low pass filtering effect due to the tire enveloping. For the spatial angular frequency, this means the range of $2\pi \times 0.01 \leq \Omega \leq 2\pi \times 10 \text{ rad/m}$.

3.1. White Noise Filtration

We implemented a white noise filtration method for the generation of road profile expressed by Equation (2). Using the Simulink model (Figure 1), we solved the equations using the Runge-Kutta method. In the provided model, the “band-limited white noise” block generates white noise with the specified parameters. The ideal white noise is a mathematical convenience and cannot be generated numerically due to its infinite variance, but an approximation in the form of band-limited white noise is useful for simulation. We are taking into account, that the band-limited white noise block specifies a two-sided
taking into account, that the band-limited white noise block specifies a two-sided spectrum \((\text{Mag}^2/(\text{rad/sec}))\), we need to multiply the block delivered value by \(\pi\), i.e., \(2\pi\alpha\sigma^2\) instead of \(2\alpha\sigma^2\). Then, the value of parameter \(\alpha\) is equal to 0.127 rad/m \([23,25]\).

\[
\begin{align*}
G_0(\Omega) &= \begin{cases} 
G_d(\Omega_0)\Omega^{-w_1} & \text{for } \Omega \leq \Omega_1 \\
G_d(\Omega_0)\Omega^{-w_2} & \text{for } \Omega_1 \leq \Omega \leq \Omega_2 \\
G_d(\Omega_0)\Omega^{-w_3} & \text{for } \Omega_2 \leq \Omega
\end{cases}
\end{align*}
\]

Figure 1. Simulink model of first-order linear shape filter according to Equation (2).

To accommodate the lowest frequency harmonic \(\Omega_L\), the required length of road will be \(L \geq \frac{1}{\pi L} = 100\) m. According to the sampling theorem \([40]\), the required step size of \(x\) will be \(\Delta x \leq \frac{1}{2\pi L} = 0.05\) m. In this case, the sampling time is equal to \(\frac{1}{2\pi L}\) for our model in Simulink. For a smoother profile, a smaller step can be chosen, but it will cause an increase in the required computational efforts.

3.2. Sinusoidal Approximation

For sinusoidal approximation in the time domain, we wrote the MATLAB code. It is noted in the ISO 8608 standard that: “In the literature, a two or more straight-line fitting is often used, but the standardization of a method which guarantees a unique solution is practically impossible”. Accordingly, to get more possibilities to control the road profile, we changed the linear fitting proposed by ISO in Equation (4) to two split fittings offered by Andrén \([27]\):

\[
G_0(\Omega) = \begin{cases} 
G_d(\Omega_0)\Omega^{-w_1} & \text{for } \Omega \leq \Omega_1 \\
G_d(\Omega_0)\Omega^{-w_2} & \text{for } \Omega_1 \leq \Omega \leq \Omega_2 \\
G_d(\Omega_0)\Omega^{-w_3} & \text{for } \Omega_2 \leq \Omega
\end{cases}
\]

A lower break frequency at \(\Omega_1 = 2\pi \times 0.21\) rad/m, and the higher break frequency at \(\Omega_2 = 2\pi \times 1.22\) rad/m produced the lowest total least square error for the Swedish road network \([27]\). The frequency band was divided into \(N = 1000\) intervals.

3.3. Moving Average of White Noise

The MATLAB codes presented in \([31,33]\) were adopted and used to simulate the road profiles in the spatial domain by the moving average method with Gaussian and non-stationary Laplace models. The kernel \(g(x)\) was defined by the ISO spectrum, which in the standardized form (variance one, waviness \(w = 2, \Omega_0 = 1\) rad/m) is given by:

\[
G_0(\Omega) = \frac{C_0}{\Omega^2}, \quad C_0 = 6.29 \times 10^{-2}\, \text{m}^3, \quad 2\pi \times 0.01 \leq \Omega \leq 2\pi \times 10\, \text{rad/m}
\]

and equal to zero in cases when \(\Omega\) lays outside the specified range.

To define the stationary Gaussian model with the ISO spectrum, only one parameter, the roughness coefficient \(G_d(\Omega_0)\), is required, alternatively to the variance \(\sigma^2 = G_d(\Omega_0)/(4C_0)\). To define the non-stationary Laplace model with the ISO spectrum, two parameters are required, the mean roughness \(G_d(\Omega_0)\), and the Laplace shape parameter \(\beta\), which is necessary for modelling the gamma variances. In our case, we chose the single block length \(L = 100\) m, \(\beta = 0.5\), or kurtosis \(k = 4.5\). It is essential to note that setting the parameter \(\beta\) equal to zero gives the stationary Gaussian case.

To define the non-stationary Gaussian model with the ISO spectrum, we generated \(r_j\) as a uniform random number in the range \((0.25, 4)\) and normalized it to match Equation (8).
For the moving average of white noise, the discretization step set \( dx = 0.05 \) m, is equal to the reciprocal of the sampling frequency. Note that in the code, the same sample of a Gaussian white noise has been used to generate the Gaussian and non-stationary Laplace models of the road profile. The same function kernel \( g(x) \) implemented with different parameters allows facilitating a visual comparison of the simulated profiles. Moreover, due to this reason, all random generations take the same seed value, and the time-domain data are converted to the spatial domain. The total length of the profile was chosen as \( L_p = 1000 \) m.

4. Simulation Results and Discussion

4.1. White Noise Filtration

The simulation of road profile in the time domain using the white noise filtration method for three profile passing velocity values \( v = 10, 20, \) and \( 30 \) m/s was performed. Initially, calculations have been done choosing sample time values of \( 0.05/10, 0.05/20, \) and \( 0.05/30 \) s, which are equal to the required minimal time, according to the sampling theorem. The simulation times were set to pass all profile lengths of 1000 m, respectively. Next, calculations were performed using the smallest sample time value. All the obtained results were converted to the spatial domain, as presented in Figure 2. As must be expected, the profiles obtained from the first calculations are identical (Figure 2a). This method is beneficial since it could be used together with other simulations at the same time. However, the appropriate simulation parameters must be used. For example, if the velocity value changes, the sample time value must be changed as well. Otherwise, as seen from Figure 2b, the spatial road profile changes depend on the velocity similar to the roughness peaks that decrease with the velocity and the profiles that shrink when the sample time decreases. The main disadvantage of the implemented method is the lack of full control over the various characteristics.

![Figure 2](image.png)

**Figure 2.** Simulated road profile using the white noise filtration method for three velocity values \( v = 10, 20, \) and \( 30 \) m/s: (a) With the required minimal sample time value (spectra are shifted vertically for clarity), (b) with the fixed sample time value \( 0.05/30 \) s.
Another issue of this method is to ensure the Gaussianity of the generated band-limited white noise and road profile peak elevations. It can be ensured by taking a sufficiently large number of samples, and depends on the type of algorithm and seed used for the generation of random numbers [24]. In this case, it was necessary to generate the various sets of road profile data and save one which is closer to the Gaussian distribution.

4.2. Sinusoidal Approximation

Simulated road profiles in the spatial domain, using Equations (3) and (4) (sinusoidal approximation) in the range of spatial angular frequency $2\pi \times 0.01 \leq \Omega \leq 2\pi \times 10$ rad/m and equal to zero for values of $\Omega$ outside the provided range, are presented in Figure 3a.

As seen in Figure 3a, the road profile cycles at each 100 m distance relates to the lowest frequency value. The mentioned repeatability can be avoided by decreasing the lower limit of $\Omega$ value. However, in the extreme case, when the frequency approach is 0, this model outputs an infinite value of the PSD, and thus an infinite variance or elevation, which is outside the realistic values range. The alternative solution to avoid repeatability of profile segments proposes dividing the profile length to blocks and for each block, to generate a new random set of initial phases. Such a technique can develop the appearance of abrupt shift at the connections between the blocks. To minimize this effect, the windowing
function was added, in that case, the Welch window with the value of exponent 10 to get a flatter surface:

\[ \omega(i) = 1 - \left( i - \frac{1}{2} \frac{n - 1}{n + 1} \right)^{10} \]  

where \( n \) is the number of blocks, and \( i \) is the number of samples in the block. The result is obtained using the modified algorithm, which removes profile cycling, as shown in Figure 3b. Alternatively, in the case of another approach, it is possible to remove profile segment looping when the different random values of the initial phase \( \phi_i \) is used as a full road profile (Figure 3c). However, the influence of waves with the long period disappears, and the abrupt shift can appear at any place (Figure 3d).

For a more detailed analysis, the Gaussianity of 100 m blocks having different random initial phases and full profiles without and with windowing was tested (Figure 4). For that purpose, histograms of separate blocks and all profiles were created, the means and standard deviations were calculated and compared with a standard normal distribution. Separate blocks with different sets of random phases have poor Gaussianity. Meanwhile, it becomes better for all profile lengths and even more after windowing (the Kolmogorov-Smirnov test decreases from 0.04 to 0.025). A few reasons could explain the poor Gaussianity: The same set of random initial phases is used in blocks; number \( N \) of sinusoids is small and should approach infinity; constant width of frequency band \( \Delta \Omega \). According to Shinozuka, it is better to use a variable range of sinusoid frequency, depending on the fluctuation of the spectral density [38]. In comparison, the smaller or more delicate spacing gives better corresponding between the generated and target spectrums in the region where the fluctuation of spectral density is more rapid.

![Figure 4](image.png)

**Figure 4.** Normalized probability density of simulated (a) separate blocks and (b) whole profiles using a method of sinusoidal approximation.

The sinusoidal approximation has some advantages and drawbacks. The advantages include the ability to control much more parameters (variance, waviness, number of sinusoids, and its frequency) or investigate the influence of one parameter. In addition, sinusoidal approximation allows obtaining any number of successive differentiations of the road profile height \( z \) without going through the numerical differentiation to avoid numerical errors [24]. The main disadvantage of this method is the greater computation time for profile generation. The alternative method is provided by Shinozuka [38,41], Hu, and Schiehlen [42], where they proposed to express Equation (3) in the form of discrete Fourier transform and to obtain the spatial domain road signal through the discrete inverse FFT algorithm. The main advantage of the FFT technique is that this method is much more computationally efficient.
4.3. Moving Average of White Noise

As mentioned in Chapter 2, using the kernel \( g(x) \) the smooth profile \( z(x) \) can be simulated, by the various models. Results of the stationary Gaussian, non-stationary Gaussian, and Laplace models are shown in Figure 5a–c. The abrupt shift and looping of the profile is absent in all cases. From the profile \( z(x) \) differences (Figure 5d), it is clearly seen that the Gaussian and Laplace’s highest stationarities stay in different blocks. The reason for such a situation is related to another mechanism of random number generation, although it is the same seed value. The evaluated root mean square values of amplitude are 10.4, 11, and 10.8 mm for stationary Gaussian, non-stationary Gaussian, and Laplace models, respectively. For comparison, they are 10.2 and 12.2 mm for sinusoidal approximation and white noise filtration models, respectively.

The observed distributions for stationary and non-stationary Gaussian models show a good correspondence with the standardized normal distribution probability density function. Moreover, the observed distribution for the non-stationary Laplace model is in reasonable compliance with the fitted Laplace probability density function, as shown in Figure 6.

(a) 
(b) 
(c)

Figure 5. Cont.
Comparison of the PSD spectra of generated road profiles with the target ISO PSD spectrum is presented in Figure 7. The results of all the methods correspond with the ISO PSD spectrum except the white noise filtration case. Its value is $2.5 \sqrt{2\pi}$ times smaller and could be explained due to the different use of a factor of $(1/2\pi)$ either in the expression of Fourier transform or inverse Fourier transform or the use of a factor of $(1/\sqrt{2\pi})$ in both expressions in the band-limited white noise block.

The essential features for all used methods with their own advantages and disadvantages are described in Table 2.
Figure 7. Power spectral density (PSD) spectra of the ISO 8608 road profile (dashed line) and generated road profiles using: 1—White noise filtration, 2—sinusoidal approximation and moving average of white noise, 3—stationary Gaussian model, 4—non-stationary Gaussian model, 5—non-stationary Laplace model.

Table 2. Advantages and disadvantages of road profile creating methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>White noise filtration</td>
<td>Direct use in Simulink.</td>
<td>Only three parameters: Low frequency cut off (\alpha); velocity (v); and variance (\sigma^2 = 4 G_d(\Omega_0)). One must use the appropriate simulation parameters to get correct results (velocity, sample time).</td>
</tr>
<tr>
<td>Sinusoidal approximation</td>
<td>Differentiations without going through numerical differentiation.</td>
<td>Repeatability of profile segments or abrupt shift. Greater computation time.</td>
</tr>
<tr>
<td>Moving average of white noise</td>
<td>Possible various PSD approximations.</td>
<td>Only stationary Gaussian processes.</td>
</tr>
</tbody>
</table>

5. Conclusions

The analysis and performed research on artificial road profile generation, according to the standard defined values for each road classification data, reveal the great potential of the method for vehicle suspension, driving dynamics, and car body dynamic response simulations rather than the experimental research. The obtained analysis of road longitudinal profile results allows stating the following conclusions:

The white noise filtration method easily provides a nice and suitable output, as shown in the performed simulations results. This method uses only two variables variation \(\sigma^2\) and low-frequency boundary \(\alpha\). The method is simple, but in the case of unadjusted parameter values, the profile floats away and therefore, the roughness amplitude and period draughts away. This method is sensitive to the virtual driving velocity, as well. The positive side in
this method is the feature, which is the case when the variation $\sigma^2$ fits the road profile with $\omega = 2$, according to the corresponding ISO standard. This method does not generate an identical profile picture for every 100 m of road profile, as it happens using the method of harmonic functions.

The sinusoidal approximation is the most time-consuming method and generates profile fragments of a certain length. This length depends on the lowest accepted frequency, which in our case is equal to 100 m. The application of randomized harmonic functions creates accidental jumps, which are smoothed using the Welch envelope function with the 10th order of magnitude, allowing us to flatten the profile and analyze the various combinations of frequency patterns.

Implementing the method of moving average avoids profile fragment cloning, and allows various models of profile generation (Gaussian, Laplace) with several values of $w$ in different ranges of frequencies, which cover broader cases than prescribed in the ISO standard.

Finally, all the analyzed methods are useful for road profile generation, but no general method for all the cases of modelling was found. The moving average of the white noise filtration method has a prospective for broader use due to the best compliance to the desired road profile shape and fast computation procedure. Nevertheless, special attention should be paid to the issue of vehicle velocity in the simulation process.

Future implementation of the proposed road synthesis methods, falling into the desired ISO-defined road category, can decrease the time of vehicle dynamic behavior test, add more features into the real object testing program, and provide a chance to create applications directly in the vehicle suspension testbench. The provided methodology allows the inclusion of new requirements for roads, which can appear with future road roughness standard requirements.
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