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Abstract: As we all know, there are many ways to express emotions. Among them, facial emotion
recognition, which is widely used in human–computer interaction, psychoanalysis of mental patients,
multimedia retrieval, and other fields, is still a challenging task. At present, although convolutional
neural network has achieved great success in face emotion recognition algorithms, it has a rising
space in effective feature extraction and recognition accuracy. According to a large number of
literature studies, histogram of oriented gradient (HOG) can effectively extract face features, and
ensemble methods can effectively improve the accuracy and robustness of the algorithm. Therefore,
this paper proposes a new algorithm, HOG-ESRs, which improves the traditional ensemble methods
to the ensembles with shared representations (ESRs) method, effectively reducing the residual
generalization error, and then combining HOG features with ESRs. The experimental results on the
FER2013 dataset show that the new algorithm can not only effectively extract features and reduce
the residual generalization error, but also improve the accuracy and robustness of the algorithm, the
purpose of the study being achieved. The application of HOG-ESRs in facial emotion recognition is
helpful to solve the symmetry of edge detection and the deficiency of related methods in an outdoor
lighting environment.

Keywords: face emotion recognition; HOG; original pixel; ESRs

1. Introduction

As we all know, human beings communicate mainly through speech, and use body lan-
guage to emphasize some parts of speech and express their emotions [1]. Facial expression
is one of the most natural, powerful, and direct ways to express emotions and intentions in
human communication. Of course, emotion can also be expressed through voice and text,
among others, but face is the most popular [2]. In 1974, Mehrabadu [3] showed that about
50% of people in daily communication convey information through facial expressions, only
about 40% of people communicate through voice and assist in face, and the remaining
10% express through words. The main reason is that the face contains many effective
emotional features, and it has more advantages in data collection [3]. Around the 20th
century, emotions were defined as seven states, namely, fear, happy, anger, disgust, surprise,
sad, and normal. Studies have found that different emotional states are closely related to
actions, such as gnashing teeth when angry, dancing when happy, and full of tears when
sad. Therefore, most of the facial emotions directly express the emotional state at that time,
and these seven states are widely used in face emotion recognition research at this stage.

In recent years, with the development of machine learning, computer vision, behavior
science, and face emotion recognition is an interesting and challenging application, so
it has become an important research field. Facial emotion recognition can be widely
used in driver safety, medicine, human–computer interaction, and so on. In medicine,
patients who have their own defects or psychological problems may not be able to express
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their emotions normally in some cases. Therefore, facial emotion recognition technology
can solve this problem and achieve effective communication [4]. In human–computer
interaction, because Siri, Cortana, Alexia, and other IPAs (Intelligent Personal Assistant)
can only use natural language to communicate with human beings, in order to improve
effective communication, emotion recognition can be added. In terms of safety, facial
emotion recognition can be used to identify the driver’s emotion. Through non-invasive
monitoring of the driver’s emotional state, it can timely and effectively judge whether the
driver should make dangerous behavior, so as to prevent the occurrence of dangerous
events, or to monitor and predict the fatigue state and attention, so as to prevent the
occurrence of accidents [5]. The application of facial emotion recognition technology in
medical, human–computer interaction, monitoring driver’s emotional state, and other
real environment is of great significance for the treatment of special patients and the
maintenance of traffic safety.

In addition, according to the in-depth study of facial emotion recognition, deep learn-
ing is an important part of facial emotion recognition, especially the use of convolutional
neural network; through training massive data, many effective features can be extracted
and learned, so as to improve the accuracy of face emotion recognition. It is found that
most of the features of facial emotion come from the muscle movement of the face driven by
eyes and mouth, while hair, ears, and other parts have little influence on facial emotion [4].
Therefore, in order to obtain ideal output results, the machine learning framework of face
emotion recognition is not sensitive to other parts of the face, and only focuses on the
important parts of the face. In recent years, with the deepening of human research and
the rapid development of related disciplines, facial emotion recognition technology is still
a research hotspot. However, there are still two problems to be solved in face emotion
recognition algorithm. First of all, most feature extraction methods are still similar to the
traditional manual feature extraction methods, which cannot effectively extract features.
Secondly, because the emotion recognition algorithm cannot effectively reduce the residual
generalization error, it seriously affects the accuracy and robustness of the algorithm.

In conclusion, according to the above two problems, although great progress and
breakthrough have been made in recent years, the improvement and perfection of face
emotion recognition algorithm is still a hot spot for many scholars in the future. For exam-
ple, there is still a rising space in effective feature extraction and recognition accuracy [6].
It can be seen that histogram of oriented gradient (HOG) features can effectively extract
face features, and ensemble methods can effectively improve the accuracy and robustness
of the algorithm [7]. Therefore, this paper improves the traditional ensemble methods
to the ensembles with shared representations (ESRs) method, effectively reducing the
residual generalization error, and proposes an face emotion recognition algorithm based on
HOG features and ensembles with shared representations (ESRs), namely HOG-ESRs. The
experimental results on FER2013 dataset show that the new algorithm model can not only
effectively extract features and reduce residual generalization error, but also improve the
accuracy of the algorithm. Specifically, this paper makes the following three contributions:

1. Based on [8], an ensemble with shared representations method is proposed, four
network branches are used, and each branch is based on the original pixel data
features and HOG features;

2. The new algorithm model is not only based on the original pixel data features of the
data set, HOG features are added in the last layer of each branch of the convolution
layer. Finally, the extracted mixed feature set is sent to the FC (Fully Connected) layer
for calculation;

3. According to the results of five and six convolution layers explored by CNN (Convo-
lutional Neural Networks) in [9], the recognition accuracy is not improved. It is found
that the model with four convolution layers and two FC layers is the optimal network
model for the FER2013 dataset. Therefore, the CNN model with four convolution
layers and two FC layers is used in the network branch of the HOG-ESRs model.
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The organizational structure of this paper is as follows. The first part introduces the
development of facial emotion recognition and related knowledge, and introduces the main
contributions of this paper. In the next section, the research status is mainly introduced.
In the third part, HOG features and ensembles with shared representations method are
introduced in detail, and the model method proposed in this paper is introduced. In the
fourth part, we first introduce several classical datasets and explain the selected datasets.
Then, we describe the experiment and result analysis in detail. In the fifth part, the
experimental results are discussed. The final section summarizes the paper and briefly
introduces the idea of perfecting the model.

2. Related Works

In fact, the research history of facial emotion recognition is related to the history of
emotion research. It is found that the research on emotion began in the 1970s. Therefore,
the research on facial emotion recognition is fairly recent [8]. It is mainly limited by the
development of new generation information technology in the 21st century. The details are
as follows.

According to the study, the research on facial emotion recognition can be traced back
to the 1970s [9]. At first, Paul Ekman, a famous international psychologist, studied the main
emotions of human beings, and proposed six basic emotions: surprise, happiness, fear,
anger, disgust, and sad [10]. A few years later, Paul Ekman et al. created FACS (facial action
coding system), based on different facial expressions corresponding to different facial
muscle movements [11]. The determination of FACS not only contributes to the researchers
of facial expression muscle movement, but also lays the foundation for facial emotion
recognition [12]. Subsequently, in 1978, the research on facial emotion video sequence
was started, among which Suwa et al. carried out the first research [13]. A. Pentland et al.
combined optical flow data with facial emotion recognition to estimate facial muscle
movements, and achieved an accuracy rate of 80% in four expressions of happiness, anger,
disgust, and surprise [14]. Shan et al. developed a boosted-LBP (local binary pattern) to
extract the features of LBP, and achieved a better recognition effect [15]. Wan et al. proposed
a method of locating facial feature points with ASM, and used it to identify continuous
facial emotions [16]. Praseeda et al., mainly based on eyes, mouth, and other parts, using
the PCA (Principal Component Analysis) method for recognition, also achieved better
results [17]. In [18], a face recognition method using 68 kinds of markers was proposed
based on face marker features. The system detects emotions based on 26 geometric features
(13 differential features, 10 centrifugal features and 3 linear features) and 79 new features
in [19]. The experimental results show that the average accuracy reaches 70.65%. Similarly,
the work of [20], based on 20 marker features and 32 geometric facial features (centrifugal,
linear, slope, and polygon), has been applied to automatic facial emotion recognition
with great success. At the beginning of the research, most of the recognition methods
are based on common methods to solve the face image preprocessing, geometric manual
feature extraction, feature classification, and so on [21]. These conventional methods have
an obvious effect in an indoor environment, but their performance decreases in a real
environment [22].

With the development of information technology in the new era, in recent years, face
emotion recognition with high recognition accuracy has been widely used in real-time
systems in machine vision, behavior analysis, video games, and other fields. Therefore,
human emotion expression is easy to be “understood” by an HMI (Hman Machine Interface)
system [23–26]. With the development of computer vision, artificial intelligence, pattern
recognition, and image processing technology, the shortcomings of traditional methods
have been overcome. In particular, the use of deep neural network [27,28], on the one hand,
enables the network to automatically learn image features and avoid the disadvantages
of manual feature engineering; on the other hand, the learning of facial features is more
extensive, such as brightness change, rotation change, and so on. Khorrami et al. [29]
show that the learning features of a CNN network based on face emotion recognition
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training are more consistent with the face features found by psychologist Paul Ekman [30]
through general facial expression. Therefore, face emotion recognition has not only formed
an independent research field, but also made outstanding achievements in the field of
face emotion recognition. Hamester [31] and others proposed a framework based on a
multi-channel convolution neural network. Two channels, unsupervised and supervised,
were used to train the convolutional autoencoder (CAE) and multi convolution layer to
extract implicit features of images, and the effect was far greater than that of the manual
feature method. Hu [32] and others not only proposed the deep synthesis multi-channel
aggregate convolution neural network, but also improved the transformation-invariant
pooling (TI pooling) of Laptev [33] to the expression transformation-invariant pooling
(ETI pooling). The experimental results show that the model has strong robustness and
high accuracy.

However, with the limitations of static images becoming more and more prominent,
researchers are interested in non-stationary facial behavior, 3D video, and stationary data
recorded from different perspectives, and thus began to study the spatiotemporal motion
characteristics of changing emotions in video sequences on static emotion recognition.
Danelakis et al. proposed a 3D video recognition method based on a 3D video face emotion
data set, and obtained better results [34]. According to the facial emotion dynamics and
morphological changes, Zhang [35] and others proposed a part-based hierarchical bidirec-
tional recurrent neural network (PHRNN) and multi signal convolution neural network;
the former is used for face features in continuous sequences, while the latter is used to
extract the spatial features of static images—its function is to achieve the complementary
characteristics of space and time. The two networks greatly improve the performance of
model recognition. Generally, the recognition network model based on video has high
computational complexity. Li et al. [36] proposed a multi-channel deep neural network
using the gray-scale image of expression image to express the spatial characteristics, and
the change of neutral and peak emotions to represent the temporal change characteristics.
The experimental results are quite excellent. Kuo [37] and others added a long-short term
memory (LSTM) network on the basis of CNN to extract the temporal characteristics of
changing emotions and achieve a considerable recognition effect. In addition, it is found
that CNN is more suitable for 3D convolution network than RNN (Recurrent Neural Net-
work), and C3D (convolutional 3D) [38] is generated. Typically, Kawaai et al. [39] fused
the LSTM-RNN model for audio characteristics, image classification model for extracting
geometric features of irregular points in video set, and C3D model for processing temporal
and spatial characteristics of images, with an accuracy rate of 17% higher than baseline.
In addition, the EEGs (Electroencephalogram) and EMGs (electromyogram) of biosensors
in the field of biology have also achieved great success in brain activity and facial muscle
behavior perception. The work of [40] integrates DTAN and DTGN features using the
joint fine tuning method, which proves that the integration method is better than other
weighted sum integration methods.

3. Methods
3.1. HOG Features

Histogram of oriented gradient—namely, HOG feature—is calculated and counted
through the histogram of gradient direction of local area of the image, and finally con-
stitutes features, which can effectively extract facial emotional features [7]. HOG feature
and scale-invariant feature transform (SIFT) [41] are both calculated on a dense image
grid with uniform interval, and overlapped local contrast normalization is used to im-
prove performance. At present, HOG is mainly combined with an SVM (Support Vector
Machine) classifier, which is mainly used for image recognition, and improves the per-
formance in pedestrian detection. The implementation process of HOG feature is shown
in Figure 1. After normalization, better results can be obtained for the change of shadow
and illumination.



Symmetry 2021, 13, 228 5 of 18

Symmetry 2021, 13, x FOR PEER REVIEW 5 of 19 
 

 

performance. At present, HOG is mainly combined with an SVM (Support Vector Ma-
chine) classifier, which is mainly used for image recognition, and improves the perfor-
mance in pedestrian detection. The implementation process of HOG feature is shown in 
Figure 1. After normalization, better results can be obtained for the change of shadow and 
illumination. 

 
Figure 1. Histogram of oriented gradient (HOG) feature implementation process. 

In face emotion recognition, the HOG description operator can be obtained by the 
following four steps. 

3.1.1. Gradient Calculation 
Firstly, two Sobel filters and expression images are convoluted to calculate the verti-

cal and horizontal gradient maps. The vertical edge operator is [−1,0,1]T, and the horizon-
tal edge operator is [−1,0,1]T. In particular, gamma and smooth normalization operations 
can be omitted [10]. 

3.1.2. Calculation of Amplitude and Direction 
The amplitude and direction maps are calculated based on the vertical and horizontal 

gradient maps in step 1. Assuming dx and dy represent the gradient values in the horizon-
tal and vertical maps, the amplitude and gradient of the pixel can be obtained according 
to Equation (1). 

2 2

1

( ) ( )

tan

Magnitude dx dy
dyOrientation
dx

−

= +

 =  
 

 (1)

3.1.3. Unit Quantization 
The emotional face image is divided into several small units. In Figure 2, the value 

range of gradient direction is 0~180, which is equally divided into 9 intervals, each of 
which is 20 degrees. The gradient amplitude is used as the weight of projection (i.e., 
mapped to a certain direction interval). 

Figure 1. Histogram of oriented gradient (HOG) feature implementation process.

In face emotion recognition, the HOG description operator can be obtained by the
following four steps.

3.1.1. Gradient Calculation

Firstly, two Sobel filters and expression images are convoluted to calculate the vertical
and horizontal gradient maps. The vertical edge operator is [−1,0,1]T, and the horizontal
edge operator is [−1,0,1]T. In particular, gamma and smooth normalization operations can
be omitted [10].

3.1.2. Calculation of Amplitude and Direction

The amplitude and direction maps are calculated based on the vertical and horizontal
gradient maps in step 1. Assuming dx and dy represent the gradient values in the horizontal
and vertical maps, the amplitude and gradient of the pixel can be obtained according to
Equation (1).

Magnitude =
√
(dx)2 + (dy)2

Orientation = tan−1
(

dy
dx

) (1)

3.1.3. Unit Quantization

The emotional face image is divided into several small units. In Figure 2, the value
range of gradient direction is 0~180, which is equally divided into 9 intervals, each of which
is 20 degrees. The gradient amplitude is used as the weight of projection (i.e., mapped to a
certain direction interval).
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3.1.4. Block Normalization

In most cases, uneven illumination will affect the amplitude of the gradient, resulting
in different value ranges, and local contrast normalization can improve the robustness
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due to illumination changes and improve performance. The normalization process can be
obtained by Equation (2).

v→
√

v
/
(‖v‖1 + ε) (2)

In the equation, v represents the eigenvector before normalization and ε represents
the constant that makes the denominator non-zero.

To sum up, according to a large number of studies in the literature, HOG features
have many advantages in image detection. Firstly, slight body movement can be allowed
in sampling and ignored without affecting the results; secondly, HOG features keep good
invariance in optical and geometric deformation of image data. Therefore, the HOG feature
is introduced into this model.

3.2. ESRs (Ensembles with Shared Representations)

In machine learning, the ensemble method is a method that can effectively reduce
residual error and improve the accuracy and robustness of practical application. The
integrated method represents a set of models in which collective inference can be made
based on a single prediction [42]. Traditionally, the integration method needs to establish a
decorrelation model trained independently, which is composed of a single type of neural
network method integration [43]. However, in order to enhance its diversity, we can build
an integration with different library methods [44,45]. At present, as a kind of resource,
neural network integration needs higher computing power, but it is necessary to explore
the method to reduce the aggregation redundancy and allow it to be used in practice.
Meshgi et al. used the active learning method to reduce training time and redundancy.
Meshgi did not use the entire data set, but used the most useful data for training [46,47].
In addition to active learning, the input space is decomposed into multiple regions, and
the divide and conquer strategy of training a convolutional neural network in each region
can also reduce redundancy. It can be seen that this method is composed of independent
models, so it belongs to the “explicit” integration method. Compared with the “implicit”
integration method, the “explicit” integration method still has a high redundancy in low-
level visual features, while the “implicit” method makes a single network generalization
like integration by extracting knowledge [48]. Shen et al. used the output of the CNN set to
train the convolutional neural network, which has the advantages of not only maintaining
the generalization ability and similar intermediate representation, but also reducing the
training redundancy and time [49]. In the context of deep learning, training a network set
is often high redundancy, low efficiency, and high cost. However, based on [50], this paper
improves the traditional integration method as ensembles with shared representations
(ESRs). By changing the branch level of ESR, the ensembles with shared representations
(ESRs) based on convolutional neural network can reduce the computational complexity
and redundancy without losing the generalization ability and diversity. As shown in
Figure 3, the ESRs method is neither a complete “explicit” integration method, nor a
complete “implicit” integration method [50]. Its shared layer belongs to the “implicit”
part, and the latter belongs to the “explicit” part. Specifically, the implicit part is mainly
responsible for reducing redundancy, reasoning and training time, learning some low-level
features, and sharing the low-level features with the convolution branch set, while the
explicit part is mainly responsible for the overall diversity [51]. The starting level of branch
integration in ESRs has an important impact on generalization ability, computational load,
redundancy, and diversity [52]. If level 1 is started too early, it may lead to high redundancy
of low-level face features, and too late branching may reduce the diversity of integration
because the shared layer no longer corresponds to spatial facial features (Level 5).

In addition, ESRs make full use of the two basic characteristics of the translation
invariance of cumulus learning mode and the spatial hierarchical structure of multiple
cumulus learning modes. In the early days of ESRs, layers learned local and simple visual
patterns such as lines, edges, and colors. Then, when each layer was layered, the local
patterns of the front layer were integrated into complex concepts such as nose, eyes, mouth,
and so on, until the feature map was no longer visually interpretable. Finally, these feature
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maps of the last layer were coded as the concept of emotion. As shown in Figure 3, ESRs are
composed of gray blocks and purple blocks. Gray blocks represent the basis of the network
and are mainly used for the convolution layer of low and intermediate feature learning,
while purple blocks are responsible for independent convolution branches. In particular,
the information features learned by gray blocks need to be shared with the independent
convolution branches represented by purple blocks, which constitute a whole. Each branch
not only needs independent learning features, but also competes for the common resources
of the shared layer. The sum of the loss functions of each branch in competitive training is
as follows, Equation (3):

LESRs = ∑
b

∑
i

L[P( f (xi) = yi|xi, θshared, θb ), yi] (3)

In the formula, b represents the branch index, (xi, yi) represents randomly sampling
from the training set, θshared represents the parameters of the shared layer of the ESRs
regulating network, and θb represents the parameters constituting the integrated convolu-
tion branch.
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The shared layer is an effective transfer learning mechanism, which can accelerate
and guide learning when the ensemble grows, and add new convolution branches in order
during training, as described in Algorithm 1 [50].
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Algorithm 1: Training ESRs.

initialize the shared layers with θshared
for b to maximum ensemble size do
initialize the convolutional branch Bb with θb
add the branch Bb to the network ESRs
sample a subset D’ from a training set D
foreach mini-batch (xi.yi)~D’ do
perform the forward phase
initialize the combined loss function Lesr to 0.0
foreach existing branch Bb’ in ESR do
compute the loss Lb’ with respect to Bb’
add Lb’ to Lesr
end
perform the backward phase
optimize ESRs
end
end

3.3. HOG-ESRs

The proposed method is based on HOG features and ESRs, namely the HOG-ESRs
method. Firstly, for the ESRs method, according to [9], we construct a set of four networks,
namely, four convolution branches. According to the model exploration in [1], each
network branch uses a model with four convolutional branches (ESR-4 LVL. 4) with four
convolutional branches, as shown in Figure 4. The CNN model of each branch of the
network is based on the original pixel data. HOG features are added to the last convolution
layer, and then the mixed feature set enters the full connection layer, as shown in Figure 5.
To sum up, in the new model of HOG-ESRs, the convolution layer uses the original pixel
data as the main feature of the classification task, connects the features generated by the
convolution layer with the HOG features, and sends the composite features into the FC
layer network, which is regarded as the single branch network of ESRs.
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Specifically, for the HOG-ESRs method proposed in this paper, because it is based on
HOG features and ESRs, we first analyze the single branch convolutional neural network
in the integrated network (Figure 4). According to [1], the single branch network adopts
the network architecture of [Conv-(BN)–ReLU-(Dropout)-(Max-pool)] M-[Affine-(BN)-
(Dropout)-ReLU] N–Affine-Softmax, where M is 4 and N is 2. The single branch network is
based on the original pixel data and added HOG features in the last convolution layer, and
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then enters the fully connected layer. In addition to the convolution layer, the single branch
network architecture also includes batch normalization (BN), ReLU, dropout, and maxpool,
passing through M layers, i.e., 4 layers. For the remaining two fully connected layers, BN,
Dropout, and ReLU are always included. In addition, L2 regularization is added to the
single branch model architecture. Finally, according to [9], we construct a set of four single
branch network models mentioned above (Figure 5).
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Figure 5. The architecture of CNN (Convolutional Neural Networks) is as follows: four convolution layers and two full
connection layers.

The shared layer of HOG-ESRs needs to test bagging before adding a new convolution
branch. The shared layer (lrsl) and the trained branch (lrtb) need to be tested before adding
new convolution branches. Then, the remaining data are trained. Three different learning
rates are used: one is the same initial learning rate (fixed lr.; lrsl = lrtb = 0.1), the other is a
smaller learning rate (varied lr.; lrsl = 0.1 and lrtb = 0.02), and the third is not training at all
(frozen layers; lrsl = lrtb = 0.0).

The two main indexes of the evaluation model are loss history and accuracy. The loss
history is calculated by Equation (4), and the accuracy is calculated by Equation (5).

LHOG-ESRs = ∑
b

∑
i

L[P( f (xi) = yi|xi, θshared, θb ), yi] (4)

In the formula, b represents the branch index, (xi, yi) represents randomly sampling
from the training set, θshared represents the parameters of the shared layer of the ESRs
regulating network, and θb represents the parameters constituting the integrated convolu-
tion branch.

Accuracy =
n

∑
i=1

Ni
correct
Ni

all
(5)

In formula (5), n represents the cross validation multiple, Ni
all represents the total

quantity in the i folds, and Ni
correct represents the accurately predicted quantity in the

i folds.

4. Experiments and Analysis
4.1. Dataset and Features

According to the accumulation of previous scholars, a large professional database of
facial emotion has been established, which provides a rich database for future research on
facial emotion recognition, and the typical database also provides the basis for the test of
face emotion recognition algorithm. For example, JAFFE (Japan female facial expression)
database of Kyushu University [53], MMI (man machine interaction) database of Delft
University of technology in the Netherlands [54], CK (Cohn Kanade) [55] of Carnegie
Mellon University in the United States, and CAS-PEAL database of Chinese Academy of
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Sciences [56]. Among them, Jaffe, CK+, fer2013, and affectnet are the most classic databases
in the study of facial emotion. The details are as follows.

CK + (Extended Cohn-Kanade) [57,58] database is from Carnegie Mellon University
in the United States. It was published in 2010 and established by the Department of
psychology and Robotics Research Institute. It is one of the first databases selected by
many scholars. The CK + database is based on Cohn Kanade (CK) published in 2000.
The number of sequences increased by 22%, and the number of subjects increased by
27%. Among 210 adult subjects aged 18–50, 31% were male, 69% were female, 13% were
black, 81% were European and American, and 6% were other races. This emotional
dataset contains 593 sequences, each of which is provided with a complete FACS code of
peak frame, including seven emotional tags: happy, surprised, angry, afraid, sad, neutral,
disgusting, and contempt. Among them, contempt is generally not a kind of emotion.
Many experiments have excluded these emotional data [58], and in addition, 593 sequences
are neutral frames start, and peak frame ends. In this dataset, the image sequences of the
front view and the 30 degree view are digitized into 640 × 480 or 640 × 480 pixel arrays
with 8-bit gray scale or 24 bit color values.

JAFFE [53,59] database is a female face emotion database from Kyushu University
in Japan. It was established by psychology department and ATR Human Information
Processing Laboratory of Japan and released in 1998. It is a relatively old emotional
database, but it also provides a reliable database source for Asian emotion recognition
research. Because the database is open and the emotion is calibrated according to strict
standards, it is also one of the classic facial emotion databases. Compared with 210 subjects
in CK + database, Jaffe database was only from 10 Japanese female students, and the
database was relatively small. It also contained seven basic emotional expressions, namely,
anger, disgust, happiness, surprise, sadness, neutrality, and fear. The database contains 213
positive 256 × 256 gray images. At present, the recognition rate of this database is very
high. Now, it is only used for some basic knowledge of facial emotion recognition, such as
feature extraction, classification, and so on.

AffectNet database is a field face emotion database. Before the emergence of AffectNet
database, the existing database of field facial emotion annotation was very small, and
most of them covered discrete emotions, so it was not applicable in continuous dimension
model [53]. Therefore, we created the AffectNet database, which collected and annotated
more than 1 million emotional images from the Internet through three major search engines,
plus 1250 emotion related keyword queries in six different languages. About half of the
facial images (about 440,000) were manually labeled with seven discrete facial expressions
(category model) and valence and arousal intensity (dimension model). Therefore, there
are three models for facial emotion recognition based on this database: First, the categorical
model. The identified expressions are selected from the relevant lists, such as Ekman’s six
basic expressions. Second, the dimensional model, whose values are in a continuous scale,
such as valence, and arousal. Valence refers to the positive or negative degree of the event,
and arousal refers to whether the event is excited/excited or calm/soothing. Thirdly, FACS
(facial action coding system) model, in which facial movements are represented by Au.

The FER2013 dataset is from the kaggle competition, conducted by Pierre Luc carrier
and Aaron Courville, and is part of an ongoing research project [60]. They provided
a preliminary version of their dataset to the organizers of the seminar for use in the
competition. The FER2013 dataset contains 35,887 facial emotion images. However, the
dataset saves the expression, image data, and purpose data as a CSV (Comma-Separated
Values) file, rather than directly as the given images. There are seven kinds of emotions in
the data set, and the corresponding labels are 0–6. The specific labels and emotions are as
follows: 0 = anger; 1 = dislike; 2 = fear; 3 = happy; 4 = sad; 5 = surprise; 6 = neutral. The
35,887 image data are composed of 48 * 48 pixel gray scale facial images. As the faces have
been registered automatically, they are basically in the middle, and each image occupies
about the same amount of space. In addition, the dataset contains 28,709 training images
(training), 3589 public test images (public test), and 3589 private test images (private test).
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To sum up, Figure 6 depicts an example of each facial expression category in the
above four datasets [50]. Co stands for contempt, but, according to a large number of
studies in the literature, it is basically eliminated. Therefore, this label is not used in this
paper. Compared with other datasets, the FER2013 dataset is selected as the experimental
dataset in this paper, and the experiments are based on the original pixel data. In this
paper, after reading the original pixel data of FER2013, the average value of the training
image is subtracted from the image for normalization, and the image is flipped horizontally
in the training set to generate an image to increase the data. In this paper, we not only
associate features generated from original pixel data, but also associate HOG features with
ensembles with shared representations as a new learning model.
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4.2. Experiments

First of all, each network in each HOG-ESRs is based on the exploratory training
results of [1]. The results of [1] show that the network with five and six convolution layers
does not improve the classification accuracy. The model with four convolution layers and
two FC layers is the best network for the FER2013 dataset. Specifically, the first convolution
layer has 64 3 × 3 filters, the second has 128 5 × 5 filters, the third has 512 3 × 3 filters,
and the last one has 512 3 × 3 filters. In all convolution layers, the step size is 1 and the
activation functions are batch normalization, dropout, max pooling, and ReLU. There are
256 neurons in the hidden layer of the first FC layer and 512 neurons in the second FC layer.
In the FC layer, as in the convolution layer, batch normalization, dropout, and ReLU are
used as activation functions. Softmax is used as the loss function in this paper. Figure 6
shows the architecture of CNN. Users can specify the number of branch filters, spans, and
zero padding for each CNN network, but if not indicated in this article, the default values
are used. In this paper, the above model is implemented in Torch, and the GPU accelerated
deep learning feature is used to speed up the training process. Because the HOG-ESRs
method is based on the ESRs method, it not only inherits the advantage that ESRs can
reduce the residual generalization error, but also inherits the advantages of short training
time and low computational cost. For the HOG-ESRs method, 40 epochs and 128 batch
sizes are used to train the HOG-ESRs network using all the images in the training set, and
the super parameters are cross-verified to obtain the most accurate model. Although the
training process involves single branch network and integrated network, and involves a lot
of preparation work and parameter adjustment process, because of the advantage of short
training time, this algorithm can quickly achieve the expected model. Table 1 describes the
values with the highest accuracy for each parameter in the model.
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Table 1. The hyper-parameters obtained by cross validation for the deep model.

Parameter Value

Learning Rate 0.01
Regularization 1 × 10−7

Hidden Neurons 256,512

4.3. Results

All experiments described in this paper were conducted on a computer with Intel(R)
Pentium(R) CPU G4560 @3.5 GHz, 8192 MB RAM, Intel(R) HD Graphics 610, and Windows
10. The algorithms were developed in Python 3.6. The main python libraries used in our
framework were the following: Matplotlib 3.0.3, Numpy 1.17.4, OpenCV-python 4.1.2.30,
Pillow 5.0.0, Torch 1.0.0, Torchvision 0.2.1, and so on.

In order to evaluate the performance of the new HOG-ESRs model, the loss history
and accuracy of the model are drawn in this paper. The results are shown in Figure 7a,b.
First of all, the results in Figure 7a show that the training accuracy reaches the highest
value quickly, and the convergence speed of the model is very fast. Secondly, Figure 7b
shows the accuracy of the model under different iteration times. From the observation of
Figure 7b, the model can reduce the over fitting behavior of the model by adding more
anti-over fitting technology and non-linear over fitting technology, which is actually the
use of dropout and batch normalization. In addition, from the comparison between the
model with and without HOG features, it can be seen that the accuracy of the HOG-ESRs
model is different from that of the model without HOG features, which can fully reflect
that the new model has a strong enough ability to extract enough information using the
original pixel data and HOG features.
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In addition, this model is compared with the best precision of the model proposed
by other authors, and several representative models are selected according to the year, as
shown in Table 2. Two points can be seen from the table. First, the ESRs model is superior
to other models in face emotion recognition. Second, the accuracy of the HOG-ESRs model
with HOG added to ESRs model is higher than ESRs. Therefore, it can be concluded from
these two points that the ESRs model is superior to other models, and adding HOG to ESRs
can also improve the accuracy of the model. Therefore, it also reflects the effectiveness and
rationality of this work.
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Table 2. The best accuracy (%) comparison between different models. HOG, histogram of oriented
gradient; ESRs, ensembles with shared representations.

Approach Year Accuracy

TFE-JL [44] 2018 84.3%
SHCNN [61] 2019 86.54%

ESRs [50] 2020 87.15 ± 0.1%
HOG-ESRs 2020 89.3 ± 1.1%

After comparing different models, in order to show the rationality of the selected
dataset, the accuracy of the model in different datasets is also compared, as shown in
Table 3. First of all, it can be seen from the table that the accuracy on the AffectNet dataset
is the lowest, probably because of the complexity of this dataset. When introducing this
dataset, it is also said that this dataset can be divided into three models in face emotion
recognition: categorical model, dimensional model, and FACS model. However, compared
with the accuracy of about 59% in other algorithm models [50], the accuracy of this dataset
in this paper algorithm model is also high. Secondly, the CK + and JAFFE datasets belong
to laboratory datasets, while AffectNet and FER2013 are datasets in natural state, so it can
be seen that the algorithm in this paper also has good accuracy in wild datasets, which also
shows that the model in this paper has good adaptability.

Table 3. The best accuracy (%) comparison between different dataset based on the HOG-ESRS model.
CK+, extended Cohn-Kanade; JAFFE, Japan female facial expression.

Approach Dataset Accuracy

HOG-ESRs

CK+ 88.3 ± 0.8%
JAFFE 87.9 ± 2.1%

AffectNet 62.13 ± 0.5%
FER2013 89.3 ± 1.1%

Figure 8 shows the average accuracy of adding branch level on the FER2013 data test
set, as well as the baseline (dotted line). From the figure, the integration method has higher
accuracy than the single network. The accuracy of the HOG-ESRs method at level 4 is as
high as that of the traditional integration method, but there are great differences in the
number of trainable parameters between the two methods, as shown in Table 4. Table 4
shows that, compared with the traditional set, HOG-ESRs require much less trainable
parameters, and the fourth and fifth levels are significantly reduced. Compared with a
single network, the recognition performance of HOG-ESRs is significantly improved. At
the same time, it also shows that HOG-ESRs have strong generalization ability, while
significantly reducing redundancy and computing load. In addition, it can be found from
Figure 8 that the performance of the interleaved approach needs to be improved. It is
preliminarily considered that the reason may be the low diversity, because the diversity in
cross training is only related to the mixing of different data and different starting points.

Finally, the confusion matrix of the model is calculated. Figure 9 shows the visual-
ization of the confusion matrix. Looking at the displayed data, it is easier to learn the
features of happy faces than to express other facial emotions, because the model has good
accuracy in predicting happiness tags. In addition, the confusion matrix also reflects that
the trained network may confuse some tags, such as anger tags and sad tags. By observing
their correlation, it is found that the classifier classifies the “anger” tag as “fear” or “sad”
in many cases. In fact, even human beings may have difficulty distinguishing anger from
sadness because they express their emotions in different ways. In addition, in the process
of the experiment, it was found that, if the HOG-ESRs model increased the sample size
of each emotion category too much, the diversity of the model would be reduced. On
the other hand, the accuracy of different emotion categories would also affect the overall
accuracy rate. Therefore, it is best not to blindly improve the sample size and the accuracy
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of different emotion categories. In short, the experimental results show that the HOG-ESRs
model has good results in accuracy and robustness, and reduces the deviation problem of
machine learning.
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To sum up, this paper also tests the recognition time of the algorithm on the experi-
mental platform. In order to show the emotion recognition time of the algorithm, that is,
the time from the image entering the model to the model providing the results according
to the situation (as shown in Table 5), it is found that the time is not fixed, about 0.83 s to
1.2 s, so the reasoning time of the model is about 1000 milliseconds. Therefore, the model
also shows the advantage of time, which confirms the rationality of this model.

Table 5. Model inference time (ms) on the test-bed.

Fastest Time Slowest Time

Time about 830 ms about 1240 ms
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5. Discussion

Facial emotion recognition is a hot research field based on machine vision, artificial
intelligence, image processing, and so on. Predecessors have achieved some success. How-
ever, with the development of modern science and technology and higher requirements for
facial emotion recognition algorithms, there is still room for improvement in the extraction
of effective features and recognition accuracy of previous algorithms. According to a large
number of studies in the literature, HOG features can effectively extract face features,
and the ensembles method can effectively improve the accuracy and robustness of the
algorithm. Therefore, this paper proposes a new algorithm, HOG-ESRs, which improves
the traditional ensembles method to the ensembles with shared representations method,
effectively reducing the residual generalization error, and then combines the HOG with the
ESRs. The experimental results show that the accuracy of the new algorithm is not only
better than the best accuracy of the model proposed by other authors, but it also shows
good results on different data sets. Further, based on a large number of experimental results,
the algorithm can not only effectively extract features and reduce residual generalization
error, but also improve the accuracy and robustness of the algorithm.

In addition, it is worth noting that the facial emotion recognition algorithm proposed
in this paper is widely used, including in driver emotion detection, mental patients’ facial
emotion detection, intelligent education, and so on. However, the HOG-ESRs model has
some limitations. The model network may confuse some tags, such as anger tags and
sadness tags. By observing their correlation, it is found that the classifier mistakenly
classifies the “anger” tag as “fear” or “sad” in many cases. In fact, even human beings may
have difficulty in distinguishing anger and sadness because they express their emotions
in different ways. Even with the same facial expression, people may recognize different
emotions, which is also the direction of future research. Despite the above limitations, the
HOG-ESRs method contributes to improving the accuracy and robustness of the algorithm,
which is an attempt to develop a facial emotion recognition algorithm based on deep
learning and convolutional neural network in the future.

6. Conclusions

This paper proposes a hybrid strategy based on HOG features and ESRs, which is
called the HOG-ESRs method. Histogram of oriented gradient can effectively extract face
features, and improving the ensembles with shared representations method can effectively
reduce the residual generalization error and improve the accuracy and robustness of the
algorithm. All the images in the training set are used to train the HOG-ESRs network, and
the model parameters with the highest accuracy are obtained by cross validation of the
super parameters. The experimental results on the FER2013 facial expression database
show that the proposed method achieves good performance. The model can effectively
extract face features, effectively reduce the residual generalization error, and improve the
accuracy and robustness of the algorithm. In the future, image data should be added under
different illumination to verify and improve the algorithm in order to further improve the
model of facial expression recognition.
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