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Abstract: We explored whether two visual mental imagery experiences may be differentiated by
electroencephalographic (EEG) and performance interactions with concurrent orienting external
attention (OEA) to stimulus location and subsequent visuospatial detection. We measured within-
subject (N = 10) event-related potential (ERP) changes during out-of-body imagery (OBI)—vivid
imagery of a vertical line outside of the head/body—and within-body imagery (WBI)—vivid imagery
of the line within one’s own head. Furthermore, we measured ERP changes and line offset Vernier
acuity (hyperacuity) performance concurrent with those imagery, compared to baseline detection
without imagery. Relative to OEA baseline, OBI yielded larger N200 and P300, whereas WBI yielded
larger P50, P100, N400, and P800. Additionally, hyperacuity dropped significantly when concurrent
with both imagery types. Partial least squares analysis combined behavioural performance, ERPs,
and/or event-related EEG band power (ERBP). For both imagery types, hyperacuity reduction
correlated with opposite frontal and occipital ERP amplitude and polarity changes. Furthermore,
ERP modulation and ERBP synchronizations for all EEG frequencies correlated inversely with
hyperacuity. Dipole Source Localization Analysis revealed unique generators in the left middle
temporal gyrus (WBI) and in the right frontal middle gyrus (OBI), whereas the common generators
were in the left precuneus and middle occipital cortex (cuneus). Imagery experiences, we conclude,
can be identified by symmetric and asymmetric combined neurophysiological-behavioural patterns
in interactions with the width of attentional focus.

Keywords: neurofunctional symmetry; hemispheric asymmetry; mental imagery; visuospatial
perception; hyperacuity; ERP; EEG; vividness

1. Introduction
1.1. Background: Out-of-Body vs. within-Body Experience in Visual Mental Imagery, Neural and
Phenomenological Aspects

Visual mental images have been defined as representations that are physically im-
plemented in the brain as neural patterns without corresponding environmental exter-
nal/exogenous stimulation to the retina [1–3]. They may be generated from a single or a
mixture of many types of sensory, perceptual, and cognitive processes and may include
preparatory visual templates, information maintenance and manipulation in visual work-
ing memory as well as retrieval from long-term memory—These are all conditions that
fit the traditional concept of ‘imagery’ (see [4] and review by [5]). In this context, the
subjective experience of image strength or vividness is an important defining feature of
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imagery in terms of first-person variables that are reliably measurable with self-reporting
and supplementing the converging behavioural and neurofunctional objectifiable correlates
of imagery (see [6]). For over a century, self-reporting measures of vividness have been
used as the chief research tool to capture the subjective conscious experience of imagery
(see [7]).

A complementary fruitful approach has been to characterize and to study mental
imagery patterns in terms of experiential (phenomenal) categories associated with their
neurofunctional substrate. A tradition dating back to Sherrington’s ([8]) posits that extero-
ceptive images represent their underlying neural states as if they ‘refer’ or ‘project’ away
from the body to sources out in the world so that our subjective experiences result in being
located in the external sources, rather than in the parts of the body or the brain from where
they are actually generated [9,10]. Generally, this family of out-of-body imagery experi-
ences is deemed to correspond to organized topographic cortical maps that objectively
code the measurable physical properties of the external visual space (e.g., texture, color,
luminance, contrast).

Mental imagery can also refer to within-body experiences, i.e., internal to one own’s
organism, which are associated with generating the images [11,12]. These may involve
multiple organism changes, including visceral, vestibular, sensorimotor, eye movement,
skeletal muscular, and in most cases, are coded as neural somatotopic maps [13,14]. The
latter assumes a broad definition of interoception, as these changes involve cortical, higher
order, cross-modal integrated mental representations of the body states, rather than just
afferent activity in the receptors of the antisympathetic nervous system [15–17].

Damasio ([14]) suggested that the subjective phenomenal interoceptive experience
may correspond to the ‘feeling’ of having an internal image and that in normal circum-
stances, this feeling is coupled with the self of whom is generating the representational
enactment (for this point see also [11]). Accordingly, one current theory is that ‘second-
order’ patterns or maps may link interoceptive representations describing the observer’s
bodily internal changes with the exteroceptive representations describing the external
object [13,18,19]. These ‘second-order’ mental images may be properly conceived as corre-
lating self-referential interoceptive awareness with exteroceptive awareness.

Indeed, recently, the classical ventral-dorsal two-stream system has been revised [20]
to incorporate the view that the predictive process leading to object identification may
involve a larger, more complex network. On this account, the dorsal visual stream and
the visceromotor system would integrate a stream of information under the control of
the medial prefrontal cortex (PFC), whereas the ventral stream interacts with the sensory
integration system, which coordinates visual and interoceptive topographical maps while
being controlled by the lateral PFC. Furthermore, the anterior insular cortex is posited as
a crucial integration center that takes in multimodal input from the dorso-visceromotor
pathway and feeds it to the ventro-interoceptive pathway, where identification ultimately
takes place (with termination in the inferior temporal cortex) [20]. Using a rationale that is
compatible with predictive coding models (i.e., [21]), it is reasonable to hypothesize that
during perception, top-down mental images may be compared with bottom-up sensory
information to compute a prediction error, which is then used to update higher level
representations and to improve future perception [22,23].

The visceromotor contribution to mental image generation has received much sup-
port, especially from eye movement research (e.g., [24]) and embodied cognition research
(e.g., [25]). Similarly, the involvement of interoception has been fully exploited in theories
of conditioning [26] and, most recently, in consciousness research [14]. Prediction models
emphasize the link with the magnocellular neurons, specialized for the processing of
low spatial frequency information (lower detail resolution) and movement detection, and
parvocellular neurons for the precise processing of fine visuospatial details [20,27].

In another related context (the phenomenology of pain perception), Backryd ([28])
introduced the notion of egoception, defined as the representation and perception of an
embodied someone, as opposed to the representation and perception of something outside
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the body. Applying Backryd’s distinction to second-order visual images, it can be argued
that visual mental patterns, as internally directed cognition, can entail consciousness of
two different kinds: an awareness of something as an external object, or out-of-body
imagery (OBI), and an awareness of the self who perceives the object as a pattern of his/her
own body states/changes/activity, or within-body imagery (WBI). It must be highlighted
that following the above distinction is important for clarifying the interface between the
subject’s type of conscious perspective and the underlying brain processes involved in the
two types of imagery. The distinction never implies that anything is actually generated
outside the body; both types of imagery are internal cognitive processes that are generated
within the body (brain). However, they might recruit different types of neural organization.
The validity of this possibility is what we wanted to determine.

1.2. Functional Asymmetry in Visual Mental Imagery

Typically, the term functional hemispheric asymmetry is used to describe a functional
difference between symmetric or homologous structures in the two hemispheres of the
brain, meaning that the same stimuli or tasks are processed by each hemisphere in a
different way [29]. In particular, established forms of functional asymmetries include
right-hemispheric dominance (particularly in fronto-parietal areas [30]) for visual-spatial
processing, left-hemispheric dominance for language production and processing (espe-
cially for syntax) in adults [31], and the supplemental mediating role of handedness on
hemispheric functions [32]. The latest recent research trends have highlighted that a key
aspect of functional brain asymmetry is its ‘dynamic’ characteristics; they can change
developmentally across the lifespan (for example, handedness [32]), they can be more
important for behavioural output than asymmetries in terms of the size or volume of the
underlying structures, as shown by animal studies [29], and they can be modulated with
different techniques, such as computer–brain interaction and biofeedback [33].

For over forty years, eliciting the generation of different types of visual mental images
has been a useful way of probing and measuring functional hemispheric asymmetries as
they pertain to the high-level functions of the visual system [34]. Moreover, the impact
of these mental images on hemispheric asymmetries can be manipulated and measured
using visuospatial tasks such as Vernier acuity [35]. These methods may be considered
in contrast to auditory asymmetries probed by traditional methods such as the dichotic
listening task [36], or more specific versions of it, such as computer laterometry [37]. The
notion of asymmetry being dynamically functional has also been recently demonstrated
in other mental states such as fatigue [38], strain [39], emotional arousal [40], and during
biofeedback [33].

The focus of the present investigation is to understand the functional and anatomical
relationship of different types of mental imagery processing on hemispheric asymmetries
by using visual mental imagery manipulations and combining behavioural and elec-
troencephalographic (EEG) and event-related potential (ERP) techniques, which are also
traditional, frequently used methods for studying hemispheric asymmetries. For clarity, in
the present paper, we will refer to the following working operational definitions specifically
applied to EEG/ERP measurements. We define functional hemispheric asymmetry (or
asymmetry for short) as: a statistically significant or effect size difference in EEG/ERP activity
between experimental manipulations found in one or a cluster of electrode sites located in one
of the lateral sides (left or right) versus no statistical effects for the same type of comparison in
the electrode or cluster opposite in the homologous lateral side of the scalp’s electrode topographic
configuration (i.e., head map). In contrast, we define functional hemispheric symmetry (or
symmetry, for short) as: a statistically significant or effect size difference in EEG/ERP activity
between experimental manipulations found in one or a cluster of electrode sites located in both
homologous lateral sides (left and right) of the scalp’s electrode topographic configuration.

A rich research tradition stemming from the pioneering work of Kosslyn ([41,42]) has
indicated the two main visual pathway streams, the parvocellular/ventral and magnocellu-
lar/dorsal systems, as the main neurofunctional infrastructure for imagery (for an updated
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review, see [43]). Connected with the key role of the dorsal and ventral pathways, there
is substantial neuropsychological and computational empirical evidence and theoretical
consensus of functional asymmetry in processing exteroceptive relations during visuospa-
tial perception as well as imagery (see review in [44]). According to this asymmetry, one
neurocognitive function determines the detection, identification, and use of exteroceptive
relationship between objects in the environment as characterized by a system of categori-
cal representations, which code in terms of verbal, global, and spatial categories such as
‘connected/disconnected’, ‘inside/outside’, ‘above/below’, ‘left/right’, and so forth [31].
In contrast, another neurocognitive function determines the exteroceptive mapping on a
coordinate system, which codes them in terms of precise, metric distances and locations [30].

A (generally accepted) hypothesis on the neurobiological substrate of this function is
that in the visual system, categorical relations are implemented through the small neural
receptive fields of the parvocellular (P) pathway, whereas coordinate representations may
be implemented in the large neural receptive field of the magnocellular (M) pathway. How
this asymmetry occurs neurally is still hotly debated.

A fundamental assumption is a structural asymmetry of distribution in the hemi-
spheres for these types of receptive fields in that the proportion of the M cells’ large
receptive fields would be relatively more abundant in the right hemisphere, and conversely,
the P cells’ small receptive fields would instead be relatively more abundant in the left
hemisphere [42,45–47]. It is important to note that originally, Kosslyn introduced this
assumption in the context of his theory of high-level vision, in which essentially, imagery,
attention, and sensory-motor functions overlap during the perception and knowledge of
space and objects. It was only in the early 2000s that the notion became more frequently
used to explain aspects specific to perception. The evidence of cytoarchitectural asymmet-
ric distribution in M and P cells has never been supported directly and only hinges on a
supposed correspondence between M cells and the properties of transient low-resolution
fields observed in response to high stimulus frequencies, predominantly in the right hemi-
sphere, versus the response of sustained high-resolution fields to low spatial frequencies,
predominantly in the left hemisphere (see review in [48]). Barring new future anatomical
discoveries, it is currently generally accepted that this asymmetry is essentially functional.
In other words, it cannot only be explained by the underlying structural anatomy, and it
is not completely determined by just the triggering of bottom-up filters or channels that
are tuned to certain stimuli and that proceed from lower brain to higher brain stations in a
feedforward manner.

Some authors have proposed that the top-down mechanisms involved in voluntarily
directing attention [44,49] are necessary, at least in the earliest stages of initiating the cogni-
tive or perceptual response, to explain how asymmetry is obtained. However, landmark
studies by Kosslyn and colleagues [50–53] support the division of the labor between the M
neurons in the dorso-visceromotor pathway and the P neurons in the ventro-interoceptive
pathway during voluntary visual mental imagery. Humans, when they are instructed to
do so at will, typically generate low-resolution schematic images that are associated with
the activation of dorsal visual extrastriate areas (V2-V5) and that are predominantly M
receptive fields; however, as images are generated with increasing levels of detail and
precision, neuronal activity undergoes ‘ventralization’, spreading out over the early ventral
visual areas (through V2-V1 asymmetric connections) that contain significantly more P
receptive fields [54–57]. The issue of how much attention and imagery contributions are
distinguishable has not received a clear answer. A clear overlap, however, is demonstrated
by the fact that most of the relevant experiments on both attention and imagery have
involved manipulations of size, of either the attentional window or images, to probe partic-
ipants’ visuospatial predictions, so both types of manipulations are confounded with the
preferential response of the M vs. P receptive fields to large vs. small entities, respectively.
In the next sections, we attempt to clarify the nature of the three-way relationships between
mental visual imagery, attention, and perception.



Symmetry 2021, 13, 1549 5 of 42

1.3. The Interaction between Visual Imagery and Externally Directed Attention

The objective of the present work was to explore how the two types of phenomenal
awareness, out-of-body and within-body, may influence attention and visuospatial per-
ception during voluntary imagery tasks. Phenomenal awareness is notoriously difficult
to study using only introspection; therefore, the present approach focused on examining
the objective effects and characteristics of visual mental imagery by studying the possible
interaction between attention and phenomenal imagery type. A similar approach was at
the core of some foundational theory in phenomenology. In particular, Hegel ([58]) was
the first to hypothesize a dynamic process according to which we can move (the focus of
attention) voluntarily (intentionally) from the perception of ourselves to the perception of
the external world. Consistent with Hegel’s intuition, a very recent body of research shows
that the representations underlying mental images can be consciously and voluntarily
attended [59]. In this context, voluntary internal attention can be defined as the process
by which observers are able to willfully direct or shift awareness to the focus of what is
consciously and voluntarily attended in visual mental images [43,60].

EEG Findings

A tradition of empirical electroencephalography (EEG) research has focused on inves-
tigating the interactions between attention and imagery. Important work [61–63] investi-
gated the effects of subjective perspective in orienting attention from the intake/rejection
framework [64]. This model is based on the distinction between sensory ‘intake’ tasks
(i.e., externally directed or orienting attention, EOA) and cognitive ‘rejection’ processes
(i.e., internally directed cognition), such as mental arithmetic, mental imagery, and other
working memory tasks. In the context of this theory, it is hypothesized that the observer
needs to inhibit or ‘reject’ incoming sensory information to facilitate internally directed
cognition, alluding, in particular, to the importance of attention in functional imagery
tasks. Interestingly, in terms of neurophysiological markers, both imagery and attention
are associated with increases in alpha (~8–12 Hz) power. Specifically, rejection tasks such
as mental imagery and arithmetic tasks were found to have increased alpha power in
parietal sites [62,63]. While imagery and attention are dependent on increased alpha power,
Schupp et al. ([65]) found that perceptual tasks were associated with lower alpha, indi-
cating a clear difference in the information processing demands between perceptual and
cognitively demanding tasks. Additionally, Klimesch et al. ([66]) found that memory
performance was positively correlated with average alpha frequencies, further solidifying
the difference in the alpha power between perceptual and cognitive task demands. More
recently, the sensory intake rejection hypothesis has been broadened to propose alpha as a
mechanism for increasing signal to noise ratios within the cortex by inhibiting processes
that are unnecessary to or that conflict with the task at hand [67,68] so that the greater
the task demands or cognitive load, the more inhibition that is needed and the greater
the synchronization.

Seminal multimethod studies by von Stein and colleagues [69,70] using EEG coherence
techniques have suggested that attention–imagery and/or perception–imagery interactions
may involve the dynamic equilibration of feed-backward top-down and feed-forward
bottom-up connectivity, where ‘top-down’ is defined as a prominently internal process
such as mental imagery or a working memory task, while ‘bottom-up’ is defined as external
processes such as orienting attention to a stimulus. According to the interpretation of their
data, fast oscillations in the gamma (~50–80 Hz) and/or upper beta (~20–29 Hz) bands
reflect local coherence showing connectivity circumscribed within sensory cortical areas
(i.e., occipital cortex) and indicating the binding of sensory information. Lower Beta
(~13–19 Hz) showed medium-range interareas connectivity (i.e., between the parietal and
occipital cortex), indicating that multimodal associative processing is involved, for example,
in categorization, recognition, or semantic tasks. However, slow–medium oscillations in
the theta and alpha bandwidth are correlated with the long-range connectivity between the
frontal and posterior cortex during internal tasks requiring relatively more top-down than
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bottom-up processing such as mental imagery and maintaining information in working
memory. Based on comparative human EEG and animal intracortical data [71,72], the latter
pattern of connectivity was most likely interpreted as involving prominent a feed-backward
frontally driven transfer of information, implicating theta and alpha synchronization as an
index of top-down frontal control in calibrating the required processing trade-off between
internal processes and sensory intake. Successively, this hypothesis received support
from Sauseng et al. ([73]), who found anticorrelated coupled levels of alpha activity in
the prefrontal and occipital areas during a visual working memory task with anterior to
posterior latency shifts (interpreted as the anterior executive control of posterior sensory
regions, i.e., top-down control). However, the effects related to alpha were only partially
replicated in other follow up studies [74].

Little research exists in terms of differentiating oscillatory activity among different
types of internally driven mental operations. For example, it is not clear if one mentally
driven operation such as mental imagery differs from another operation such as arithmetic
calculations in terms of the alpha oscillation’s capacity to inhibit task irrelevant processes.
Even less is known about differences in alpha oscillations occurring within different, albeit
closely related, types of internally driven operations. Specifically, both OBI and WBI
are phenomenologically independent, yet considering the relative reliance on perceptual
pathways in the dorsal and ventral visual processing streams, it is reasonable to hypothesize
that these two types of mental imagery could be differentiated neurophysiologically.

Despite the prevalence of alpha in both attention and imagery demanding tasks,
these oscillations do little to explain instances where, for example, the orientation of
one’s attention differentially impacts the processing of visual stimuli. It is unclear how
two or more alpha-dependent tasks can interact to produce functionally relevant out-
comes for an individual observer given that alpha oscillations are associated with the
suppression of conflicting processes relevant to the task goal. Preliminary research by
Villena-Gonzales et al. ([75]) investigated whether different modalities of internally ori-
ented imagery (auditory and visual) significantly differed from an externally oriented
visual processing task. They found that all three conditions had relatively high alpha power
in visual areas; however, they found that internally oriented imagery showed significantly
more alpha power compared to externally oriented visual processing. These results suggest
that internally directed cognitive tasks might have a higher affinity to inhibit task irrele-
vant processes compared to externally directed ones. While Villena-Gonzales et al. ([75])
demonstrated how these alpha-dependent tasks might differ from each other indepen-
dently, it is not clear how, for example mental imagery (i.e., WBI), could influence the
processing of an externally directed task, such as a perceptual task, if performed simultane-
ously. As such, a crucial open question is how concurrent attention–imagery interactions
would play out in terms of specific mechanisms.

1.4. ERPs of Visual Mental Imagery

Voluntary visual imagery and corresponding vividness self-reports have been linked
to a specific ERP signature, sometimes labelled as P8/900 in cognitive research [76] and
as late positive potential (LPP) in emotion research [77]. The best characterization of
this ERP signature has been provided in several studies by Farah and colleagues [78,79].
Specifically, Farah and Perronet ([80]) reported a stronger P8/900 in the occipital electrodes
for participants who reported more vivid images. The actual millisecond range of the
waveform has been reported as positive voltage (typically, +2 < µV < +8), starting by
sharply raising at about 600 ms after stimulus presentation (i.e., word to be imagined),
maximally peaking anywhere between 800 to 1250 ms, and resolving to baseline much later,
at around 1300–1400 ms. The localization of the neural generators of the LPP signals was
initially estimated to correspond to two network dynamics: one going from medial to lateral
occipital electrodes, and a second one going from medial the occipito-temporal to lateral
fronto-temporal electrodes [81]. A follow up study using a similar experimental design
but with different data sampling (one image generation each second) and measuring
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functional Magnetic Resonance Imaging (fMRI) activity [82] confirmed that the visual
association cortex was engaged during the mental image generation from words. The
left inferior temporal lobe (Brodmann’s Area 37) was the most consistently activated area
across participants. In addition, a subgroup showed activity that extended superiorly into
the occipital association cortex (BA 19).

A key aspect highlighted in the ERP literature has been that visual imagery appears
to show a mix of neurofunctional symmetries and asymmetries. Consistent with the ERP
findings just reviewed, several lines of evidence in clinical neuroscience and neuropsy-
chology demonstrate that medial and inferior structures in the temporal lobe (presumably
the initial neural generators of LPP, see [81]) are also consistently associated with visual
mental imagery. However, Gonsalves and colleagues [83,84] showed that vivid visual
imagery can involve two anticorrelated ERP activations at the right fronto-central and left
occipital electrodes, which are also related to individual processing differences, as reflected
by vividness rating or self-reported data.

Converging Findings from fMRI Research

A synthesis of the hypothetical anatomical networks that would putatively correspond
to the ERP and EEG activity reviewed above would be best based on the most exhaustive
recent coordinate-based meta-analysis on fMRI studies on image generation using the
activation likelihood estimation algorithm [85]. According to the exhaustive mapping
provided in that landmark study, the initial phase of the image generation process typically
involves top-down driven activity from the prefrontal and frontal cortex. A subsequent
or alternative route involves the recruitment of associative semantic and linguistic neural
networks at the level of the medial temporal lobe (MTL), which is involved in understand-
ing the meaning of the words and categorical processing. Consistent with the findings
from Farah and her collaborators (i.e., [82]), the activation of the MTL is almost always
primarily lateralized in the left hemisphere. Indeed, Winlove et al. ([85]) found that regions
of the left posterior parietal cortex (i.e., precuneus) are the most consistently activated
during visual mental imagery, as this network is considered a consciousness hub [86] that
is also involved in attention and working memory and vivid imagery [23,87]. A very recent
analysis, however, has demonstrated that the generation of visual mental images of simple
objects, such as lines, not involving verbal cues is most often bilateral [34]. The next stage
in the neurological architecture involves regions of the fusiform gyrus and the peristriata
densopyramidalis area in the inferior temporal cortex. In particular, the newly redefined
area known as the phPIT cluster is in the inferior temporal gyrus at the posterior end of the
lateral occipitotemporal sulcus (in the medial occipital cortex, for example, the cuneus),
and consists of two hemifield representations, phPITd and phPITv, which share their
foveal representation and vertical meridians. All evidence suggests that such retinotopic
structures are the best candidates for the ‘visual buffer’ [42,43,88] where the physical imple-
mentation of the actual neural pattern corresponding to the phenomenological experience
of the image occurs. The interval of activity from the MTL to the latter occipitotemporal
areas are particularly relevant in the present context since the LPP is thought to reflect
postsynaptic activity derived from the complex interactions of this stretch of networks. The
body of neuroimaging evidence leads us to presume that the ventralization of activity in
the extrastriate and primary visual cortex can, in a proportion of imagers, be associated
with vivid imagery. Indeed, V1 size seems to be inversely related to reported vividness but
directly related to imagery precision [89].

1.5. The Interaction between Visual Mental Imagery and Visuospatial Perception

To more appropriately understand the potential influence that internal mental imagery
might have on an externally directed task, it is essential to evaluate how both imagery
and visuospatial perception interact. Generally, voluntary internal mental imagery can
influence perception in ways that can either interfere with perceptual acuity or in ways
that can facilitate perceptual acuity. In particular, visual mental imagery may lead to the
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formation of a short-term memory sensory trace that can bias future perception [90]. The
latter could be achieved in conditions where the high-level processes supporting visual
imagery may shape low-level sensory representations [91]. What is less clear, however,
is how the different types of phenomenal imagery (egoceptive and exteroceptive) can
influence low-level sensory representations when attention is externally directed. Advances
in evolutionary and comparative neurobiology converge with cognitive neuroscience
findings in showing that the putative neural substrates of exteroceptive and egoceptive
imagery are complementary and partially overlap. It has been hypothesized that the
pathways corresponding to both types of codes co-evolved to predict how real objects
behave in the immediate future, to avoid attackers or catch prey [92–94], and to select
and guide the most adaptive among many available actions [13,95–97]. Along this line of
research, evidence supporting the claim that imagery has a facilitatory role in prediction is
provided by the findings that, similar to the effects of perceptual learning and practice, that
imagery increases sensitivity in hyperacuity (i.e., gap detection) when the same stimulus
is visualized repeatedly over a block of trials [98,99]. This further validates the finding
that visual imagery can shape low-level sensory representation. Overall, support for a
functional predictive theory of mental imagery has not been based on evidence of direct
neuroanatomo-functional correlates of subjective experience. As there is not a test to
indicate the role of phenomenal imagery associated with the deployment of external
attention, an alternative account of the locus of imagery–perception interaction and the
related implications for hemispheric asymmetry remains open [6].

Arguably, current indirect suggestions of the involvement of imagery in predic-
tion [100] would seem to be a natural extension of older proposals that state that imagery
anticipates [101] or facilitates [102] or primes [103] perception. However, facilitation is not
the only possible outcome of the predictive cycle process. There is evidence that imagery
biases predictive decision in ways that do not necessarily lead to facilitation. In particular,
imagery can also impair, to different degrees, the accuracy of concurrent visual perception.
Initially coined the ‘Perky effect’ after its discoverer [104,105], the phenomenon has since
been replicated and extended with different paradigms across multiple disciplines and has
been reported on with different terms (e.g., [89,106,107]). The available neurophysiological
evidence suggests that interference effects on hyperacuity should be associated with ‘atten-
uation’ or ‘modulation’ to the underlying neural changes in early visual processing and, in
particular, V1 activity [108,109].

1.6. The Present Study: Attention-Perception-Imagery Interactions and Functional Asymmetry

In this study, we primarily tested the effects of two phenomenal imagery types (out
of body and within body) during an externally oriented visuospatial task in order to
investigate if and how changes in phenomenal awareness can interact with visuospatial
perception. To create a condition where both phenomenal imagery type and perceptual
acuity could interact, participants were instructed to simultaneously imagine a simple line
while being presented with another offset real line. This dual task allowed us to observe the
ERP/EEG effects of different types of phenomenal internal imagery on the ERP signature
and the EEG pattern characteristics of external attention to stimuli, i.e., external orienting
attention (EOA). That is, if imagery has a systematic effect on the ERP/EEG associated
with EOA, then there must be some common brain locus at which imagery type and
perceptual processing interact. More importantly, if the interaction between imagery and
perception is phenomenologically specific—that is, for example, if imagining a line within
one’s body (egoceptively) affects the ERP to the offset line more than imagining a line in
the environment (exteroceptively) affects the ERP to the offset—then this interaction must
take place at some locus where information about the differences between exteroceptive
and egoceptive maps are neurally implemented. This is especially the case given the
observation (which applies to our foregoing experiment) that imagining a simple line
should, as reviewed earlier [34], involve functional hemispheric symmetry. Any observed
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asymmetry should then be most likely associated with the phenomenological perspective
induced in the imager via task instructions.

Given the fact that very few neurophenomenological studies have been conducted on
the topics reviewed earlier and that there are still too many gaps in current knowledge, the
following experimental study should be considered as an exploratory beginning, supported
by a guided set of working hypotheses.

We hypothesized that when imagery is voluntarily produced, the dorsal or ventral
higher cortical processes (i.e., frontal or temporal), which are embedded in the predictive
visuospatial process, would exert ‘top-down’ modulation on occipital cortical activity. We
also hypothesized that phenomenologically incongruent mental images may take away
some of the neural resources otherwise allocated to attention and predictive processing
responsible for hyperacuity. In other words, we hypothesized that voluntary imagery
would be associated with the attenuation of the concurrent V1 processing of incoming
‘bottom-up’ input, potentially interfering with a type of perceptual prediction that the
human visual system evolved to be exceptionally good at [110]; recall that the resolution
involved by Vernier acuity performance is generally 5 to 10 times higher than visual acuity
outside of the lab and in ecological environmental conditions [111]. Consequently, we
predicted that hyperacuity would decrease when OBI and WBI were concurrent to the
visuospatial detection; however, we expected more interference for the latter imagery
condition than the former.

Associated with the differential decrease in behavioural performance, we expected
relatively more interference on the neural activity between orienting external attention
(OEA) and WBI during the simultaneous stimulus detection but relatively more interference
on neural activity between OBI and OEA in the generating/recalling phase and while
maintaining the image without visuospatial detection. The latter predictions follow from
the hypothesis that the top-down modulation of EEG/ERP occipital activity in the OBI
might follow a similar route as OEA, predominantly the dorsal fronto-parietal pathway,
whereas the top-down modulation of EEG/ERP occipital activity might follow the largely
parallel and independent route from OEA, that is, predominantly following the medial
temporal-parietal pathway. Critically, we would expect that the ERP activity would show
asymmetries related to the width of attentional focus, such that WBI would involve broader
focus lateralized to the right hemisphere, whereas WBI would involve a narrower focus
lateralized to the left hemisphere.

As reviewed, the available EEG research does not offer compelling evidence for the
allegedly special and unique role of alpha, as opposed to other oscillations. This is especially
true because studies have very rarely contrasted (or at least reported comparisons of) all
EEG frequencies during imagery tasks. Current theoretical perspectives on the nature of
EEG oscillations point to the possibility that the interaction among different external and
internal mental operations such as attention and imagery are likely to involve complex
multiple interactive dynamics between alpha and other oscillatory rhythms such as gamma
(~30–80 Hz), beta (~13–29 Hz), and theta (~4–7 Hz). In particular, tasks that engage working
memory, perceptual, and conscious processing may involve simultaneous increases or
decreases in power across those frequency bands [112,113]. Therefore, following von Stein
et al. [69], we predicted that both OBI and WBI would show an inverse relationship between
synchronization (i.e., more desynchronization) and hyperacuity reduction, with such
inverse relationship involving slow (delta and theta) and fast (gamma) EEG oscillations
reflecting, long-range and visual intrarea connectivity, respectively.

Finally, in the foregoing experiment, we designed instructions aimed at minimizing
uncontrolled variations in the degree of subjective imagery vividness, as we wanted to
keep vividness as ‘constant’ as possible across participants in order to minimize additional
confounding factors due to individual differences or fluctuations in subjective image
quality. As a result, we sought to concentrate on imagery that was recalled with a high
level of vividness.
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2. Materials and Methods
2.1. Participants

A total of ten adults (M = 23.3 years old; SD = 2.79 years; 6 males) with normal
vision (all right-handed) were recruited through Carleton University’s volunteer portal and
compensated with a percentage of course credit; only eligible candidates who had never
participated in an imagery experiment before were admitted to the study. This final sample
size was reached after three candidate participants were excluded, as they did not have
sufficiently vivid mental images to complete the experimental task. Due to the COVID-
19 pandemic, we were unable to recruit and test more participants and upgrade our sample
size. For post hoc verification, a power calculation was completed in order to find the
power of the lowest reported effect size in this paper (ES = 3.78, q = 0.00747). With N = 10,
the power of this effect size was 0.85 (µII −0.319 µV, µNI −2.024 µV, σx− = 0.6196 µV).
In addition, we collected many converging repeated measurements, which increase the
reliability and replicability of the reported results.

2.2. Task and Apparatus

Participants performed a variation of the Vernier acuity task (as in [114]), where a
white offset line appeared on either the left or right side of a computer screen, and the
participants were instructed to respond to which side they perceived it to be on (Figure 1A).
Each participant completed a total of 150 trials, which were divided equally into three
conditions: a no imagery condition (NI), where the participant simply responded to the
offset line; an out-of-body imagery condition (OBI), where the participant simultaneously
projected a mental image of the white line on the center of the screen; and a within-body
imagery condition (WBI), where the participant simultaneously generated an image of a
white line while avoiding physical or spatial representation in the environment. During
both of the imagery conditions, the participants were informed to keep the vividness of
their images at a minimum rating of 5–7 (vivid–very vivid) according to the mental imagery
vividness rating scale used in D’Angiulli and Reeves ([115]). To assure that the participants
were indeed generating mental images during the relevant conditions, the experimenter
reminded the participant of what type of imagery was expected of them after every 5 trials
for both imagery conditions. In all conditions, the participants were instructed to fixate
on the center of the screen, which was indicated by two smaller white lines for the entire
experiment. To ensure that the participants understood all of the instructions, they were
given up to ten practice trials. Before each imagery trial, the participants were instructed to
generate and hold the mental image at their own pace and to press the down arrow key
when they were ready to view the next offset line. In the no imagery trials, the participants
pressed the down arrow key when they were ready for the next offset line. Exactly 500 ms
after the participants indicated that they were ready, the offset line appeared on the screen
for 67 ms and at a visual angle of 0.157◦ from the center of the screen. The participants
responded to which side of the screen they perceived the offset line to be on at their own
pace using the respective arrow key. Each condition was separated into blocks of 10 trials,
rotating between NI, OBI, and WBI. The offset line appeared 5 times on the left and 5 times
on the right in a random sequence in each block. Between blocks, the participants were
given as much time as they needed to rest, with a minimum of 30 seconds. Each participant
completed all 150 trials.
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Figure 1. (A) Vernier acuity task displayed on a CRT monitor (settings described in 2.2). The left panel displays the left
micro-foveal offset, and the right panel displays the right micro-foveal offset (both 0.157◦ from the center). (B) Timeline
of the acuity task, showing where the image ready and the offset response epochs were taken. (C) Scalp map of the
68 electrodes clustered into 21 regions of interest (ROI) for ERP processing.

The Vernier acuity task was displayed on a black background using a standard CRT
monitor (11 × 19.5 cm). The contrast and brightness were set to minimum, and the
colour was set to grey scale. The task corresponded to photopic conditions of approximate
luminance of 50 cd/m2 with a Weber contrast of 21:1 (as in [116]). The offset line (9.5 × 0.5)
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was calibrated to display at an offset of 0.25 cm from the center, indicated by two short
white lines (1.2 × 0.5 cm), for four refresh frames (67 ms at 60 Hz). The participants were
seated at 91.44 cm from the monitor, resulting in a visual offset angle of 0.157◦ from the
center. The total distance between the two offset lines was 0.5 cm, corresponding to a
maximum visual angle of 0.314◦.

2.3. Calculation of Acuity Reduction

The percentage of correct responses in the 50 NI trials was used as a measure of
baseline visual acuity and was compared to the percentage of correct responses in the
50 imagery (OBI and WBI) trials to find the change in acuity in both imagery conditions.

2.4. EEG Acquisition and Preprocessing

EEG data were acquired using a 68-channel Quik-cap adhering to the 10/20 position-
ing system (Quik Cap, Neuroscan, Charlotte, NC, USA). The recessed Ag-AgCl electrodes
were initially sampled at a rate of 1000 Hz and were amplified in reference to an electrode
located on the nose tip (gain of 10; range of ±200 µV, or 400 µV peak-to-peak; accuracy of
29.80 nV/LSB) and were digitized via SynAmps2. Impedances were kept under 5 kOhm to
ensure effective signal quality with minimal noise. Data were recorded using the software
NeuroScan 4.5 (Compumedics, Neuroscan). In order to ensure that the eyes remained
stable and that eye-movement patterns did not obscure the ERP or behavioural results,
trials with ocular artifacts were detected and rejected using the automatic spatial filtering
model as implemented in BESA v.5.4.28 [117] (also see [118,119]). The percentage of rejected
trials was below 5% per subject (across all 150 trials).

Participant Setup and EEG Procedure

Data acquisition was completed in the Neuroscience of Imagery Cognition and Emo-
tion Research (NICER) Lab at Carleton University. Participants completed the Vernier
acuity task on a 2013 Dell monitor while the researcher was seated in an adjacent room.
After obtaining signed consent, the general procedure was explained to the participants,
including the details of the Vernier acuity task, a pictorial example of the 2D line to be
imagined as well as a cartoon representing the OBI and WBI. Participants were made
aware that they were able to stop the experiment at any time for any reason. The Quik-cap
was fitted using standard capping procedures, and one of the three cap sizes was used:
50–54 cm, 55–60 cm, or 60–65 cm. To reduce electrode impedance, participants exfoliated
their scalp for 60 seconds using a comb, and an electrode prep pad (Professional Dispos-
ables International, Inc., Orangeburg, NY, USA) was rubbed then on areas of exposed skin
followed by nuprep skin prep gel (Waeaver and Company, Aurora, CO, USA). Finally, a
syringe filled with Electro-Gel (Electro-Cap International, Inc., Eaton, OH, USA) was in-
jected around each electrode in order to further reduce impedance. Electrode configuration
checks were then performed before recording began for each participant: eyes open and
closed were matched with beta and alpha waves, respectively; blinking, looking upwards,
and looking downwards were matched with the spikes in the electrodes FP1, FP2, IO1, and
IO2; looking left and right were matched with the spikes in electrodes IO1 and IO2; and
teeth gritting was matched with the noisy signal from electrodes T7, T8, TP9, and TP10.
Before beginning the experiment, participants were once again given thorough instructions
on how to complete the task, were given descriptions of exteroceptive versus interoceptive
mental imagery, and were given one practice block. The distance between the participant
and the monitor was exactly 91.44 cm, and they were asked to sit upright with their feet
flat on the ground and with their left hand on their lap. Participants were instructed to
reduce muscle and eye movement aside from pressing the down arrow to indicate image
ready and the left or right arrows to indicate line offset. Before each block, the participants
were informed that they would either be starting the NI, OBI, or WBI condition. The entire
experiment lasted approximately 3 hours for each participant. Participants were debriefed
before leaving the lab.
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2.5. ERP Processing and Analysis

EEG and ERP signal processing followed a pipeline analysis made up from selected
(but differently ordered) steps of the Mass Univariate Analysis and Permutation Statis-
tics (MUAPS) approach (see [120], for an introduction). The three processing steps were:
(1) clustering (following standard epoching); (2) permutation statistics; and (3) False
Discovery Rate (FDR) correction. The analysis was designed by first using the Mass Uni-
variate Toolbox (http://openwetware.org/wiki/Mass_Univariate_ERP_Toolbox, accessed
on 20 August 2021). Successively, MATLAB 2017b was used for all ERP offline processing
(down-sampling, clustering, grand averaging, t-testing, binomial testing for type I error
determination, and FDR multiple comparisons correction).

2.5.1. ERP Epoching and Clustering

Data for each condition were divided into two epochs: ‘offset response’, which used
the appearance of the offset line as the event marker with a −100 ms pre-stimulus and
1000 ms post stimulus and ‘image ready’, which used the image ready response as the
event marker, with a −500 ms pre-stimulus and 500 ms post-stimulus (Figure 1).

The ERPs were down sampled from 1000 Hz (1 sample per ms) to 40 Hz (1 sample
per 25 ms) in order to simplify the time series analysis of the major components [121].
The mean and standard deviation of each new data point were calculated by taking the
pooled between-trial mean and root variance of the old data points. A total of three grand
average ERPs were calculated by taking the pooled and weighted mean and root variance
of the individual ERPs, which were weighted by the number of successful (artifact free)
trials that the subject completed for each experimental condition. Finally, electrodes were
clustered into 21 regions of interest (ROIs), with 12 irrelevant electrodes (orbifrontal, ocular,
cerebellar, and reference electrodes) being removed in the process (Figure 1C).

2.5.2. ERP Statistical Permutations Analysis

Initial ERP statistical analysis (Figure 2) involved multiple two-sided independent
measures t-tests, where the resulting p-value distribution was compared against a binomial
distribution (assuming P(H0) = 0.05, N = 1092) in order to assess the number of possible
permutations of type I errors due to performing multiple t-tests (see [122]).

2.5.3. False Discover Rate Correction

In the second, fine-tuned analysis, a Benjamini–Hochberg false detection rate (FDR)
procedure was applied to the p-values (converting them to q-values) to further correct for
multiple comparisons. The usage of the two-sided t-test assumed that the voltage distribu-
tion at each time point followed a Gaussian distribution, where the imagery conditions
could be assessed for significance against the no imagery condition. After binomial testing
and FDR correction, there were significant q-values in three clusters of interest (displayed
on the periphery of Figures 2–4). The q-values for each time bin are displayed on the y-axis
in reverse order with a scale of log20 (in order to clearly display q-values surpassing the
significance threshold).

http://openwetware.org/wiki/Mass_Univariate_ERP_Toolbox
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Figure 2. (Top Panel) Grand average event-related potential (ERP) scalp map during the ‘Image Ready’ epoch corresponding
to the image generation phase of the experiment, in three conditions: no imagery/orienting external attention (NI), within-
body imagery (WBI), and outside-of-body imagery (OBI). Color coding is displayed in right–left box overlay top of the head
map, scaling is displayed at the top within the head map, and significant electrode clusters of interest are indicated with
white boxes. Statistical differences between no imagery and imagery conditions are displayed on the right-hand side using
different color coding. (Bottom Panel) Difference waves corresponding to the ERPs are shown in the top panel. White
outline boxes show significant corrected asymmetry and symmetry differences.
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2.6. Partial Least Squares Analysis

Subsequent statistical analyses relied on permutations and bootstrap sampling using
partial least squares (PLS). A total of two PLS variations were applied as they were deemed
useful for further ERP analysis, as we were interested in cross-validating the results
of the first analysis with a second data-driven technique. As an exploratory analysis,
behavioural PLS correlation and contrast-task PLS (mean-centered) analyses were applied
to the ERPs in order to find the relationship between brain activity and Vernier acuity
scores. Finally, in keeping with the other hypotheses and predictions, we once again both
the contrast task PLS and the behavioural PLS to the event-related band powers (ERBP) of
the three conditions.

PLS is especially well suited for the analysis of brain activity across many different
experimental designs, as it uses a multiple comparisons approach in order to extract
patterns of maximal covariance within the dataset that can be attributed to specific aspects
of the experimental design, such as conditions or scores [123]. Multiple variations of PLS
exist, such as contrast task PLS, which finds differences between a priori contrasts (in this
case the three experimental conditions), and behavioural PLS, which finds correlations
between behavioural variables (in this case the condition’s raw Vernier acuity scores).
A covariance matrix is created between the specified measure of brain activity and the
specified design, where PLS applies singular value decomposition in order to assess
significance. Latent variables (LVs) characterize the distributed patterns of neural activity
that can be compared for similarities or differences between participant groups and/or
experimental conditions. LVs are a set of linear combinations of the initial variables coming
from the two compared data blocks and that maximally covary with the corresponding
contrasts [123]. Specifically, each LV consists of a set of singular values that describe the
effect size and a set of singular vectors or weights that identify the contribution of each
initial variable to the LVs [124]. To obtain our LVs, we followed the standard procedure
of computing saliences. Saliences can be considered as the equivalent to the loadings in
principal component analysis (PCA), and latent variables are similar to PCA components.
Our saliences were obtained by decomposing the correlation matrix from the two blocks
of data. In our analysis, we always assumed one LV. The only exception was the very last
exploratory multivariate analysis investigating the relationship between ERP amplitudes
and EEG desynchronization, and for the latter analysis, we assumed two LVs.

Bootstrap sampling was used to estimate the standard error in PLS correlation (123).
Using the dataset, a bootstrap sample was created by repeated random sampling with
replacement. Error was estimated by applying PLSC to this bootstrap sample. Due to the
small sample size of this experiment, LVs were assessed for significance using 100 regular
and 100 split-half permutations as per the guidelines provided by Kovacevic et al. ([125]).
The LVs were calculated using 100 bootstrap samples and a minimum threshold confidence
interval of 95%. The LV confidence interval of each group on the design panel assesses the
relative contribution to the bootstrap model and determines which regions of interest are
the most reliable [124,126]. All of the groups can be considered significant with respect to
the bootstrap matrix because their 95% confidence interval did not cross the zero mark.

The statistical significance of a correlation for a latent variable was defined by a p-value
calculated from Fisher’s nonparametric estimation of sampling distributions. In the latter
procedure, the rows of each matrix were randomly rearranged, and the PLS correlation
was then re-applied; this process involved 1000 reiterations that estimated the probability
distribution of the singular values assuming the null hypothesis. Bootstrapping was used
to assess the reliability of each original variable (i.e., electrode clusters at each time bin) that
contributed to the latent variable. Bootstrap ratios were calculated for each original variable
for this purpose. Each of these were defined as the ratio of the weights to the standard
errors estimated by bootstrapping. Hence, the larger the ratio, the larger the weight (i.e.,
contribution to the LV) and the smaller the standard error (i.e., higher stability). For clarity,
we expressed Bootstrap ratios as z-scores, given their equivalence under approximately
normal bootstrap distribution [127].
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2.7. Event-Related Frequency Band Power (ERBP)

Fast Fourier transform (FFT) is an algorithm that divides a time domain signal into its
frequency components [128]. We applied FFT to the 1000 Hz data (not the data downsam-
pled to 40 Hz) in order to measure the event-related band power (ERBP) for each epoch,
which can be achieved by using the power-in-bands function as implemented in Brain Elec-
tric Source Analysis (BESA v.5.4.28; http://www.besa.de/, accessed on 20 August 2021).
The electrodes were then clustered in order to align with the ERP figures. Event-related
frequency band synchronization (ERS) was marked by a percent increase in the frequency
band power in a given region compared to the prestimulus resting baseline, whereas the
event-related desynchronization (ERD) was marked by a percent decrease in the frequency
of the band power compared to the prestimulus resting baseline in a given region. Gener-
ally, it has been found that ERD (which roughly reflects signal complexity) is associated
with the cortical regions engaged in task-related information processing [129]. Furthermore,
the ERD of the alpha and beta-bands has been linked to cortical excitability during sensory
and motor tasks [130–136]. Finally, ERD has also been correlated with various perceptual
benefits, such as improved visuospatial acuity and processing [136–141].

2.8. Source Dipole Localization Analysis

The standard procedures collected in the Brain Electric Source Analysis methods
toolbox suite (BESA v.5.4.28; http://www.besa.de/, accessed on 20 August 2021) were
used to perform an initial independent component analysis (ICA) decomposition to group
the data in the electrode clusters corresponding to those of Figure 1C. A second ICA
was performed on the signals from all of the electrodes across the scalp to identify new
electrode cluster components using the FASTICA algorithm [142], which is available in the
EEGLab app [143]. The ICA method can estimate the location and timings of components
with reasonable reliability. However, ICA cannot provide an estimate of the absolute
magnitude for each component since there is an intrinsic confound between the strength of
the component and the attenuation due to the distance from the measurement point. To
overcome this ambiguity, the entire ERP data were first ‘binned’ and were then converted
to a series of topographic maps.

The next steps in our source analysis closely followed procedures that have been
presented in detail elsewhere [144]. Here, we describe the most salient details. The EEGLab
suite contains an graphic editing program that allows the representation of the averaged
ERP epochs onto topographic maps that have been binned as clips of 10 ms. This permits
the clips to be put together in sequence, resulting in an ‘ERP movie’, that is, a capture of the
time course of the dynamic ERP activity. Following a review of the movies, specific single
‘stand still’ topographic maps were selected for further analysis so that they consistently
captured the scalp activity at the mid-points of the averaged standardized time intervals
(i.e., previously binned using a uniform ranking procedure scaled nonparametrically across
the averaged data of all of the participants). Maps were only extracted for the image ready
epoch. More precisely, we only considered the interval designed for the recall of the image
before the manual response, which signaled that the participants had recalled the image
(i.e., −500 to 0 ms, see Figure 1B).

The DIPFIT program module in EEGLAB was used to estimate dipoles in the ERP data
that would explain the components obtained from the initial ICA. Each dipole represents a
cortical area where the parallel activity of several thousand neurons produces the combined
electric field responsible for the EEG signal picked up at the scalp. The DIPFIT software is
able to find a parsimonious number (usually one or two) of dipoles for each of the specific
regions associated with the independent components.

The EEGLAB MRI-based spherical head model with standard adult Talairach coor-
dinates was selected. As a first step, we found the labels of the brain regions to which
the dipole locations best corresponded to by using the most recently updated Talairach
database [145]. We used a built-in software function to search for the nearest grey matter
within concentric cubes (voxels) within the following specific range: from a minimum of

http://www.besa.de/
http://www.besa.de/
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± 1 mm up to a maximum within ±5 mm in relation to exact dipole origin. Namely, with
this procedure, the nearest gray searches involve concentric cube searches with varying
diameters. Typically, the software is designed to search for consecutively larger cubes
until a gray matter label is identified at the finest resolution specified or, if possible, cubes
corresponding to an area with the same outer limit of a 11 mm wide cube. We elected to
follow this procedure because it is the most veridical and therefore leaves the possibility of
finding no gray matter matches open.

As final step, the Talairach MRI coordinates database [145] was translated to the
coordinates parametrized in the Yale Bioimage Suite [146]. The translation was operated
by simply entering the former coordinates into the latter system and by matching the
anatomical labels. Once completed, the translation underwent a quality check procedure
in which the matching between the labels from the two coordinate systems was confirmed
by consensus among two independent anonymous judges with extensive practical, clinical,
and theoretical expertise in imaging and neuroanatomy.

2.9. Statistical Analysis Strategy

Our analytic strategy followed the approach of converging statistical evidence [147],
meaning that significance by hypothesis testing (rejecting the null) and clinical/practical
importance as reflected by effect sizes counted equally for inference on a given tested
result. These approaches could provide independent or joint supportive evidence for the
existence of an effect. Importantly, for one given aspect in particular, we sought the best
supporting evidence by using the same underlying principle of MUAPS by conducting
multiple replication tests via independent measurements related to the aspect of interest.

3. Results
3.1. Hyperacuity Behavioural Performance

All behavioural results are shown in Table 1.

Table 1. Participant Vernier acuity scores (decrease from NI) under conditions three conditions: NI, OBI, and WBI.

Participant NI
Score Acuity OBI

Score Acuity Decrease a WBI
Score Acuity Decrease a

P1 50 1 50 1 0.00% 50 1 0.00%
P2 50 1 50 1 0.00% 50 1 0.00%
P3 50 1 50 1 0.00% 49 0.98 2.00%
P4 42 0.84 36 0.72 14.29% 34 0.68 19.05%
P5 46 0.92 41 0.82 10.87% 44 0.88 4.35%
P6 45 0.9 45 0.9 0.00% 47 0.94 −4.44%
P7 44 0.88 41 0.82 6.82% 42 0.84 4.55%
P8 44 0.88 40 0.8 9.09% 39 0.78 11.36%
P9 41 0.82 45 0.9 −9.76% 40 0.8 2.44%

P10 46 0.92 38 0.76 17.39% 40 0.8 13.04%

Mean 45.8 0.916 43.6 0.872 4.87% 43.5 0.87 5.23%
SD 3.29 0.0659 5.19 0.104 - 5.42 0.108 -

Note. In the body of the Table, ‘Score’ indicates the raw number of correct responses out of 50 trials, whereas ‘Acuity’ is the proportion
of correct responses. ‘Decrease’ is the percent reduction in acuity relative to the NI condition, where a positive percentage indicates
interference, whereas a negative percentage indicates acuity facilitation. The following equation was used to calculate the percentage of the

acuity decrease: %AcuityDecreaseOB/WBI = −
(

%OB/WB I−%NI
%NI

)
. a Combined decrease (repeated measure) rate over change from baseline

(13/15) is equal to Binomial p = 0.007, two-tailed.

There were two participants who scored at ceiling (100%). With the two ceiling cases
removed, a repeated measures, one-way ANOVA contrast (testing the ordered acuity trend
NI > OBI > WBI) showed that visual acuity diminished to a greater extent in the WBI condi-
tion than in the OBI condition (F(2, 7) = 6.352, MSE = 0.002, p = 0.040, Partial µ2 = 0.476). A
test for within-subjects effects was also significant (F(2, 14) = 3.904, MSE = 0.002, p = 0.045,
partial µ2 = 0.358, with Huynh–Feldt correction). When applied to the acuity scores of
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all participants, the same ANOVA contrast remained significant. A post hoc two-tailed
t contrast [147] was significant for WBI vs. NI (t(9) = 2.3, p = 0.047) and was marginally
significant for OBI vs. NI (t(9) = 2.2, p = 0.055), revealing that both imagery conditions
diminished visual acuity compared to baseline.

3.2. Event-Related Potentials
3.2.1. Image Generation Phase

Generally, ERP activity concurrent with visual mental image recall during the image
generation phase (i.e., before the ‘image-ready’ response mark event, i.e., −500 to 0 ms)
differed from no image external orienting attention (NI) in the out-of-body imagery (OBI)
but not in the within-body imagery (WBI) condition. The top panel of Figure 2 shows the
ERP t-contrasts between conditions (OBI–NI in blue-celeste; WBI–NI in yellow) for the
image ready epoch (with the multiple-tests corrected threshold at p < 0.05, t(9) > ±4.78).
The results show the same general frontal to occipital (including posterior-parietal) pro-
cessing polarity shift, which does not differ in NI and WBI waveforms (which are or
close to zero on x-axis). The shift in polarity shows OBI going from anterior positivity to
posterior negativity.

The bottom panel of Figure 2 shows the patterns of the results more clearly in terms
of waveform differences. In particular, this panel highlights the significant asymmetric and
symmetric effects. Before the image ready response (approximately −500 ms to −300 ms),
OBI showed significant positive deflections in the left frontal cluster (FrL) and in the mid
anterior and central frontal clusters (Frz and FCz). However, OBI showed a symmetric
significant negative going deflection across all of the posterior parietal clusters. Thus,
changes in EOA that are concurrent with image recall in working memory reflected a
difference that may be interpreted as an interference effect brought by OBI, but not by WBI,
on EOA, with the intensification of a frontal-posterior parietal-occipital processing shift,
which was mostly symmetrical, except for a left frontal effect.

After the image-ready response (i.e., 0 to 500 ms), a consistent sequenced gradient of
ERP activity occurred concurrently to the maintenance of the image in working memory.
This gradient showed a progressively more negative-going gradient, with WBI yielding a
significantly more negative wave deflection than OBI between 400 and 500 ms after the
image-ready response in the parieto-occipital and occipital clusters (for each corresponding
cluster, the top panel of Figure 2 shows the t-contrast statistics in the boxes at the side of
the ERP head map). This finding may confirm the top-down regulation or allocation of
attentional resources during imagery.

The bottom panel of Figure 2 shows the different waves effects in all of the midline
electrode clusters from the center to the occipital sites (CPz, Paz, POz, Ocz) between
approximately 100 ms and 400 ms, with WBI showing a significantly larger negative
deflection. The same type of result occurred earlier, between 0 and 200 ms, in the right
parietal-occipital and occipital clusters (PoR, OcR).

3.2.2. Visuospatial Detection

Figure 3 shows a positive deflection across many midline clusters (from Frz to POz)
between 350 and 450 ms, consistent with the well-characterized P300 signature. Absolute
simultaneous multiple tests between OBI, WBI, and NI using the false discovery rate
adjustment, showed a significant effect at the midline frontal and occipital and right
occipital clusters in relation to this P300 activity, but only for WBI during visuospatial
detection and before the corresponding response. Although Figure 3 may also suggest an
imagery-associated N200 increase in both conditions in the left parieto-occipital cluster
(OBI: p = 0.0019; WBI: p = 0.024), this effect did not survive the FDR correction; it was
nevertheless confirmed with another type of analysis described below.



Symmetry 2021, 13, 1549 19 of 42

Figure 3. Grand average ERP scalp map for the linear offset response corresponding to the Vernier acuity visuospatial
detection task. Electrode clusters of interest are indicated with black boxes; ERPs are shown on the scalp, and relevant OBI
and WBI effect sizes are shown connected to the ERPs on the periphery.

The top panel of Figure 4 shows pairwise relative comparisons of effect sizes expressed
by significant p-values (<0.05) of ERP activity during the offset epoch (Vernier acuity task).
The comparisons revealed that both imagery conditions were associated with relatively
reduced P300 amplitude in the frontal clusters, although more so for OBI, and simultane-
ously exhibited a dipolar amplitude shift towards occipital clusters, which was the most
pronounced for WBI. This latter amplitude increase was found in the occipital and some
occipito-parietal clusters (OcL, Ocz, OcR, POR). The imagery-associated P300 decrease
was the greatest in the FCz cluster (NI(baseline): 3.56 µV; OBI: 1.78 µV, WBI: 0.80 µV),
with extremely high effect sizes (OBI: p = 0.000745, WBI: p = 0.00000273). The amplitude
decrease was less pronounced in the Frz cluster (OBI: p = 0.044, WBI: p = 0.0011). In
contrast, the directionally opposite imagery-associated P300 increase was the greatest in
the Ocz cluster (NI: −0.37 µV, OBI: 0.79 µV, WBI: 2.1 µV), with a moderate effect size for
OBI (p = 0.0257) and an extremely high effect size for WBI (p = 0.0000131). The amplitude
decrease was also especially potent in the OcR cluster (OBI: p = 0.00251, WBI: p = 0.0000360).
Finally, the neighboring clusters OcL and POR both had p = 0.05 for WBI but failed to reach
significance for OBI. Finally, in all contrasts, the difference between OEA and imagery was
much larger for WBI than OBI (on a sign binomial test, this outcome, i.e., 21 significant
results vs. 0 null results, corresponds to a probability <0.0001). The anticorrelated pattern
relative to the P300 (frontal decrease with concurrent parietal-occipital increase) can be
more clearly seen in the bottom panel of Figure 4 (see especially the white outline boxes),
which shows the difference waves analysis corresponding to the ERPs. The latter analysis
also highlights that for WBI, the reduction of P300 occurs together with the enhancement
of late positivity (P600–700) in the left central (FcL) and midline (FCz) frontal clusters
(indicated with an asterisk in the Figure). For OBI, most notably, the left temporal cluster
shows the characteristic continuation of P600 into the P8/900 imagery signature [76,77].
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Figure 4. (Top Panel) Analysis of effect size differences between OBI and OEA and between the WBI and OEA conditions
for the grand average ERPs of the Vernier line offset epoch. (Bottom Panel) Difference waves analysis corresponding to the
ERPs shown in the top panel. The white outlined boxes indicate effects related to P300, whereas the single white asterisks
indicate effects related to P600, and the double white asterisks indicate effects related to P8/900 signatures.
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The comparison of all of the relative effect size (i.e., p-value) distances (whether
significant or not), as seen in the top panel of Figure 4 and assessed through the normal
standard deviate (cut off Z > 1.96), also show that maintaining the image during the
visuospatial detection task was associated with a larger difference in N200 and P300 in the
midline and left occipital electrodes clusters between NI and WBI compared to NI vs. OBI.
In contrast, this stage of the task revealed a larger significant difference between NI and
OBI compared to NI vs. WBI for P50 and P100 and N400 and P800 in the frontal midline
electrodes cluster. Importantly, these results further confirm that distinct neural processing
and anatomical patterns are associated with WBI and OBI, as reflected by the different
patterns of interaction between EOA and the two imagery conditions.

3.3. Partial Least Squares (PLS)
3.3.1. ERPs of Task-Related Imagery-Baseline Contrasts

We followed up the analysis of the behavioural and ERP data by exploring the com-
bined effects through PLS analysis by first examining the differences between NI and
the imagery conditions as they had been locked to the task period. Figure 5 shows the
PLS task results for the contrasts among the conditions placed on the ERPs for the image
ready (Figure 5A, Top Panel) and line offset (Figure 5B, Top Panel) epochs. The bar graphs
depict the contrast differences between the three conditions with significant expression in
the dataset (Cluster × Time bin), determined by permutation testing in relation to each
phase of the task (for image ready epoch, p = 0.01; for line offset epoch, p = 0.05). The
heat map matrices represent clusters and time bins with stable contrasts as determined
by bootstrapping. In Figure 5, the middle panel matrices show all bootstrap ratios across
the scalp expressed as equivalent z-scores, and the bottom panel matrix shows significant
bootstrap ratios with a threshold of +/−2 (p = 0.0455, two-tailed). Positive values (yellow-
red) indicate time bins and clusters showing increased ERPs in imagery conditions and
decreased ERPs in the baseline condition, whereas negative values (celeste-blue) indicate
time bins and clusters showing decreased ERPs in imagery conditions and increased ERPs
in the baseline condition.

Note that the axis on the left side of the heat map shows all of the electrode clusters,
from which possible symmetries and asymmetries can be observed.

Figure 5. Cont.
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Figure 5. Cont.
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Figure 5. (A) Task PLS results for the comparison of conditions on ERPs for the image ready epoch (i.e., image recall
and maintenance phase). (B) Task PLS results for the comparison of conditions on ERPs for the linear offset epoch (i.e.,
visuospatial detection phase). In both of the top panels with bar graphs, error bars represent ±1 standard error. Bottom heat
maps present multiple testing thresholded z-scores.

The design salience shows that the significant effects of imagery on EOA (i.e., dif-
ferences NI vs. OBI and NI vs. WBI) occurred in the same direction for both imagery
conditions, but the direction of association or effect among ERP activity for the recall and
maintenance of an image (‘image ready’) differed markedly from that shown for Vernier
acuity detection (‘offset’). The thresholded PLS matrices showed that similar (correlated)
patterns of OBI and WBI effects were rather sparse (hence, this should be interpreted as
opposite, i.e., more effects variability, presumably increased entropy due to individual dif-
ferences), meaning that there were few selective instances of consistently significant similar
differences in the same direction, which corresponds to the pattern of relationships shown
by the design salience. In additon, the estimates were robust for recall and maintenance
but were marginally significant for visuospatial detection.

Even so, imagery conditions did show identical design saliences as opposed to the NI
condition, indicating that similar ERP modulations were found across imagery conditions.
The direction of the imagery effects varied in the two phases of the task, involving different
amplitude and polarity changes with varying asymmetries. Overall, the bootstrap ratio
matrix for the image ready phase showed concurrent increases in amplitude, albeit of
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positive polarity anteriorly as opposed to negative polarity posteriorly. Furthermore,
there was an amplitude decrease in the parietal clusters during image recall and a more
concurrent amplitude increase of opposite polarity in the anterior and posterior clusters
during image maintenance.

Patterns of asymmetry and symmetry in the ERP activation related to the task phases
can be observed from the left y-axis in the heat map indicating all of the electrode clusters. In
particular, during image maintenance, the significant increases in positive polarity were se-
lective to the mid and right frontal clusters about 50–200 ms after the image ready response.
Roughly simultaneous negative polarity increases occurred selectively in the midline and
right posterior parietal-occipital clusters and across all of the occipital electrodes.

On the other hand, in the visuospatial detection phase, early amplitude decreases
of positive polarity of around 300–400 ms selectively for the midline and right frontal
clusters occurred simultaneously to a respective increase in positive amplitude in the right
parietal-occipital and midline and right occipital clusters, which was followed by a decrease
in positive polarity in the left parietal clusters from about 600 to 800 ms. The data therefore
suggest that while increased ERP activity in frontal and occipital areas was coupled during
image recall, and more so during image maintenance, during visuospatial detection, the
changes in ERP activity involving the same areas were inversely correlated.

3.3.2. Correlation between ERPs and Vernier Acuity Performance

To further clarify the relationship pattern between brain activity and the behavioural
performance on the visual-spatial task, Figure 6 shows the behavioural PLS results for the
correlation between the ERP values and the acuity scores for the linear offset response.
The bar graph depicts the contrast between acuity scores with significant expression in the
dataset (cluster × time bin) as determined by permutation testing. The heat map matrices
represent electrodes and time bins with stable correlations between mean square errors
and behaviour measures as determined by bootstrapping. The middle matrix shows all
of the bootstrap ratios expressed as equivalent z-scores, and the bottom matrix shows
significant bootstrap ratios with a threshold of +/−2. Values represent the ratio of the
parameter estimate for the source divided by the bootstrap derived standard error. Positive
values indicate time bins and clusters showing increased ERPs with increased acuity scores
across all three conditions, whereas the negative scores of the negative values indicate
time bins and clusters showing decreased ERPs with increased acuity scores across all
three conditions.

Figure 6A shows very strong positive correlations between the ERP activity and
acuity scores across all conditions (p = 0.02; NI: r = 0.72; OBI: r = 0.66; WBI: r = 0.81).
Importantly, a medium effect size (Cohen’s q = 0.334) is observed between the OBI and
the WBI correlations. Figure 6B displays bootstrap values for temporal, centroparietal,
occipitoparietal, and occipital clusters next to their respective grand average ERPs in order
to better interpret the absolute amplitude shift associated with the bootstrap values. There
was a positive-going shift in occipital and parietooccipital activity from 700 to 1000 ms
and a simultaneous negative-going shift in centroparietal activity from 500 to 1000 ms,
indicating a dipolar amplitude shift associated with improved acuity. In other words, acuity
reduction was strongly inversely correlated with increases in ERP amplitudes, which were
related to positive polarity deflections in frontal and central clusters but to negative polarity
deflections in parietal and occipital clusters. Finally, there was also a negative-going shift
in the temporal activity between approximately 200 and 400 ms, which was not captured
in the contrast between the conditions but is evidently associated with improved acuity
performance. The strong correlations between the ERP activity and acuity scores suggest
that individual differences may account for variation in acuity performance and, more
specifically, its interaction with mental imagery.
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Figure 6. (A) Behavioural PLS results for the correlation between ERP values and acuity scores for the linear offset response.
Error bars represent ±1 standard error. (B) ERPs and the respective bootstrap values over time associated with higher
Vernier acuity scores. Bottom heat map presents multiple testing thresholded z-scores.
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3.4. Event-Related Band Power PLS Analysis
3.4.1. Image Generation Phase

During image recall, the salience design for the contrast differences between NI and
the imagery condition was not significant. In contrast, the Vernier acuity reduction was
significantly inversely correlated with alpha and beta synchronization (p = 0.039), or, more
precisely, it was directly related to their desynchronization, as reported in Figure 7. In partic-
ular, the top panel of Figure 7 shows that such association was strong in the OBI condition
but was reduced and weak during WBI. The difference between the OBI (r = −0.64) and the
WBI (r = −0.15) correlation was significant at p = 0.025 and demonstrated a large effect size
(Cohen’s q = 0.607). The corresponding thresholded bootstrapping matrices shown in the
bottom panel of Figure 7 show that significant alpha desynchronization was nearly global.
In contrast, beta desynchronization occurred in the midline and left frontal clusters, across
the midline and left central clusters, and in the parietal and parietal-occipital clusters.

Figure 7. (Top) PLS correlations for ERBPs in the image ready epoch. (Bottom) Thresholded significant bootstrapping
values for ERBPs across electrode clusters. Error bars represent ±1 standard error.
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3.4.2. Visuospatial Detection

Figure 8A shows the ERBP contrast between conditions in the offset response epoch
(p = 0.039). Relatively more ERD was found in NI and OBI, and relatively more ERS was
found in WBI. The rather few similar localized synchronization patterns, which occurred
for OBI and WBI conditions—as shown in the bootstrap thresholded matrix at the bottom
of Figure 8A—involved localized effects for the delta band in the frontal left cluster, the
theta band in the occipital left and (midline cerebellar), the alpha band in the midline and
right parietal and the right occipital, and the gamma band in the left parietal. The band
power shift was the most significant in theta and alpha oscillations in the parietal and
occipital regions. (Note that the largest bootstrap value was found in CBz in the theta band
(BSR = −2.5).) Since the cerebellum only produces high-frequency oscillations, activity
picked up by CBz was presumed to have originated in V1 [148]. The cerebellar electrode
was included ad hoc in this analysis (following a preliminary analysis).

Figure 8B shows the ERBP differences in the offset response epoch (p = 0.029) and
reflects the finding that the acuity score reduction was inversely correlated with the ERD
across the entire brain in response to the Vernier offset line. There was a significant inverse
correlation between the acuity scores and the beta ERD in the parietal regions as well as in
the alpha ERD in the occipital regions. That is, during imagery, greater ERD in these regions
was associated with greater imagery–acuity interference. However, the inverse correlation
between acuity reduction and desynchronization for alpha and beta was relatively higher
for OBI (r = −0.65) compared to WBI (r = −0.36). Importantly, a medium effect size of
Cohen’s q = 0.4 was observed between the OBI and the WBI correlations.

As further exploratory confirmatory analysis relates ERP and EEG activities, we per-
formed a multivariate PLS analysis (assuming two combined latent variables) on ERP
values for the ‘line offset’ epoch, regressing the latter on global (all electrodes) ERBPs for
each imagery condition and the corresponding acuity score as the behavioural correlates.
This analysis is graphically represented in Figure 9. There were several key findings that
converged with the previous results. ERP amplitude increased with desynchronization
across all frequency bands. The inverse relationship between ERP amplitudes and desyn-
cronization was strong (hovering around an r of −0.80) in relation to the delta, theta, and
gamma bands without remarkable differences between the two imagery conditions. How-
ever, the pattern revealed differences in relation to the alpha and beta bands, which showed
relatively smaller effects. Specifically, the inverse association between ERP amplitude and
alpha desynchronization was relatively stronger in OBI than in WBI (−0.76 vs. −0.41;
Cohen’s q = 0.56), whereas the opposite was true in the case for beta (−0.61 vs. −0.71;
Cohen’s q = 0.36).

Figure 8. Cont.
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Figure 8. ((A) Top) Behavioural PLS on acuity reduction and difference in FFT frequency band power (imagery minus
non-imagery conditions) for the ‘line offset’ epoch. ((A) Bottom) Thresholded bootstrap matrices for FFT frequency band
power. ((B) Top) PLS correlations between FFT frequency band power and Vernier acuity reduction for line offset epoch.
((B) Bottom) Thresholded bootstrap matrices for PLS correlations. Error bars represent ± 1 standard error.
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Figure 9. Behavioural PLS on ERP values for the ‘line offset’ epoch using global frequency band power for each condition as
the behavioural correlate. PLS correlations are broken down by FFT band frequency. Error bars represent ± 1 standard error.

3.5. Dipole Source Localization Analysis

Dipole source localization analysis (DSLA) revealed converging solutions for four
generators associated with the image recall and maintenance phase (image ready epoch),
which are graphically represented in Figure 10. The middle frontal gyrus in the right frontal
lobe was identified as a source uniquely associated with OBI, whereas the middle temporal
gyrus in the left temporal lobe was uniquely associated with WBI. The precuneus in the
right parietal lobe and the cuneus in the right occipital lobe, were identified as common
sources for both imagery conditions. Thus, DSLA supports the notion that imagery is a
higher cognitive function with strong asymmetric cortical substrates; these results also
suggest that the two imagery experiences considered here can be differentiated on the basis
of their distinct lateralized functional organization.
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Figure 10. Results of dipole source localization analysis during image recall phase (first 500 ms).

4. Discussion

The present study provided a complex set of information with numerous findings. For
clarity, below we organize the discussion according to the two main themes of the paper.

4.1. Neural Differentiation between Out-Of-Body (OBI) and Within-Body (WBI) Imagery

In this study, we measured Vernier acuity (hyperacuity) performance and correspond-
ing EEG/ERP changes across two imagery conditions and a baseline no-imagery condition.
Considered on its own, the behavioural performance data showed that both phenomenal
imagery types reduced hyperacuity in comparison to the no imagery condition, oper-
ationally defining the baseline orienting external attention to stimulus spatial location.
Although small (mean effect OBI = −4.87%; mean effect WBI = −5.23%), the decrement of
visual hyperacuity during concurrent imagery conditions had a rather wide range (from
2% to 17%), and this indicates that there was a consistent and important effect –again, since
hyperacuity corresponds to 5 to 10 times the normal acuity in ecological conditions—but
included, as customary in imagery data, rather large individual differences.

On the other hand, there were numerous neurophysiological differences found be-
tween both the phenomenal imagery types across the different stages of the experiment,
indicating that phenomenal imagery type can recruit different neural resources when exter-
nal attention to stimuli is concurrently deployed. This other body of evidence generated by
our experiment can be considered separately from the behavioural results. Table 2 presents
a summary of all of the differences found in our study. All findings related to ERP pat-
terns and the dipole source analysis showed evidence of neural processing differentiation
between OBI and WBI (formally, 11 ‘successes’ on 11 comparisons, by sign test p = 0.001,
two-tailed).
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Table 2. Summary of comparisons between OBI and WBI and asymmetry and symmetry findings with cross reference to
the number of the figures reporting the results (i.e., Figure #).

Measure
(Condition)

Approx. Time
Range (ms)

Comparison A/Symmetry Lobe Processing
Characteristics

Figure
#

ERPs
(Image recall)

−500 to −300 OBI vs. NI sig.
WBI vs. NI ns.

Left and Midline Frontal Positivity Figure 2

ERPs
(Image recall)

−500 to −300 OBI-NI sig.
WBI-NI ns.

Midline Parietal-Occipital Negativity Figure 2

ERPs
(Image hold)

0 to 200 WBI vs. NI sig.
OBI vs. NI ns.

Right Parietal-Occipital
and Occipital

Negativity Figure 2

ERPs
(Image hold)

100 to 400 WBI vs. NI sig.
OBI vs.NI ns.

Midline Centro-Parietal to
Occipital

Negativity Figure 2

ERPs
(Visuospatial
detection)

350 to 450 WBI vs. OBI vs.
NI

Right and
Midline

Occipital,
Parietal-Occipital

Increased P300 Figures 3 and 4

ERPs
(Visuospatial
detection)

350 to 450 WBI vs. OBI vs.
NI

Left and Midline Frontal Decreased P300 Figures 3 and 4

ERPs
(Visuospatial
detection)

450 to 600 (WBI vs. NI)
vs.
(OBI vs. NI)

Left and Midline Frontal Increased P600
(WBI)

Figure 4

ERPs
(Visuospatial
detection)

300 to 1000 (WBI vs. NI)
vs.
(OBI vs. NI)

Left Temporal Increased Late
Positivity
(OBI)

Figure 4

ERPs
(Visuospatial
detection)

Larger Effect sizes
for
WBI amplitudes

Right and
Midline

Occipital N200, P300 Figure 4

ERPs
(Visuospatial
detection)

Larger Effect sizes
for
OBI amplitudes

Midline Frontal P50, P100, N400,
P800

Figure 4

PLS ERP-Task
contrast
(Image hold)

50 to 200 Same pattern for
OBI and WBI

Right and
Midline

Frontal Increased
positivity

Figure 5A

Right and
Midline

Parietal-Occipital Increased
negativity

Bilateral and
Midline

Occipital Increased
negativity

PLS ERP-Task phase
(Visuospatial
detection)

300–400 Same pattern for
OBI and WBI

Right and
Midline
Right and
Midline

Frontal

Parietal-Occipital

Decreased
positivity
Increased
positivity

Figure 5B

600–800 Left Occipital
Parietal

Decreased
positivity

PLS
ERP-Acuity
Correlation

500 to 1000

700 to 1000

500 to 1000

WBI shows larger
correlation than
OBI

Bilateral and
Midline

Frontal

Parietal and
Occipital

Temporal

Negativity

Positivity

Negativity

Figure 6

PLS
EEG-Acuity
Correlation
(Image recall)

OBI associated
with more
Desynch. than
WBI

Left and Midline

Bilateral and
Midline

Frontal
Parietal
Parietal-Occipital

Global

Beta Desynch.

Alpha Desynch.

Figure 7



Symmetry 2021, 13, 1549 33 of 42

Table 2. Cont.

Measure
(Condition)

Approx.
Time Range
(ms)

Comparison A/Symmetry Lobe Processing
Characteristics

Figure
#

PLS
EEG Task contrast
(Visuospatial
detection)

Anticorrelation
between WBI
(Synchroniza-
tion)
And OBI
(Desynchro-
nization)

Left
Left
Right and
Midline
Right
Left

Frontal
Occipital
Parietal

Occipital
Parietal

Delta
Theta
Alpha

Alpha
Gamma

Figure 8A

PLS
EEG-Acuity
Correlation
(Visuospatial
detection)

Inverse
correlation
between ERD
and acuity
Larger for OBI
than WBI

Left

Bilateral and
Midline

Occipital

Parietal

Alpha

Beta

Figure 8B

PLS
ERP-EEG
Correlation

Inverse
correlation
between ERP
and EEG
Desynch.:
OBI > WBI

WBI > OBI

Alpha

Beta

Figure 9

Dipole Source
Analysis
(Image recall)

WBI and OBI

WBI

OBI

Right

Left

Right

Parietal
Occipital

Temporal

Frontal

Figure 10

Nevertheless, we employed the partial least squares approach to test the combined
effects of the behavioural and neuro-electrophysiological changes. As again shown in
Table 2, there was converging evidence of combined behavioural-neurophysiological differ-
entiation patterns between OBI and WBI. Behavioural PLS results measuring the correlation
between ERP values and acuity scores demonstrated a moderate effect size between the
OBI and the WBI conditions (e.g., Figure 6). Importantly, event-related band power PLS
analysis measuring the correlation between alpha and theta synchronization and acuity
reduction during the image generation phase demonstrated significant differences between
phenomenal imagery types (e.g., Figure 7). These differences also emerged during vi-
suospatial detection (e.g., Figure 8B). Overall, the ERP and ERBP findings suggest that
external orienting attention interacted with vivid OBI but not with WBI during image
recall, and conversely, it interacted differentially with WBI but not with OBI during image
maintenance in working memory. Thus, the additional processing of cognitive demands
introduced by fine visuospatial detection had distinct non-overlapping types of effects on
maintaining and directing attention to imagery that were differentially associated with
within and out-of-bodyout-of-body imagery conditions. Therefore, empirical EEG/ERP
differences (found separately or in combination with behavior) between both phenome-
nal imagery types, lends converging evidence for the validity of the phenomenological
differentiation between the two types of imagery considered here.

Although the present findings indicate that phenomenal imagery type may recruit
different neural resources when externally attending to stimuli, the findings illustrate
that the phenomenal imagery type does not influence perceptual acuity differentially.
Overall, our results showed that both imagery types reduced hyperacuity. This can be
explained by the fact that both types of imagery may compete for part of the neural
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resources for simultaneous cortical processing and that this may degrade the robustness
of the perceptual representation that visuospatial predictive decision is based on. Thus,
consistent with predictive coding, the Perky effect can be interpreted as a relative failure
to prime perception and not as the successful protection of imagery. Indeed, as discussed
later, our EEG findings offer a possible neural account in that the reduction of visual acuity
seems to be driven by the attenuated top-down modulation of (increased) occipital activity.

Although small, our sample size was comparable to previous psychophysical studies
on Vernier acuity reduction by concurrent visual imagery or the ‘Perky effect’ [114,149].
However, important procedural differences with previous studies might account for the
smaller percentage of Vernier acuity change we found and might explain the importance of
the results. First, in keeping with our research questions, we did not control the baseline
performance level a priori because we sought to probe the variability of Vernier acuity
reduction as naturally occurring in a normal population of untrained observers. Although
this study warrants an obvious increase in sample size in future research, arguably, such an
extension would improve reliability but not validity, which is confirmed by the converging
patterns of the results (more discussion below). Therefore, regardless of its effect size, the
observed reduction in Vernier acuity is important since it shows a systematic reduction in
an ability that is usually exceedingly efficient in humans. Differently from the ecological
viewing conditions of previous studies using tachistoscopic presentation, we displayed
the offset lines on a CRT monitor with a very high photon density [150]. We previously
reported that in the same photic conditions, it is difficult for the participants to overcome
incoming visual input and to generate a vivid mental image [116], and comparable findings
have been reported with different luminance levels [151]. Other studies have also shown
that the persistence of the visual short-term trace (in terms of both luminance and contrast)
of a concurrent target stimulus weakens imagery [87] and the Perky effect [106]. Thus,
it is possible that our presentation conditions actually attenuated the extent of imagery
interference in low-level sensory representations.

Hyperacuity reduction was correlated with a dipolar P300 amplitude shift between
frontal and occipital regions. There was relatively more global ERD in the no imagery and
the OBI conditions, and there was relatively more ERS in the WBI condition, indicating that
there was relatively more task-related processing in the former two conditions compared to
the latter. It is plausible that the differences in synchronization may represent a tendency for
exteroceptive imagery to be more reliant on perceptually driven neural substrates compared
to frontally driven neural substrates, which traditionally characterize internal mental
imagery. Interestingly, the greatest ERD was found in the occipital and parietal regions,
with an especially significant shift picked up in in the theta band of the midline cerebellar
electrode CBz (z = −2.5). Since the cerebellum only produces high-frequency oscillations,
we presumed that the theta band activity picked up by CBz originated in V1 [148]. Theta
oscillations are driven by hippocampal and prefrontal cortical activity, implying that there
may have been back propagation from the temporal to the occipital cortices, which is
important for hyperacuity resolution.

From the band power analysis results, it would seem that the top-down ‘control’ or the
modulatory mechanism supports the model proposed by Sauseng et al. ([73]). The changes
in synchronization and desynchronization, which seemed to have more weight, were
related to the slowest (delta and theta) and, at the same time, fastest oscillations (gamma),
with the medium oscillations (alpha and beta) seemingly having a lesser role. Therefore,
the pattern does suggest modulation, presumably through the cortical parietal components
of top-down feed-backward frontal and temporal selective input to occipital activity. If,
as postulated by von Stein et al. [69], gamma indicates activity that is only confined
within the occipital areas, its desynchronized patterns, we found, might indicate active
suppression or selection of incoming exogenous sensory processing or even the binding of
sensory information. The two types of imagery also suggest that the top-down modulation
mechanism may be implemented through two different pathways, which would be more
ventral for WBI, with the mediating participation of temporal lobe components (i.e., middle
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temporal gyrus), which would be more dorsal for OBI, with the mediating participation of
frontal lobe components (i.e., middle frontal gyrus). The replication and confirmation of
this possible dual mechanism might be a worthwhile research objective for future research
using combined fMRI-EEG measurements.

4.2. Findings of Neural Activity Hemispheric A/Symmetries and Their Functional Implications

A key aspect of this paper is that the two types of imagery did involve bilateral,
midline, or distinctively asymmetric, lateralized cortical processes at various junctures.
Following our operational working definition (see Section 1.2, in the Introduction), we
consider significant asymmetries or effect size differences between OBI and WBI in a
lateralized electrode cluster with no corresponding differences in the homologous con-
tralateral electrode cluster. In contrast, symmetry is considered as significant or effect
sizes differences occurring at midline electrode clusters or bilaterally. A look at Table 2
shows that asymmetries were found for several comparisons with or without symmetry
effects. Overall, it is fair to say that most of the ERP/EEG effects we found involved
midline or, most prominently, right hemisphere cortical areas, in particular, the frontal
and parietal-occipital areas. The important exceptions, across conditions, were the left
frontal delta desynchronization related to occipital and temporal ERP and the alpha desyn-
chronization at the parietal and, most consistently, at the occipital areas. As shown by
both the ERP findings and source localization, OBI was associated with predominant right
hemispheric activity, whereas WBI involved prominent left temporal processes. Crucially,
all of the estimated sources were consistent with fMRI findings in the literature (see [85];
see especially [152]).

A plausible functional implication of the present findings is that the types of imagery
and the task that we studied are able to trigger (or ‘prime’) the dynamic interaction between
multiple large scale neural systems in the dorsal and ventral processing streams, which are
laterally specialized and are typically recruited during visuospatial perception. Specifically,
it seems possible that the neural systems that regulate the focus of attention as well as the
bias towards categorical vs. coordinate spatial representations (see [49]) might have been
dynamically implicated and reciprocally interacting at one time or another. Indeed, all of
our converging findings seem to point to a coherent unitary account based on an adapted
version of hemispheric top-down specialization division.

As proposed and demonstrated by a MEG study by Falasca et al. ([153]) using a-
not-too dissimilar task to ours, attention to spatially localized 2D stimulus typically and
predominantly recruits a broad focus that favours coordinate (precise, metric, analog)
processing representations as opposed to categorical (approximate, verbal, digital) ones.
The network that supports the broad/coordinate processing bias is lateralized in the right
hemisphere and may typically involve a top-down flow and exchange of information from
the middle frontal gyrus to the parietal (superior and inferior portions) to occipital areas.
These patterns of results are consistent with the generators identified by our source analysis
for OBI and our ERP/ERBP data showing interference of the latter type of imagery with
external orienting attention during image recall and selective differential early and late ERP
signatures (P50–100, N400 and P8/900) as well as of both alpha and beta desynchronization
seen at the right electrode clusters during image maintenance, whether concurrent or not
with fine visuospatial detection.

In contrast, WBI most likely recruited a predominantly parallel left hemisphere stream
of processing, which supports a narrow focus of attention and favours categorical represen-
tations. The latter network involves a flow in the opposite direction, namely, a bottom-up
feed-forward exchange of information from the occipital to parietal areas. However, and
here is the ‘adaptation’ of Falasca et al.’s model, WBI involved additional top-down com-
ponents originating from the left temporal lobe (i.e., left middle temporal gyrus) to the
posterior parietal lobe. The latter activation circuitry may explain why there was no ERP
evidence of interference between WBI and EOA (contrary to what we found for OBI) since
the left-specialized stream of processing might have run in parallel and independently of
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the contralateral one supporting broad attentional focus in OEA. This set up would also
explain the pattern of results found for WBI. Indeed, we found predominant activation of
left occipital and parietal ERPs during the maintenance of WBI and only found attentional
interference indicated by the selective N200 and P300 effects during image maintenance
concurrent to the visuospatial detection as well as the sparse desynchronizations seen in
the left parietal and occipital electrode clusters associated with this phase of the task.

The present findings are equally if not more important in relation to the possible
functional implications for the symmetry during imagery, that is, the many findings of
activation corresponding to bilateral or midline homologous cortical areas. Our findings,
we argue, support the pioneering work by Kosslyn ([42]) hypothesizing the existence of
an adaptive, dynamic, and task-dependent categorical-coordinate conversion processes,
which would enable the conversion of categorical representations to a range of coordinates.
Kosslyn speculated that such a conversion could involve two types of neural connections:
a cortico–cortical connection and a relatively longer range but more efficient fascicular
connection (see Kosslyn, [42]; p. 233). Consequently, he speculated that cortical hubs, either
in the frontal or parietal cortex, could implement the conversion between the two repre-
sentation systems by implementing the cross talk between several scattered specialized
sub-centres from the two hemispheres. Our data agree with the suggestion by Falasca
et al. ([153]), which states that a possible plausible cortical site for this process might be
the middle frontal gyrus. The present findings, however, also suggest another plausible
cortical hub for the conversion, namely, the precuneus—the latter possibility actually fits
with Kosslyn’s own best guess of a posterior parietal site (see Table 11.1 in Kosslyn [42];
p. 382).

A further important functional implication of the present findings is that different
types of voluntary imagery prime in a top-down fashion attentional processes, which, in
turn, trigger bias inherent to the dorsal (transient/magnocellular) vs. ventral (parvocellular)
stream in the bottom-up processing of visuospatial perception. Broad attentional focus
is predominantly a specialized function of the right hemisphere, which as a byproduct
that should also induce a tendency to base the Vernier acuity detection judgment on
the use of the coordinate representations system, that is, the precise estimation of the
gap between the offset lines. Conversely, narrow attentional focus is a function that is
specialized in the left hemisphere and will as such induce a tendency to base the Vernier
acuity detection judgment on the use of the categorical representation systems, that is, a
coarser estimation of the side of the offset line, left vs. right. Yet, at some level, the two
different codes are compared. Congruently, different degrees of conversion between the two
representation systems might exist, supposedly not just from categorical to coordinate but
also in the opposite direction. Consequently, we suggest the conclusion that the top-down
attention-based neural processing that defines ‘voluntary’ in this context depends on the
asymmetry intrinsic to the functional hemispheric organization of the used receptive fields
(i.e., proportionally smaller in the left and proportionally larger in the right hemisphere)
and the dynamic exchanges and integration of information between the two hemispheres.

5. Conclusions

This study shows that two types of phenomenologically distinct imagery types, which
we have dubbed out-of-body imagery (OBI) and within-body imagery (WBI), can be distin-
guished and are associated by different (partially non-overlapping) neural patterns. These
patterns seem to instantiate the top-down modulation of visual processing either via the
fronto-dorsal (OBI) or via temporo-ventral (WBI) pathways. Both are associated with reduc-
tion in visuospatial performance, as they interfere, albeit differently, with the concurrent
deployment of orienting external attention to the stimulus location. Methodologically, we
showed that the measurements of that interference can be leveraged to distinguish the
underlying neural processes corresponding to the distinct subjective perspectives involved
in voluntary generation of OBI and WBI. The imagery experiences also implicated par-
tially distinct neurofunctional symmetries and asymmetries in stimulus-locked ERP and
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EEG activity, implying a key role of the width of attentional focus in the interaction with
voluntarily recalling and maintaining images in visual working memory.
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