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Abstract: In this paper, the bond graph modeling for the control of tracking systems has been applied.
The closed loop system is built by the bond graph model of the system to be controlled, an additional
bond graph according to the tracking input signal, and feedback gains in the physical domain. Hence,
a procedure to obtain the closed loop tracking system is proposed. The proposal of modeling and
tracking control systems in this paper determines symmetries in the bond graph approach with
respect to the traditional algebraic approach. The great advantage of this graphical approach is that
the mathematical determination of the system model is not necessary. Moreover, the coefficients of
the characteristic polynomial using unidirectional causal loops of the closed loop system modeled in
bond graphs are obtained. A case of study of a DC motor connected to an electrical supply network
and a mechanical load is considered. Tracking control for the step, ramp, and acceleration type input
signals in a bond graph approach are applied. In order to show the effectiveness of the proposed
procedure, the simulation results are shown.

Keywords: bond graph; closed loop tracking system; controllability; causal paths; loops

1. Introduction

Many linear system control procedures have been applied to regulator design while
system tracking controllers design has not received much attention. On the other hand,
basic developments of tracking controllers have been published in [1–4]. Some references
using different alternatives in tracking control systems and various applications can be
found in [5–12].

Bond graph theory provides formal and unified procedures in the modeling of dy-
namic physical systems. Bond graphs determine state equations and transfer functions
related to simulation results. The representation and exchange of the power of the elements
that form a system is the main characteristic of bond graph modeling [13]. In addition,
bond graphs allow modeling systems formed by different types of energy (electrical, me-
chanical, hydraulic, thermal), and their junction structure gives the structural properties of
the systems [14].

The research question that can be mentioned is whether the bond graph methodology
can be used in controller design, which is answered in this paper.

For a given input, the system inversion to get the input can be used. Hence, system
inversion is an interesting methodology for control theory [15]. The construction of an
inverse system for an LTI discrete system is considered in [16].
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The mathematical models used in the classical inversion methods generally determine
structural characteristics and physical interpretation that are difficult to interpret. In this
way, bond graph models using the concept of bicausality give a correct direction to obtain
inverse systems [17]. In [18], this concept is used to model the virtual earth, which allows
simplifying the modeling electronic circuits with operational amplifiers. The control design
in the development of complex supervision applying bond graphs with bicausality is
proposed in [19].

In this paper, the design of tracking controllers applied to systems modeled in a bond
graph is presented. The proposed procedure consists of the model of the system in the
physical domain and an additional bond graph that determines the tracking controller.
Likewise, this control is built by additional state variables for tracking the input signals
and the feedback gains.

Currently, the research in bond graphs has been directed to the modeling of different
physical systems with their applications, so this paper is a development in the design
of tracking control systems in the physical domain. Likewise, due to the characteristics
of bond graphs, this methodology can be applied to electrical, mechanical, hydraulic,
and thermal systems. Furthermore, the system modeling, the controller design, and the
determination of the feedback gains are obtained in the graphical approach only. These are
the main motivations of this paper.

The tracking error of the proposal in this paper is zero. However, the control law to achieve
this error requires that the system parameters be known and constant. Refs. [11,12] have
solved this problem considering uncertain nonlinearities. Hence, future works correspond
to consider models with unknown parameters and dynamics not modeled.

In order to obtain the closed-loop system, the conditions of controllability and observ-
ability have to be satisfied, which are determined in the physical domain.

Some of the main advantages of this paper with respect to previously published
works follow. (1) The classical approach of tracking control [1,2,4–6,8,11,12,20] is based
on an analysis of differential equations or state equations; if the system changes, it is
not easy to adapt these modifications, while in bond graphs, the adaptation process is
simple. (2) The papers mentioned are dedicated to specific models and the bond graph has
a multi-domain energy characteristic. (3) Changing the command of the inputs implies
simple changes in the closed-loop bond graph. (4) It is not necessary to determine the
mathematical model of the system to find the closed-loop system. (5) The coefficients of
the characteristic polynomial are obtained directly in symbolic form with causal loops in
the physical domain. A basic proposal in the control of tracking systems in bond graph is
described in [21]. However, in this paper, the control of systems modeled in bond graph
with linearly-dependent state variables is given, and the ordered evolution of the controllers
due to the type of tracking input is described in the DC motor case study.

An interesting approach in the characterization of the electromagnetic compatibility
of DC motors considering the electromagnetic interferences that appear in the brushes
and commutator is proposed in [22]. It may be interesting to apply a bond graph to
electromagnetic compatibility in order to obtain some graphical characteristics.

In [23], the author proposed an intelligent planning model applied to unmanned aerial
vehicles (UAVs) using mobile internet of things (MIoT), which can be thought of as a form
of tracking control. In addition, a prediction method for traffic flow using neural networks
is proposed in [24], which can be interpreted as a way to implement a tracking control. An
adaptive tracking control with fractional-order PID applied to a DC motor is proposed
in [25]. A robust switched control for the trajectory tracking of DC motors that is part of a
mobil robot is introduced in [26].

Therefore, the main contribution of this paper is to present bond graph tools applied
to system tracking control without requiring its mathematical model.

The modeling of systems in bond graphs represents a symmetry to the modeling in
the state space of these systems. Likewise, in this paper, other symmetries are established:
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the tracking control in the physical domain and the direct determination of the coefficients
of the characteristic polynomial using causal loops in bond graphs.

The proposed methodology is applied to an electromechanical system as a case study.
Based on the bond graph model of this system, the controllability and observability condi-
tions to be satisfied are verified. Additional state variables to achieve tracking and feedback
gains are connected to the model. In 20 Sim software(v1.4, Controllab Products, Netherlans),
this complete system is simulated showing the effectiveness of the proposed methodology.

Section 2 summarizes the problem statement by describing the traditional tracking
systems approach. The basic methodology of bond graphs is given in Section 3. The
procedure for the design of the tracking control in systems modeled by bond graphs is
presented in Section 4. The direct determination of the characteristic polynomial in a bond
graph approach is described in Section 5. A case study applying the proposed procedure is
developed in Section 6. Finally, Section 6 presents the conclusions.

2. Problem Statement

Consider a linear time-invariant system (LTI) described by[ •
x(t)
y(t)

]
=

[
A B
C D

][
x(t)
u(t)

]
(1)

where x(t) ∈ <n, u(t) ∈ <p, and y(t) ∈ <q and for a polynomial input of the form [1,20]

r(t) = r0 + r1t + r2t2 + · · ·+ rδ−1tδ−1 (2)

then, the output vector y(t) becomes equal to the input r(t) under the steady-state condi-
tions of

lim
t→∞

[r(t)− y(t)] = 0 (3)

where r(t) ∈ <q and the polynomial input has the property

dδr(t)
dtδ

= 0 (4)

In summary, the system outputs track the system inputs according to (3) with the
characteristic of the inputs given by (4). In the controller design, auxiliary state variables
are required to consider the property (4), which is defined by

•
λ1(t)
•
λ2(t)

...
•
λδ(t)

 =


0 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0




λ1(t)
λ2(t)

...
λδ−1(t)

λδ(t)

+


r(t)− y(t)

0
...
0

 (5)

where λ1(t) ∈ <q, λ2(t) ∈ <q, · · · , λδ−1(t) ∈ <q are the additional state variables due to
integrators.

The open loop tracking system is built by the original model (1) and the additional
state variables model (5), which is defined by

•
xλ(t) = AOLxλ(t) + BOLu(t) + QOLv(t) (6)

where

AOL =

 A 0n×δ(q) 0n×q

−C 0q×δ(q) 0q×q

0δ(q)×n Iδ(q)×δ(q) 0δ(q)×q

; BOL =

 B
0
0

; QOL =

 0
Iq×q

0

 (7)
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The next step is to determine if the open loop tracking system is controllable. The
controllability condition is established in the following theorem.

Theorem 1 ([1,20]). The open loop tracking system given by (6) is controllable if and only if the
following conditions are satisfied.

The controllability matrix Co =
[

B AB A2B · · · An+δqB
]

is the full rank n +
δq. From (6) and (7), this matrix is described by

Co =


B AB A2B · · · An+δq−1B
0 −CB −CAB · · · −CAn+δq−2B
0 0 −CB · · · −CAn+δq−3B
...

...
...

. . .
...

0 0 0 · · · −CAn+δq−δ−1B

 (8)

then
rank Co = n + δq− 1 (9)

Once the system has been verified to be controllable, the feedback of the system-state
variables and additional state variables is applied. The complete feedback is defined by

u(t) =
[

Kx Kλ1 Kλ2 · · · Kλδ

]


x(t)
λ1(t)
λ2(t)

...
λδ(t)

 (10)

where Kx is an p× n matrix and Ki (i = 1, 2, · · · , δ) are p× q matrices.
Applying the feedback (10) to the open loop system (7), we obtain

•
xλ(t) = ACLxλ(t) + BCLv(t) (11)

where

AOL =

 A + BKx BKλ BKλδ

−C 0q×δ(q) 0q×q

0δ(q)×n Iδ(q)×δ(q) 0δ(q)×q

; BCL =

 0
Iq×q

0

 (12)

with
Kλ =

[
Kλ1 Kλ2 · · · Kλ(δ−1)

]
(13)

The essential elements in bond graph modeling are described in the next section.

3. Modeling in Bond Graph

The main characteristic in bond graph modeling is the power transfer in the system,
which is obtained by the product of generalized variables of effort e(t) and flow f (t). This
transfer is carried out in bonds drawn by a simple line with direction and causality. In
addition, the energy stored and dissipated can be determined. Therefore, bond graph
models derive equations directly, and structural analysis can be obtained [27].

The representation of a bond is shown in Figure 1.

Figure 1. Power bond.
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The power variables for some physical systems are indicated in Table 1.

Table 1. Power variables.

System Effort (e(t)) Flow ( f (t))

Mechanical Force (F) Velocity (ν)
Torque (τ) Ang. velocity (ω)

Electrical Voltage (v) Current (i)

Hydraulic Pressure (P) Volume flow rate (Q)

In addition, in this type of system modeling, it is necessary to know the energy
variables denoted by momentum p(t) and displacement q(t) where p(t) =

∫
e(t)dt and

q(t) =
∫

f (t)dt. At each port, both an effort and a flow exist; if one of the effort or flow
variables is an input, the other will be the output; this relationship is called causality.
Hence, effort and flow are in opposite directions. A causal stroke represented by a short
line perpendicular to the beginning or end of a bond allows causality to be assigned. In
the direction of the causal stroke goes the direction of the effort e(t), and in the opposite
direction, the flow f (t) will always be in a bond. A bond with the causal stroke is illustrated
in Figure 2 [13,28].

Figure 2. Causal bond.

Moreover, the sources, dissipation, and storage elements can be modeled in a bond
graph, and Table 2 gives these elements with their causal relations.

Table 2. Causal forms for 1-ports.

Element Causal Form Causal Relation

Effort Source e(t) = E(t)

Flow Source f (t) = F(t)

Resistance e(t) = ΦR( f (t))
f (t) = Φ−1

R (e(t))

Capacitance e(t) = ΦC(
∫

f (t)dt)
f (t) = Φ−1

C ( de(t)
dt )

Inertia e(t) = ΦI(
∫

e(t)dt)
f (t) = Φ−1

I ( d f (t)
dt )

The block diagram of a Bond Graph in an Integral causality assignment (BGI) of an
LTI system is shown in Figure 3 [14,28].
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Figure 3. Key vectors of the BGI.

The elements of Figure 3 are as follows:

•
(

MSe, MS f

)
represent the effort and flow modulated sources.

• (C, I) denote the storage elements defined by capacitance and inertia, respectively.
• R represents the dissipation elements that constitute the resistors.
• (0, 1, TF, GY) represent the junction structure with 0 and 1 junctions and the trans-

formers and gyrators denoted by TF and GY, respectively.
•

(
De, D f

)
determine the detectors for the effort and flow, respectively.

The energy variables are p(t) and q(t) related to elements I and C, respectively. The
key vectors in Figure 3 are described by

• x(t) ∈ <n and xd(t) ∈ <m represent the state variables for storage elements in integral
and derivative causality assignments, respectively.

• z(t) ∈ <n and zd(t) ∈ <m are the co-energy vectors for storage elements in integral
and derivative causality assignments, respectively.

• Din(t) ∈ <r and Dout(t) ∈ <r represent the relationships between the junction struc-
ture and dissipation elements.

• u(t) ∈ <p and y(t) ∈ <q determine the inputs and outputs of the system, respectively.

The relationships of the storage and dissipation fields are expressed by

z(t) = Fx(t) (14)

zd(t) = Fdxd(t) (15)

Dout(t) = LDin(t) (16)

The relationships of the junction structure are given by
•
x(t)
Din(t)
y(t)
zd(t)

 =


S11 S12 S13 S14
S21 S22 S23 0
S31 S32 S33 0
S41 0 0 0




z(t)
Dout(t)
u(t)
•
xd(t)

 (17)

The values of the matrix S are in the set of
{

0,±1,±kt,±kg
}

where kt and kg are
transformer and gyrator modules. There are two important properties related to this
matrix S:

• S11 and S22 are square skew-symmetric matrices.
• S12 and S21 are matrices in which each other negatively transpose.

The state-space equations of the bond graph model are defined by [14,28]

•
x(t) = Ax(t) + Bu(t) (18)

y(t) = Cx(t) + Du(t) (19)
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where

A = E−1(S11 + S12MS21)F (20)

B = E−1(S13 + S12MS23) (21)

C = (S31 + S32MS21)F (22)

D = S33 + S32MS23 (23)

with
E = I − S14F−1

d S41F (24)

being
M = (I − LS22)

−1L (25)

Graphical procedures to determine the structural controllability and observability are
defined in the following properties.

Property 1 ([29]). A bond graph model is structurally controllable if the following two conditions
are satisfied:

1. The storage elements (I, C) in the integral causality assignment are causally connected with

some control source
(

MSe, MS f

)
in the bond graph with preferred integral causality.

2. All storage elements (I, C) in integral causality in the bond graph with preferred integral
causality can change to a derivative causality assignment. If it is not satisfied directly, a
dualization of some MSe or MS f sources has to be applied in order to change the remaining
integral causalities.

Property 2 ([29]). A bond graph model is structurally observable if the following two conditions
are satisfied:

1. The storage elements (I, C) in the integral causality assignment are causally connected with

some sensor
(

De, D f

)
in the bond graph with preferred integral causality.

2. All storage elements (I, C) in integral causality in the bond graph with preferred integral
causality can change to a derivative causality assignment. If it is not satisfied directly, a
dualization of some De or D f sources has to be applied in order to change the remaining
integral causalities.

The causal paths are defined in Appendix A.
A procedure to build the tracking control applied to a bond graph model is presented

in the next section.

4. Design of a Tracking Controller in a Bond Graph Approach

The general scheme of the tracking control is illustrated in Figure 4 in which it is
desired to control the plant described in state space (1). The controller is defined by a
number δ of additional state variables to achieve the tracking of plant outputs y(t) to
inputs r(t) given by (2). In order to achieve system stabilization, control law (10) through
feedback gains is determined. This feedback is a function of the gains applied to the plant
states x(t) and to the additional states λ(t) to supply to the plant input u(t).
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Figure 4. Scheme of the system with a tracking controller.

A first step in tracking control is the design of the open loop tracking system in the
physical domain, which is shown in Figure 5. The scheme of the model in the bond graph
of the plant is formed by the fields of sources, dissipation, and storage with the junction
structure that determines the interconnection between its elements. The detector block
allows to obtain the outputs for the plant. The desired tracking inputs r are connected
through a new source field with a junction structure in order to connect the new storage
field for additional state variables.

Figure 5. Open loop system using junction structure in bond graph models.

According to (6) with (7), the open loop tracking system requires r additional state
variables, as illustrated in Figure 3. The additional states are defined by λ(t), the energy

vector is
•
λ(t), the co-energy vector is σ(t), and the desired inputs are r(t).

From the block diagram of Figure 5, the junction structure for the open loop tracking
system in a bond graph approach is presented by

•
x(t)

Din(t)
y(t)
zd(t)
•
λ1(t)
•
λ2(t)

...
•
λδ−1(t)
•
λδ(t)



=



S11 S12 S13 S14 0 0 0 · · · 0 0
S21 S22 S23 0 0 0 0 · · · 0 0
S31 S32 0 0 0 0 0 · · · 0 0
S41 0 0 0 0 0 0 · · · 0 0

−S31 −S32 0 0 I 0 0 · · · 0 0
0 0 0 0 0 I 0 · · · 0 0
...

...
...

...
...

...
...

. . .
...

...
0 0 0 0 0 0 0 · · · 0 0
0 0 0 0 0 0 0 · · · I 0





z(t)
Dout(t)

u(t)
•
xd(t)

r(t)
σ1(t)
σ2(t)

...
σδ−1(t)

σδ(t)



(26)

the constitutive relationships for the new state variables are expressed by

σi(t) = Fiλi(t) ∀i = 1, · · · δ (27)

where Fi are constant and diagonal matrices and can be the identity matrices I.
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It is interesting to note that the proposed junction structure is simple and only requires
additional state variables of the order of the command input.

The last step to get the tracking control system in a bond graph approach is to introduce
the control law given by (10) with Figure 2; then, a block diagram of the closed loop system
is shown in Figure 6.

Figure 6. Closed loop system using junction structures.

A state feedback given by (10) is applied being the junction structure of this system
defined by

•
x(t)

Din(t)
y(t)
zd(t)
•
λ1(t)
•
λ2(t)

...
•
λδ−1(t)
•
λδ(t)



=



S11 + S13Kg S12 S14 0 Kg1 Kg2 · · · Kg(r−1) Kgr
S21 + S23Kg S22 0 0 0 0 · · · 0 0

S31 S32 0 0 0 0 · · · 0 0
S41 0 0 0 0 0 · · · 0 0

−S31 −S32 0 I 0 0 · · · 0 0
0 0 0 0 I 0 · · · 0 0
...

...
...

...
...

...
. . .

...
...

0 0 0 0 0 0 · · · 0 0
0 0 0 0 0 0 · · · I 0





z(t)
Dout(t)
•
xd(t)
v(t)

σ1(t)
σ2(t)

...
σδ−1(t)

σδ(t)


(28)

It can be shown that this approach for tracking systems consists of additional state
variables and feedback gains of the complete state variables vector.

With the controller gains determined, the closed loop system is obtained. In a bond
graph, these gains are implemented with TF and GY elements.

In order to obtain (28) with Figure 6, a graphical procedure for tracking systems in
the physical domain is presented. The proposed procedure is the following:

Procedure 1.
1. Obtain a bond graph model in an integral causality assignment (BGI) of the system.
2. Verify the structural controllability and observability properties for the BGI.
3. Determine the index of (2) for command input.
4. Connect for each output the corresponding bond graph shown in Figure 7 for the

additional state variables in order to get the open loop tracking system.

Figure 7. Bond graphs for the additional states.
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5. The closed loop tracking system is obtained by calculating the feedback gains and
connecting these gains according to Figure 8.

Figure 8. Feedback gains.

From the bond graph point of view, the proposed procedure consists of two stages:

1. The bond graph of the system to control which has to be controllable and observable
according to properties 1 and 2.

2. The bond graph for the controller containing the number of additional state variables
according to the tracking input (2) with Figure 7 and the feedback gains from Figure 8.

The interconnection between the bond graphs of the plant and the controller is ob-
tained with bonds and 1 and 0 junctions determining the closed loop system in the physi-
cal domain.

For high-order systems, the bond graph approach can lead to difficulties due to the
large number of bonds. However, by using submodels in 20Sim software, this problem can
be reduced. With this paper, the modeling of systems of different energy domains and their
tracking control can be solved in a single step. An interesting challenge for future work is
to extend these results to a class of nonlinear systems.

5. Characteristic Polynomial of a Closed Loop System in the Physical Domain

The transfer function of an open loop system modeled by bond graphs using the loop
rule is defined by [30],

Y(s)
U(s)

=

∑
i

Ti(s)∆i(s)

∆(s)
(29)

with
∆(s) = 1−∑

i
Bi + ∑

i,j
BiBj −∑

i,j,k
BiBjBk − · · · (30)

where Ti(s) is the forward path gain i; ∑
i

Bi is the sum of all single causal loop gains; ∑
i,j

BiBj

is the sum of products gain of all combinations of two nontouching single causal loops,
∑

i,j,k
BiBjBk is the sum of gain products of all combinations of three nontouching single causal

loops, and ∆i(s) is similar to ∆(s) but excluding terms including single loops and their
combinations that touch the ith forward path [30,31].

According to [32], the causal loops are obtained with power bonds following the flow
and/or effort signal. However, in a closed loop system, the use of active bonds is required.
Hence, in this paper, the determination of the characteristic polynomial of a closed loop
system is presented.

In this case, the causal loops defined in (30) can now be unidirectional causal loops,
which are loops that can have power bonds and active bonds, and this type of loop can
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only exist in the direction of the active bonds that are required in the design of controllers
in the bond graph approach.

Therefore, the model of the plant to be controlled, the tracking control, and the
characteristic polynomial of the closed loop system are obtained in the physical domain.

The proposed methodology to obtain the closed loop tracking system in a bond graph
approach is applied in the next section.

6. Case Study

The theory presented in previous sections can be conveniently illustrated by designing
a controller that will cause the output of the controllable third-order linear plant whose
Figure 9 shows a scheme of a DC motor connected to an RC network. However, in the
mechanical load of the motor, a linearly dependent state variable is considered.

Figure 9. Scheme of a DC motor connected by an RC network.

Figure 9 describes the following elements: the supply voltage is V1, the resistance and
the inductance of the armature winding are Ra and La, respectively; the inertia moment is J,
the damping coefficient is b; the electromechanical constant is n, and it is an R1C1 network.
A mechanical connection with module a to consider a load moment of inertia Je is applied.

The bond graph of this electromechanical system is shown in Figure 10.

Figure 10. BGI of the system.

In this bond graph, the storage elements that are in an integral causality assignment
are (C : C1, I : La, I : J) whose key vectors are expressed by

x =

 q2
p3
p4

;
•
x =

 f2
e3
e4

; z =

 e2
f3
f4


with a constitutive relationship given by

F = diag
{

1
C1

,
1
La

,
1
J

}
(31)

The storage element in a derivative causality assignment is (I : Je), which determines
the linearly dependent state variable; the key vectors are

xd = p17;
•
xd = e17; zd = f17
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and the constitutive relation
Fd =

1
Je

(32)

The key vectors for the dissipation elements are

Din =

 e5
f6
f7

; Dout =

 f5
e6
e7


where the constitutive relationship is

L = diag
{

1
R1

, Ra, b
}

(33)

This system has two inputs: the supply voltage (MSe : u1) and a load torque (MSe : u2),
and two system outputs:

(
D f : y1

)
and

(
D f : y2

)
, whose key vectors are

u =

[
e1
e14

]
; y =

[
f3
f4

]
The junction structure of the BGI is given by

f2
e3
e4

e5
f6
f7

f3
f4

f17


=



0 −1 0 1 0 0 0 0 0
1 0 −n 0 −1 0 0 0 0
0 n 0 0 0 −1 0 a −a

−1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

0 0 a 0 0 0 0 0 0





e2
f3
f4

f5
e6
e7

e1
e14

e17


(34)

Before building a system controller, it is necessary to verify the controllability and
observability conditions. The causal paths for the two-control input u1 are described by

• MSe : u1 7−→ C : C1 the causal path is (1− 5− 5− 8− 2).
• MSe : u1 7−→ I : La the causal path is (1− 5− 5− 8− 2− 2− 9− 3).
• MSe : u1 7−→ I : J the causal path is (1− 5− 5− 8− 2− 2− 9− 3− 3− 10− 11− 4).

and these causal paths are shown in Figure 11.

Figure 11. Causal paths from source MSe : u1. to storage elements.

Figure 12 shows the causal paths for the control input u2 given by

• MSe : u2 7−→ I : J the causal path is (14− 16− 15− 4).
• MSe : u2 7−→ I : La the causal path is (14− 16− 15− 4− 4− 11− 10− 3).
• MSe : u2 7−→ C : C1 the causal path is (14− 16− 15− 4− 4− 11− 10− 3− 3− 9− 2).
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Figure 12. Causal paths from source MSe : u2 to storage elements.

The causal paths from the storage elements (state variables) to the detectors (outputs)
for y1 are defined by

• I : La 7−→ D f : y1 the causal path is (3− 12).
• C : C1 7−→ D f : y1 the causal path is (2− 9− 3− 3− 12).
• I : J 7−→ D f : y1 the causal path is (4− 11− 10− 3− 3− 12).

and these causal paths are shown in Figure 13.

Figure 13. Causal paths from storage elements to detector D f : y1.

Figure 14 shows the causal paths for the output y2 given by

• I : J 7−→ D f : y2 the causal path is (4− 13).
• I : La 7−→ D f : y2 the causal path is (3− 10− 11− 4− 4− 13).
• C : C1 7−→ D f : y2 the causal path is (2− 9− 3− 3− 10− 11− 4− 4− 13).

Figure 14. Causal paths from storage elements to detector D f : y2.

The corresponding bond graph in a derivative causality assignment (BGD) is shown
in Figure 15.

Figure 15. BGD of the system.

According to Properties 1 and 2, the system is structurally controllable and observable,
and a tracking controller can be designed.

It is important to determine the coefficients of the characteristic polynomial for the
design of the controller gains. The stabilization of the system and the convergence of the
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outputs to the desired inputs is achieved by calculating the gains of the controller, which
are obtained using the coefficients of the characteristic polynomial in closed loop. In a
bond graph sense, these coefficients are obtained with the causal loops. Therefore, the
characteristic polynomial for the bond graph model of Figure 10 is described by

S3 + a1S2 + a2S + a3 = 0

• For a1, causal loops to a storage element are required.

– C : C1 ↔ R : R1 the causal path is (2− 8− 5− 5− 8− 2) denoted by

C1R1(T) =
1

R1C1
(35)

– I : La ↔ R : Ra the causal path is (3− 6− 6− 3) with

LaRa(T) =
Ra

La
(36)

– I : J ↔ R : b the causal path is (4− 7− 7− 4) with

Jb(T) =
b
J

(37)

and (4− 15− 16− 17− 17− 16− 15− 14) with

J Je(T) =
J
Λ

(38)

where Λ = J + a2 Je then

JbJe(T) =Jb (T) ·J Je (T) =
b
J
· J

Λ
=

b
Λ

(39)

this coefficient is defined by

a1 =C1R1 (T) +LaRa (T) +JbJe (T) =
1

R1C1
+

Ra

La
+

b
Λ

(40)

The causal loops are illustrated in Figure 16 where the red causal loop is (35), the blue
causal loop is (36), and (39) is the green causal loop.

Figure 16. Causal loops for a1.

• For a2, causal loops containing two storage elements are required.

– C : C1 ↔ I : La the causal path is (2− 9− 3− 3− 9− 2) with

C1La(T) =
1

C1La
(41)
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– (I : La ↔ I : J) the causal path is (3− 10− 11− 4− 4− 11− 10− 3)

La JbJe(T) =
n2

LaΛ
(42)

– (C : C1 ↔ R : R1) and (I : La ↔ R : Ra) given by (35) and (36), respectively,

C1R1
LaRa

(T) =C1R1 (T) ·LaRa (T) =
1

R1C1
· Ra

La
=

Ra

R1C1La
(43)

Figure 17 shows the causal loops for some terms of the coefficient a2 where the red
causal loop is (41), the blue causal loop is (42), and the green causal loop is (43).

Figure 17. Causal loops for (44) and (45) of a2.

• – (C : C1 ↔ R : R1) and (I : J ↔ R : b) given by (35) and (39), respectively,

C1R1
JbJe

(T) =C1R1 (T) ·JbJe (T) =
1

R1C1
· b

Λ
=

b
R1C1Λ

(44)

– (I : La ↔ R : Ra) and (I : J ↔ R : b) given by (36) and (39), respectively,

LaRa
JbJe

(T) =LaRa (T) ·JbJe (T) =
Ra

La
· b

Λ
=

bRa

LaΛ
(45)

The rest of the terms for a2 are illustrated in Figure 18 where the red causal loops
is (44) and the blue causal loops is (45).

Figure 18. Causal loops for (44) and (45) of a2.

• This coefficient is described by

a2 = C1La(T) +La JbJe (T) +C1R1
LaRa

(T) +C1R1
JbJe

(T) +LaRa
JbJe

(T)

a2 =
1

C1La
+

n2

LaΛ
+

Ra

R1C1La
+

b
R1C1Λ

+
bRa

LaΛ
(46)

• For a3, causal loops are formed by three storage elements.

– (C : C1 ↔ I : La) and (I : J ↔ R : b) given by (43), and (39), respectively,

C1La
JbJe

(T) =C1La (T) ·JbJe (T) =
1

C1La
· b

Λ
=

b
C1LaΛ

(47)
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– (C : C1 ↔ R : R1), (I : La ↔ R : Ra) and (I : J ↔ R : b) given by (35), (36) and
(39), respectively,

C1R1
LaRa

(T)JbJe =C1R1 (T) ·LaRa (T) ·JbJe (T) =
1

R1C1
· Ra

La
· b

Λ
=

bRa

R1C1LaΛ
(48)

– (C : C1 ↔ R : R1), (I : La ↔ R : Ra) and (I : J ↔ R : b) given by (35) and (42),
respectively,

C1R1
La JbJe

(T) =
1

R1C1
· n2

LaΛ
=

n2

R1C1LaΛ
(49)

The causal loops for a3 are shown in Figure 19 where (47) are the red causal loops,
(48) are the blue causal loops, and (49) are the green causal loops.

Figure 19. Causal loops for a3.

• This coefficient is

a3 = C1La
JbJe

(T) +C1R1
LaRa

(T)JbJe +C1R1
La JbJe

(T)

a3 =
b

C1LaΛ
+

bRa

R1C1LaΛ
+

n2

R1C1LaΛ
(50)

These coefficients will be used to determine the controller gains that are described below.

6.1. Step Tracking Control

The first tracking control to design is with an input command vector for constant steps
defined by [

r1(t)
r2(t)

]
=

[
r01
r02

]
(51)

In this case, it can be seen that the command input is of the form (2) and ( 51) with
δ = 1 and applying Procedure 1; Figure 20 shows the open loop tracking system in the
physical domain.

Figure 20. Open loop tracking system for steps.
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The key vectors of the additional states for the bond graph of the open loop tracking
system are defined by

λ1 =

[
q21
q25

]
;
•
λ1 =

[
f21
f25

]
; σ1 =

[
e21
e25

]
; r =

[
f22
f27

]
(52)

The junction structure of the open loop system is given by



f2
e3
e4

e5
f6
f7

f3
f4

f17

f21
f25



=



0 −1 0 0 0 0 0 0 0 0 0 0 0
1 0 −n 0 −1 0 0 0 0 0 0 0 0
0 n 0 0 0 −1 0 a −a 0 0 0 0

−1 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 a 0 0 0 0 0 1 0 0 0 0

0 −1 0 0 0 0 0 0 0 1 0 0 0
0 0 −1 0 0 0 0 0 0 0 1 0 0





e2
f3
f4

f5
e6
e7

e1
e14

e17

f22
f24

e21
e25



(53)

Since the controllability condition is satisfied in this case, therefore, it is possible to
synthesize a control law of the form (10) applied to these inputs in the following way

[
u1
u2

]
=

[
(kx)11 (kx)12 (kx)13 (kλ1)11 (kλ1)12

0 0 0 (kλ1)21 0

]
q2
p3
p4
q21
q26

 (54)

Applying the controller gains from step 5 of Procedure 1, the bond graph of the closed
loop tracking system is illustrated in Figure 21.

Figure 21. Closed loop tracking system for steps.

In order to obtain the gains for the controller, the characteristic polynomial of the
closed loop system has to be determined. The order of the complete system is five, and the
characteristic polynomial is given by

s5 + b1s4 + b2s3 + b3s2 + b4s + b5 = 0 (55)

The coefficients of this polynomial using causal paths are defined
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• For b1: (R : R1 ←→ C : C1), (R : Ra ←→ I : La), (R : b←→ I : J) given by (35), (36),
and (39), respectively, and

– R : R1 ←→ C : C1 the causal path is (2− 28− 29− 30− 26− 5− 5− 8− 2)
shown in Figure 22 with

C1(kx)11R1(T) =
−(kx)11

R1
(56)

this causal loop is unidirectional due to the presence of feedback for the controller
gain.

Figure 22. Unidirectional causal loop for (56).

Then

b1 = a1 +
C1(kx)11R1 (T)

b1 =
1

R1C1
+

Ra

La
+

b
Λ
− (kx)11

R1
(57)

• For b2: (C : C1 ↔ I : La), [(I : La ↔ R : Ra) and (I : J ↔ R : b)],
[(C : C1 ↔ R : R1) and (I : La ↔ R : Ra)], [(C : C1 ↔ R : R1) and (I : J ↔ R : b)],
[(I : La ↔ R : Ra) and (I : J ↔ R : b)] defined by (41), (45), (44), (44) and (42), re-
spectively, and

– (R : R1 ←→ C : C1) and (I : La ↔ R : Ra) given by (56) and (36), respectively

C1(kx)11R1
LaRa

(T) =C1(kx)11R1 (T) · (T) =
−(kx)11

R1
· Ra

La
(58)

– (R : R1 ←→ C : C1) and (I : J ↔ R : b) given by (56) and (39), respectively

C1(kx)11R1
JbJe

(T) =C1(kx)11R1 (T) ·JbJe (T) =
−(kx)11

R1
· b

Λ
(59)

– (I : La ↔ C : C1) the causal path is (3− 12− 31− 32− 5− 5− 8− 2− 2− 9) with

La(kx)12C1(T) =
−(kx)12

R1C1
(60)

then

b2 = a2 +
C1(kx)11R1
LaRa

(T) +C1(kx)11R1
JbJe

(T) +La(kx)12C1 (T)

b2 =
1

C1La
+

n2

LaΛ
+

Ra

R1C1La
+

b
R1C1Λ

+
bRa

LaΛ
(61)

− (kx)12
C1R1

− (kx)11Ra

R1La
− (kx)11b

R1Λ
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Causal loops due to feedback gains are illustrated in Figure 23 where the red
causal loop is (58), the blue causal loop is (59), and (60) is the green causal loop.

Figure 23. Unidirectional causal loop for (58), (59), and (60).

• For b3 : [(C : C1 ↔ I : La) and (I : J ↔ R : b)], [(C : C1 ↔ R : R1),
(I : La ↔ R : Ra) and (I : J ↔ R : b)], [(C : C1 ↔ R : R1), (I : La ↔ R : Ra) and
(I : J ↔ R : b)] defined by (47), (48), and (49), respectively, and

– (R : R1 ←→ C : C1) and [(I : La ↔ R : Ra) and (I : J ↔ I : Je)] given by (56) and
(42), respectively,

C1(kx)11R1
La J (T) =C1(kx)11R1 (T) ·La J (T) =

−(kx)11
R1

· n2

LaΛ
(62)

– (R : R1 ←→ C : C1), [(I : La ↔ R : Ra) and (I : J ↔ R : b)] given by (56), (36),
and (39), respectively,

C1(kx)11R1
LaRa

(T)JbJe =C1(kx)11R1 (T) ·LaRa (T) ·JbJe (T) =
−(kx)11

R1
· Ra

La
· b

Λ
(63)

– (I : La ←→ C : C1) and (I : J ↔ R : b) given by (60) and (39), respectively,

La(kx)12C1
JbJe

(T) =La(kx)12C1 (T) ·JbJe (T) =
−(kx)12

R1C1
· b

Λ
(64)

– (I : J ←→ I : J) the causal path is (4− 13− 33− 34− 26− 5− 5− 8− 2
−2− 9− 3− 3− 10− 11) with

J(Kx)13 J(T) =
−n(kx)13
R1C1La

· J
Λ

(65)

– (C : Cλ11 ←→ I : La) the causal path is (21− 35− 36− 37− 26− 5− 5
−8− 2− 2− 9− 3) with

Cλ11(kλ)11La(T) =
−(kλ1)11
R1C1La

(66)

– (C : Cλ11 ←→ I : La) the causal path is (21− 35− 41− 27− 16− 15− 4
−4− 11− 10− 3) with

Cλ11(kλ)21La(T) =
−an(kλ1)21

JLa
· J

Λ
=
−an(kλ1)21

LaΛ
(67)
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then

b3 = a3 +
C1(kx)11R1
La J (T) +C1(kx)11R1

LaRa
(T)JbJe +

La(kx)12C1
JbJe

(T) +J(kλ1)13 J (T)

+Cλ11(kλ1)11La(T) +Cλ11(kλ1)21La (T)

b3 =
b

C1LaΛ
+

bRa

R1C1LaΛ
+

n2

R1C1LaΛ
− (kx)11n2

R1LaΛ
− (kx)11Rab

R1LaΛ
− (kx)12b

R1C1Λ
(68)

− n(kx)13 J
R1C1LaΛ

+
(kλ1)11
R1C1La

− an(kλ1)21
LaΛ

Figure 24 shows the causal loops for the term (62) being the red causal loops and (63)
being the blue causal loops.

Figure 24. Causal loops for (62) and (63).

Figure 25 shows the red causal loops for (64) and (65) is the blue causal loop.

Figure 25. Causal loops for (64) and (65).

Figure 26 shows the red causal loops for (66) and (67) is the blue causal loop.

Figure 26. Causal loops for (66) and (67).
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• For b4

– (C : Cλ11 ←→ I : La) and (I : J ←→ R : b) given by (66) and (39), respectively,

Cλ11(kλ1)11La
JbJe

(T) =Cλ11(kλ1)11La (T) ·JbJe (T) =
(kλ1)11
R1C1La

· b
Λ

(69)

and Figure 27 shows this causal loop.

Figure 27. Causal loops for (69).

• – (C : Cλ12 ←→ C : Cλ12) the causal path is (25− 38− 39− 40− 26− 5− 5
−8− 9− 3− 3− 10− 11− 4− 4− 13− 20− 23) with

Cλ12(kλ1)12 J
J Je

(T) =Cλ2(kλ1)12 J (T) ·J Je (T) =
n(kλ1)12
R1C1La J

· J
Λ

(70)

this term is shown in Figure 28.

Figure 28. Causal loops for (70).

• – (C : Cλ11 ←→ C : Cλ11) and (C : C1 ←→ R : R1) given by (67) and (35), respec-
tively,

Cλ11(kλ1)21La
C1R1

(T) =Cλ11(kλ1)21La (T) ·C1R1 (T) =
−an(kλ1)21

LaΛ
· 1

R1C1
(71)

this term is shown in Figure 29.
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Figure 29. Causal loops for (71).

• – (C : Cλ11 ←→ C : Cλ11) and (C : C1 ←→ R : R1) given by (67) and (56), respec-
tively,

Cλ11(kλ1)21La
C1k1R1

(T) =Cλ11(kλ1)21La (T) ·C1(kλ1)11R1 (T) =
−an(kλ1)21

LaΛ
· (kx)11

R1
(72)

which is shown in Figure 30.

Figure 30. Causal loops for (72).

• – (C : Cλ11 ←→ I : J) the causal path is (21− 35− 41− 27− 16− 15− 4−
4− 13− 33− 34− 26− 5− 5− 8− 2− 2− 9− 3) with

Cλ11(kλ1)21La(T) =
Ja(kx)13(kλ1)21

R1C1LaΛ
(73)

shown in Figure 31.

Figure 31. Causal loops for (73).
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• – Then

b4 = a4 +
Cλ11(kλ1)11La
JbJe

(T) +Cλ2(kλ1)12 J
J Je

(T) +Cλ11(kλ1)21La
C1R1

(T) +Cλ11(kλ1)21La
C1(kλ1)11R1

(T)

+Cλ11(kλ1)21La(T)

b4 =
n(kλ1)12
R1C1La J

· J
Λ

+
(kλ1)11
R1C1La

· b
Λ
− an(kλ1)21

LaΛ
· 1

R1C1
− an(kλ1)21

LaΛ
· (kx)1

R1C1

+
Ja(kx)3(kλ1)21

R1C1LaΛ
(74)

• For b5, the only causal loop required is (C : Cλ2 ←→ C : Cλ2) with (25− 38− 39

– 40− 26− 5− 5− 8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 41− 27− 16
−15− 13− 20− 23) where

b5 =
−a(kλ1)12(kλ1)21

R1C1LaΛ
(75)

and Figure 32 shows this term.

Figure 32. Causal loop for b5.

The numerical parameters used to carry out the simulation of the system are given in
Table 3.

Table 3. Numerical parameters of the system.

R1 = 2 Ω La = 0.01 H b = 1.2 N-s/m n = 0.1 Je = 0.625 N-m-s2

C1 = 0.02 F Ra = 0.1 Ω J = 0.4 N-m-s2 a = 0.4

Then, the calculated controller gains so that the eigenvalues are all assigned the value
−1 are shown in Table 4.

Table 4. Gains for the step tracking controller with eigenvalues at −1.

(kx)11 = 64.8 (kx)12= 196.97 (kx)13= −0.05188
(kλ1)11 = 0.00413 (kλ1)12= −0.04 (kλ1)21= 0.01

The behavior of the system outputs are shown in Figure 33. The inputs at t = 0 are
V1 = 5.2 A and V2 = 1.25 rad/s; then, at t = 30 s, there is an increment ∆V1 = 0.8 A, and
at t = 60 s, the other input is increased by ∆V2 = 0.8 rad/s. It is clear that the control
performs its function effectively.
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(A) (B)
Figure 33. System outputs with a step tracking control with all eigenvalues at −1: (A) Input r1 and
output y1; (B) Input r2 and output y2.

In order to stabilize the outputs of the system with smaller transients, all the eigenval-
ues are assigned in −10, and the new gains are given in Table 5.

Table 5. Gains for the step tracking controller with eigenvalues at −10.

(kx)11 = −25.2 (kx)12= 179.69 (kx)13= 3.5106
(kλ1)11 = 3.4424 (kλ1)12= −4 (kλ1)21= 10

The conditions of the inputs are the same as those described above, and Figure 34
illustrates the dynamic behavior of the outputs.

−

(A) (B)
Figure 34. System outputs with a step tracking control with all eigenvalues at −10: (A) Input r1 and
output y1; (B) Input r2 and output y2.

6.2. Ramp Tracking Control

The second tracking control to design is with an input command vector for constant
ramps defined by [

r1(t)
r2(t)

]
=

[
r01 + r11 ∗ t
r02 + r12 ∗ t

]
(76)

For this command input comparing (2) and (76), δ = 2, then Procedure 1 is applied,
and Figure 35 shows the open loop tracking system in a bond graph approach.
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Figure 35. Open loop tracking system for ramps.

From Figure 12, introducing the storage elements (I : Lλ11 and I : Lλ12) whose bonds
are (44 and 47), respectively, with their effort sources according to step 4 of Procedure 1,
the bond graph in open loop for the ramp tracking control is built. The key vectors of the
additional states for this bond graph are defined by

λ1 =

[
q21
q25

]
;
•
λ1 =

[
f21
f25

]
; σ1 =

[
e21
e25

]
λ2 =

[
p44
p47

]
;
•
λ2 =

[
e44
e47

]
; σ2 =

[
f44
f47

]
; r =

[
f22
f24

]
The junction structure of the open loop system is given by



f2
e3
e4

e5
f6
f7

f3
f4

f17

f21
f25
e44
e47



=



0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 −n 0 −1 0 0 0 0 0 0 0 0 0 0
0 n 0 0 0 −1 0 a −a 0 0 0 0 0 0

−1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 a 0 0 0 0 0 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1

Cλ11
0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1
Cλ12

0 0





e2
f3
f4

f5
e6
e7

e1
e14

e17

f22
f24

e21
e25
f44
f47



(77)

The feedback control of system states (q2, p3, p4) and of the additional states for
tracking (q21, q25, p44, p47) is described by

[
u1
u2

]
=

[
(Kx)11 (Kx)12 (Kx)13 (Kλ1)11 (Kλ1)12 (Kλ2)13 (Kλ2)14

0 0 0 0 0 (Kλ2)23 0

]


q2
p3
p4
q21
q25
p44
p47


(78)

Applying step 5 of Procedure 1 to the bond graph of Figure 35, the closed loop tracking
system for ramp and step inputs in the physical domain is built as shown in Figure 36.
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Figure 36. Closed loop tracking system for ramps.

The characteristic polynomial of the system has to be determined for the design of the
control gains expressed by

s7 + c1s6 + c2s5 + c3s4 + c4s3 + c5s2 + c6s + c7 = 0 (79)

The coefficients of this polynomial using causal paths are defined by

• For c1
c1 = b1 (80)

• For c2
c2 = b2 (81)

• For c3

– (R : R1 ←→ C : C1) and [(I : La ↔ R : Ra) and (I : J ↔ I : Je)] given by (62)
– (R : R1 ←→ C : C1), [(I : La ↔ R : Ra) and (I : J ↔ R : b)] given by (63)
– (I : La ←→ C : C1) and (I : J ↔ R : b) given by (64)
– (I : J ←→ I : J) given by (65)
– (C : Cλ11 ←→ I : La) given by (66)

c3 = a3 −
(kx)11n2

R1LaΛ
− (kx)11Rab

R1LaΛ
− (kx)12b

R1C1Λ
− (kλ1)11

R1C1La
− Jn(kx)13

R1C1LaΛ
− an(kλ1)21

LaΛ
(82)

= b3 +
an(kλ1)21

LaΛ

• For c4

– (C : Cλ11 ←→ C : Cλ11) and (I : J ↔ R : b) given by (69) with

Cλ11(kλ1)11La
JbJe

(T) =
(kλ1)11
R1C1La

· b
Λ

(83)

– (I : Lλ11 ←→ I : Lλ11) the causal loop is (44− 49− 50− 51− 48− 26− 5
−5− 8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44) with

Lλ11(kλ2)13La(T) =
(kλ2)13
R1C1La

(84)

The causal loops of terms (83) and (84) are shown in Figure 37.
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Figure 37. Causal loops for (83) and (84).

• – (C : Cλ12 ←→ C : Cλ12) the causal loop is (25− 38− 39− 40− 26− 55− 8
−2− 2− 9− 3− 3− 10− 11− 4− 4− 13− 20.23− 25) with

Cλ12(kλ1)12La
JbJe

(T) = −
n(kλ1)12
R1C1LaΛ

(85)

– (I : Lλ11 ←→ I : Lλ11) the causal loop is (44− 41− 27− 16− 15− 4− 4−
11− 10− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44) with

Lλ11(kλ2)23La
JbJe

(T) = −
an(kλ2)23

LaΛ
(86)

The causal loops of terms (85) and (86) are illustrated in Figure 38.

Figure 38. Causal loops for (85) and (86).

• – then

c4 =
Cλ11(kλ1)11La
JbJe

(T) +Cλ12(kλ1)12La
JbJe

(T) +Lλ11(kλ2)13La (T) +Lλ11(kλ2)23La
JbJe

(T) (87)

c4 =
b(kλ1)11
R1C1LaΛ

− n(kλ1)12
R1C1LaΛ

+
(kλ2)13
R1C1La

− an(kλ2)23
LaΛ

• For c5

– (I : Lλ11 ←→ I : Lλ11) and (I : J ←→ R : b) given by (84) and (39), respectively

Lλ11(kλ2)13La
JbJe

(T) =
(kλ2)13
R1C1La

· b
Λ

(88)
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– (I : Lλ11 ←→ I : Lλ11) and (C : C1 ←→ R : R1) given by (86) and (35), respec-
tively

Lλ11(kλ2)23La
JbJe

(T)R1C1 = − an(kλ2)23
LaΛ

· 1
R1C1

(89)

The causal loops of terms (88) and (89) are shown in Figure 39.

Figure 39. Causal loops for (88) and (89).

• – (C : Cλ12 ←→ C : Cλ12) the causal path is (25− 38− 56− 46− 47− 47−
52− 53− 54− 48− 26− 5− 5− 8− 2− 2− 9− 3− 3− 10− 11− 4− 4
−13− 20− 23− 25)

Cλ12(kλ2)14 J(T) =
(kλ2)14
R1C1La

· n
Λ

(90)

– (I : Lλ11 ←→ I : Lλ11) the causal path is (44− 49− 41− 27− 16− 15− 4−
4− 11− 10− 3− 3− 9− 2− 2− 28− 29− 30− 26− 5− 5− 8− 2− 2− 9− 3
−3− 12− 18− 19− 21− 21− 35− 55− 43− 44) with

Lλ11(kλ2)23La(kx)11(T) =
an(kx)11(kλ2)23

R1LaΛ
(91)

The causal loops of terms (90) and (91) are illustrated in Figure 40.

Figure 40. Causal loops for (90) and (91).

• – (I : Lλ11 ←→ I : Lλ11) the causal path is (44− 49− 41− 27− 17− 17− 16
−15− 14− 4− 13− 33− 34− 26− 5− 5− 8− 2− 2− 9− 3− 3− 12−
18− 19− 21− 21− 35− 55− 43− 44) with

Lλ11(kλ2)23La
JbJe

(T) =
a(kx)13(kλ2)23 J

R1C1LaΛ
(92)
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The causal loops of term (92) can be seen in Figure 41.

Figure 41. Causal loops for (92).

• – Then

c5 =
a(kx)13(kλ2)23 J

R1C1LaΛ
+

an(kx)11(kλ2)23
R1LaΛ

+
b(kλ2)13
R1C1LaΛ

+
n(kλ2)14
R1C1LaΛ

− an(kλ2)23
R1C1LaΛ

(93)

• For c6, the only term of this factor has the causal path (25− 38− 39− 40− 26− 5
−5− 8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44− 41−
27− 17− 17− 16− 15− 4− 4− 13− 20− 23− 25) with

c6 =
−a(kλ1)12(kλ2)23

R1C1LaΛ
(94)

which is shown in Figure 42.

Figure 42. Causal loops for c6.

• For c7, the only term of this factor has the causal path (25− 38− 56− 46− 47−
47− 52− 53− 54− 48− 26− 5− 5− 8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21−
35− 55− 43− 44− 44− 41− 27− 17− 17− 16− 15− 4− 4− 13− 20− 23− 25)
with

c7 =
−a(kλ2)14(kλ2)23

R1C1LaΛ
(95)

and it is shown in Figure 43.
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Figure 43. Causal loops for c7.

The gains for this tracking control considering that all the eigenvalues are at −1 are
given in Table 6.

Table 6. Gains for the ramp tracking controller with eigenvalues at −1.

(kx)11 = 60.8 (kx)12= 197.52 (kx)13= 0.1984 (kλ1)11 = 0.026512
(kλ1)12 = −0.28 (kλ2)13= 0.0064128 (kλ2)14= −0.04 (kλ2)23 = 0.01

Figure 44 shows the performance of the tracking control in the physical domain. The
tracking input for the current signal in this simulation case is of the form r1(t) = 0.5 ∗ t
(0 ≤ t ≤ 30 s). From 30 to 60 s, there is a negative slope of 0.5 resulting in a constant step
signal of 15 A; for t > 60 s the current signal to track is with a slope of 1.5, i.e., r1(t) = 1.5 ∗ t.
The tracking input for the torque signal is r2(t) = 0.2 ∗ t (0 ≤ t ≤ 85 s) and r2(t) = −0.5 ∗ t
(85 < t < ∞).

(A) (B)
Figure 44. System outputs with a ramp tracking control with all eigenvalues at −1: (A) Input r1 and
output y2; (B) Input r2 and output y2.

Now, considering all eigenvalues at −10, the controller gains are indicated in Table 7.

Table 7. Gains for the ramp tracking controller with eigenvalues at −10.

(kx)11 = −65.2 (kx)12= 145.61 (kx)13= 14.931 (kλ1)11 = 13.29
(kλ1)12 = −28 (kλ2)13= 114.1 (kλ2)14= −40 (kλ2)23 = 100

Figure 45 illustrates the effectiveness of the controller with the given conditions.
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(A) (B)

Figure 45. System outputs with a ramp tracking control with all eigenvalues at −10: (A) Input r1 and
output y2; (B) Input r2 and output y2.

Figures 44 and 45 show that the DC motor outputs can effectively track the desired
ram inputs. In order to stabilize the output responses at shorter times, the eigenvalues of
−1 in Figure 44 are changed to −10 in Figure 45. In addition, the desired ramp inputs can
have steps.

6.3. Acceleration Tracking Control

The last tracking control is of the acceleration shape defined by[
r1(t)
r2(t)

]
=

[
r01 + r11 ∗ t + r21 ∗ t2

r02 + r12 ∗ t + r22 ∗ t2

]
(96)

for this signal; according to (2) and (96), it results δ = 3. The open loop system is built by
adding storage elements (C : Cλ21 and C : Cλ22) whose bonds are (59 and 62), respectively,
according to step 4 of Procedure 1, which is shown in Figure 46.

Figure 46. Open loop tracking system for accelerations.

The key vectors for the additional states of the bond graph are defined by

λ1 =

[
q21
q25

]
;
•
λ1 =

[
f21
f25

]
; σ1 =

[
e21
e25

]
λ2 =

[
p44
p47

]
;
•
λ2 =

[
e44
e47

]
; σ2 =

[
f44
f47

]
λ3 =

[
q59
q62

]
;
•
λ3 =

[
f59
f62

]
; σ3 =

[
e59
e62

]
; r =

[
f22
f24

]
The junction structure of the open loop system is given by
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

f2
e3
e4

e5
f6
f7

f3
f4

f17
f21
f25
e44
e47
f59
f62



=



0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 −n 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 n 0 0 0 −1 0 a −a 0 0 0 0 0 0 0 0

−1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1

Cλ11
0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1
Cλ12

0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1

Lλ11
0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Lλ12

0 0





e2
f3
f4

f5
e6
e7

e1
e14

e17

f22
f24

e21
e25
f44
f47
e59
e62



(97)

Feedback gains to achieve signal tracking are of the form

[
u1
u2

]
=

[
(kx)11 (kx)12 (kx)13

0 0 0

] q2
p3
p4

+ (98)

[
(kλ1)11 (kλ1)12 (kλ2)13 (kλ2)14 (kλ3)15 (kλ3)16

0 0 0 0 (kλ3)25 0

]


q21
q25
p44
p47
q59
q62


Adding the feedback gains (98) according to step 5 of Procedure 1, the bond graph of

the closed loop system is illustrated in Figure 47.

Figure 47. Closed loop tracking system for accelerations.

The polynomial characteristic of this system is expressed by

s9 + d1s8 + d2s7 + d3s6 + d4s5 + d5s4 + d6s3 + d7s2 + d8s + d9 = 0 (99)

The coefficients of (99) are calculated by

d1 = b1 (100)
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d2 = b2 (101)

d3 = c3 (102)

• (C : Cλ11 ←→ C : Cλ11) and (I : J ↔ R : b) is given by (83); (C : Cλ12 ←→ C : Cλ12)
is given by (85) and (I : Lλ11 ←→ I : Lλ11) is given by (84); then

d4 = C4 +
an(Kλ2)23

LaΛ
(103)

• For d5, the terms of this coefficient are (I : Lλ11 ←→ I : Lλ11) and (I : J ←→ R : b)
given by (90), (C : Cλ12 ←→ C : Cλ12) given by (90), and

– (C : Cλ21 ←→ C : Cλ21) the causal path is (59− 63− 64− 48− 26− 5− 5
−8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44
−57− 17− 58− 59) with

Cλ21(kλ2)14La(T) =
n(kλ2)14
R1C1LaΛ

(104)

The causal loops of terms (90) and (104) are shown in Figure 48.

Figure 48. Causal loops for (90) and (104).

• – (C : C1 ←→ R : R1) given by (35) and (C : Cλ21 ←→ C : Cλ21); the causal path is
(59− 58− 41− 27− 16− 15− 4− 4− 11− 10− 12− 18− 19−
21− 21− 35− 55− 43− 44− 44− 57− 17− 58− 59) with

Cλ21(kλ3)25 J
R1C1

(T) =
−an(kλ3)25

LaΛ
· 1

R1C1
(105)

the causal loops of (kλ3)15
R1C1La

and (105) are illustrated in Figure 49.



Symmetry 2022, 14, 755 34 of 40

Figure 49. Causal loops for (kλ3)15
R1C1 La

and (105).

• – Then

d5 =
b(kλ2)13
R1C1LaΛ

+
n(kλ2)14
R1C1LaΛ

+
(kλ3)15
R1C1La

− an(kλ3)25
R1C1LaΛ

(106)

• For d6

– (C : Cλ21 ←→ C : Cλ21) the causal path is (59− 63− 64− 65− 48− 26
−5− 5− 8− 2− 2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43
−44− 44− 57− 17− 58− 59) with

Cλ21(kλ3)15La(T) =
b(kλ3)15
R1C1LaΛ

(107)

– (C : Cλ22 ←→ C : Cλ22) the causal path is (62− 67− 68− 69− 48− 26−
5− 5− 8− 2− 2− 9− 3− 3− 10− 11− 4− 4− 13− 20− 23− 25− 25
−38− 56− 46− 47− 47− 52− 66− 61− 62) with

Cλ22(kλ3)16 J(T) =
n(kλ3)16
R1C1LaΛ

(108)

– (C : Cλ21 ←→ C : Cλ21) the causal path is (59− 63− 41− 27− 16− 15−
4− 4− 13− 33− 34− 26− 5− 5− 8− 2− 2− 9− 3− 3− 12− 18− 19
−21− 21− 35− 55− 43− 44− 57− 17− 58− 59) with

Cλ21(kλ3)25(kx)13(T) =
a(kx)13(kλ3)25 J

R1C1LaΛ
(109)

The causal loops of terms (107), (108), and (109) can be seen in Figure 50.
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Figure 50. Causal loops for (107), (108), and (109).

• – (C : C1 ←→ R : R1) given by (35) and (C : Cλ21 ←→ C : Cλ21); the causal path is
(59− 63− 41− 27− 16− 15− 4− 4− 11− 10− 3− 3− 12− 18
−19− 21− 21− 35− 55− 43− 44− 44− 57− 17− 58− 59) with

Cλ21(kλ3)15La
R1C1

(T) =
−an(kλ3)25

LaΛ
· 1

R1C1
(110)

– (C : Cλ21 ←→ C : Cλ21) the causal path is (59− 63− 41− 27− 16− 15−
4− 4− 11− 10− 3− 3− 9− 2− 2− 28− 29− 30− 26− 5− 5− 8− 2−
2− 9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44− 44− 57−
17− 58− 59) with

Cλ21(kλ3)25(kx)11(T) =
an(kx)11(kλ3)25

R1LaΛ
(111)

Figure 51 shows the unidirectional causal loops of terms (110) and (111).

Figure 51. Causal loops for (110) and (111).

• – Then

d6 =
b(kλ3)15
R1C1LaΛ

+
n(kλ3)16
R1C1LaΛ

−
an(kλ3)25
R1C1LaΛ

+
a(kx)13(kλ3)25 J

R1C1LaΛ
+

an(kx)11(kλ3)25
R1LaΛ

(112)

• For d7, the only term of this factor (C : Cλ21 ←→ C : Cλ21) has the causal path
(59− 63− 41− 27− 16− 15− 4− 4− 13− 20− 23− 25− 25− 38− 39− 40
−26− 5− 5− 8− 2− 2− 9− 3− 3−12− 18− 19− 21− 21− 35− 55− 43



Symmetry 2022, 14, 755 36 of 40

−44− 44− 57− 17− 58− 59) with

d7 =
−a(kλ1)12(kλ3)25

R1C1LaΛ
(113)

This term is shown in Figure 52.

Figure 52. Causal loops for d7.

• For d8, the only term of this factor (C : Cλ21 ←→ C : Cλ21) has the causal path
(59− 63− 41− 27− 16− 15− 4− 4− 13− 20− 23− 25− 25− 38− 56− 46
−47− 47− 52− 53− 54− 48− 26− 5− 5− 8− 2− 2− 9− 3− 3− 12− 18−
19− 21− 21− 35− 55− 43− 44− 57− 17− 58− 59) with

d8 =
−a(kλ2)14(kλ3)25

R1C1LaΛ
(114)

and it is illustrated in Figure 53.

Figure 53. Causal loops for d8.

• For d9, the only term of this factor (C : Cλ21 ←→ C : Cλ21) has the causal path
(59− 63− 41− 27− 16− 15− 4− 4− 13− 20− 23− 25− 25− 38− 56− 46
−47− 47− 52− 66− 61− 62− 67− 68− 69− 48− 26− 5− 5− 8− 2− 2−
9− 3− 3− 12− 18− 19− 21− 21− 35− 55− 43− 44− 57− 17− 58− 59) with

d9 =
−a(kλ3)16(kλ3)25

R1C1LaΛ
(115)

which is shown in Figure 54.
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Figure 54. Causal loops for d9.

The determination of the gains for the location of the eigenvalues at −1 is given in
Table 8.

Table 8. Gains for the acceleration tracking controller with eigenvalues at −1.

(kx)11 = 56.8 (kx)12= 197.91 (kx)13= 13.454 (kλ1)11= 1.0951 (kλ1)12 = −14.4
(kλ2)13 = 0.30222 (kλ2)14= −3.6 (kλ3)15= 0.045087 (kλ3)16 = −0.4 (kλ3)25 = 0.001

The acceleration signals for current and torque in this tracking control are

r1(t) = 0.002 + 0.15 ∗ t + 0.05 ∗ t2

r2(t) = 0.5 + 0.12 ∗ t + 0.2 ∗ t2

The dynamic behavior of the system outputs is shown in Figure 55. In this case, the
convergence to the reference signals is relatively slow.

(A) (B)
Figure 55. System outputs with an acceleration tracking control with all eigenvalues at −1: (A) Input
r1 and output y1; (B) Input r2 and output y2.

For a faster response of the control, the location of the eigenvalues at −10 is proposed
where Table 9 gives the values of the feedback gains and Figure 56 gives the performance
of the outputs.

Table 9. Gains for the acceleration tracking controller with eigenvalues at −1.

(kx)11 = −105.2 (kx)12= 95.530 (kx)13= 60.737 (kλ1)11= 35.145 (kλ1)12 = −144
(kλ2)13 = 448.46 (kλ2)14= −360 (kλ3)15= 4039.8 (kλ3)16 = −400 (kλ3)25 = 1000
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(A) (B)

Figure 56. System outputs with an acceleration tracking control with all eigenvalues at −10: (A)
Input r1 and output y1; (B) Input r2 and output y2.

Regarding control with acceleration tracking inputs for current and angular velocity
whose responses are shown in Figures 55 and 56, it can be seen that the successful design
of a bond graph of the closed loop system has been achieved. Due to the fact that general
tracking inputs must be polynomial, different inputs can be proposed to know different
performances of the system outputs. In addition, the controller designs in the bond graph
for the step, ramp, and acceleration inputs differ in the increase of the storage elements that
determine the additional state variables and the corresponding feedback gains.

Note that the proposed procedure is an interesting tool when an LTI system is modeled
by a bond graph; then, the closed loop tracking system in a bond graph approach can be
obtained in a direct way. This paper gives the possibility of having a closed loop tracking
system of a real system and building the tracking system and the feedback gains with
external elements to the system, and we can validate the method and models of this paper.

7. Conclusions

The extension of modeling of physical systems to their tracking control in a bond graph
has been presented. An additional bond graph containing additional state variables and the
feedback gains determine the proposed controller. The advantages of this approach are that
it does not require the mathematical model of the system and it can control systems with
different energy domains. In addition, linearly independent and dependent state variables
are considered. Therefore, modeling and control symmetries between the bond graph and
state space approaches have been established. A DC motor fed with an electrical network
and with a mechanical load represents the case study in this paper. First, a tracking control
with step signals is designed. From this controller, additional elements are introduced to
track ramp type signals. Finally, this controller for acceleration signals is extended. In order
to verify the effectiveness of the controllers simulation, results have been shown.
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Appendix A. Causal Paths

In this section, the definition and classification of the zero-causal paths [32] are described.
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The classification of zero-order causal paths follows from the research work carried
out by Van Dijk and Breedveld [32].

Definitions
Causal path is a sequence of causal bonds between two vertices of the bond graph. The

causal strokes must be attached to each bond at the “same relative position”.
Causal cycle is a closed causal path.
Topological loop is a signal (flow or effort) loop associated with a causal cycle.
Causal mesh is a closed causal path, which usually ends in a port of an element, and it

has to contain an odd number of gyrators.
A causal cycle is an essential causal cycle if:

1. There is a closed path along a simple junction structure. If more conservation princi-
ples than just power conservation are applicable, then the bond graph must represent
them explicitly.

2. There is a closed causal path along a weighted junction structure, and the loop gain
associated with this causal cycle is not equal to 1.

In all other cases, the causal cycle is not essential.
Zero-order causal path is a causal path with topological loops whose variables are related

to themselves by means of algebraic assignments [32].
The following classification of zero-order causal can be described [32],
Class 1 zero-order causal path: causal path is between a storage element (or port) with a

derivative and a storage element (port) with integral causality (Figure A1a).
Class 2 zero-order causal path: causal path is between elements (ports) whose constitutive

relations are algebraic (algebraic loop) (Figure A1b).

Figure A1. Bond graphs with (a) class 1 and (b) class 2 zero-order causal paths.

Class 3 zero-order causal path: the closed causal path is an essential causal cycle
(Figure A2a).

Class 4 zero-order causal path: causal cycle is not essential. The loop gain of the topologi-
cal loops is always +1 (Figure A2b).

Class 5 zero-order causal path: the closed causal path is a causal mesh (Figure A2c).

Figure A2. Bond graphs with (a) class 3, (b) class 4, and (c) class 5 zero-order causal paths.
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