Position Prediction in Space System for Vehicles Using Artificial Intelligence
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Abstract: This paper deals with the prediction of the future location of vehicles, which is attracting attention in the era of the fourth industrial revolution and is required in various fields, such as autonomous vehicles and smart city traffic management systems. Currently, vehicle traffic prediction models and accident prediction models are being tested in various places, and considerable progress is being made. However, there are always errors in positioning when using wireless sensors due to various variables, such as the appearance of various substances (water, metal) that occur in the space where radio waves exist. There have been various attempts to reduce the positioning error in such an Internet of Things environment, but there is no definitive method with confirmed performance. Of course, location prediction is also not accurate. In particular, since a vehicle moves rapidly in space, it is increasingly affected by changes in the environment. Firstly, it was necessary to develop a spatial positioning algorithm that can improve the positioning accuracy. Secondly, for the data generated by the positioning algorithm, a machine learning method suitable for position prediction was developed. Based on the above two developed algorithms, through experiments, we found a means to reduce the error of positioning through radio waves and to increase the accuracy of positioning. We started with the idea of changing the positioning space itself from a three-dimensional space into a two-dimensional one. With changes in the time and space of radio wave measurement, the location was measured by transforming the spatial dimension to cope with environmental changes. This is a technology that predicts a location through machine learning on time series data using a direction angle classification technique. An experiment was conducted to verify the performance of the proposed technology. As a result, the accuracy of positioning was improved, and the accuracy of location prediction increased in proportion to the learning time. It was possible to confirm the prediction accuracy increase of up to 80% with changes. Considering that the accuracy result for location prediction presented by other researchers is 70%, through this study, the result was improved by 10% compared to the existing vehicle location prediction accuracy. In conclusion, this paper presents a positioning algorithm and machine learning methodology for vehicle positioning.
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1. Introduction

As we enter the era of the fourth industrial revolution, various fields related to automobiles, such as autonomous vehicles and smart city traffic management systems, require technology to predict the future location of vehicles. Now, anyone can easily obtain the current location of a vehicle in real time through a GPS (global positioning system). Currently, vehicle traffic prediction models and accident prediction models are being tested in various
places, and significant progress has been made. However, there are still few systems that have been proven effective in predicting the future location of a vehicle, and few algorithms that have been validated when managing the location prediction of the vehicle itself from a third-party perspective. To solve this problem, we propose a location determination algorithm to improve the location accuracy and a machine learning method specialized for location data. The proposed method involves the selection of an optimal reference point that can maximize the positioning accuracy, useful for building a location prediction system for a vehicle, and a dimensional transformation location that is adaptive to changes in the environment of radio waves to predict the distance between the selected reference point and a location tracking terminal. It is a measurement method. The proposed algorithm is an algorithm that uses machine learning to output the predicted position of the vehicle in the future by using the past positioning data for the vehicle on the road as the learning data. This algorithm is based on the idea of transforming a three-dimensional space itself into two dimensions. Therefore, in this paper, with changes in the time and space of radio wave measurement, we develop a technology to measure the position by transforming the spatial dimension; this method can cope with environmental changes and predict the position through machine learning. The proposed algorithm is a new location prediction algorithm that has not been previously proposed. To verify the proposed algorithm, we check whether the positioning algorithm and the machine learning methodology for location prediction are accurately designed through experiments. As an experimental method for verification, a beacon is attached to a vehicle-type toy and placed on the grid map and toy rail, and location data are collected using the toy’s Bluetooth signal. Machine learning is used to predict the future position of a vehicle-shaped toy, and it seeks to validate the accuracy of the algorithm by showing how accurately the prediction was made.

2. Related Works

In general, a vehicle can be equipped with various positioning terminals. A representative one is the lane determination system, and it uses a wireless communication channel composed of DGPS (differential global positioning system) receivers to display the real-time vehicle position and position at the lane level through a lane matching algorithm [1]. In addition, even in the case of an intelligent transportation system that manages traffic by locating the relative positions between vehicles, it is necessary to know the latest location data of the surrounding vehicles. A vehicle location algorithm is used to determine the location of the vehicles [2]. With a stable power supply, a communication terminal can be mounted, and hence various types of positioning devices can be installed. A positioning terminal [3] has an RF low-signal transmitter, which accommodates up to 32 channels, with a time division multiplexing technique for vehicle location search, and contains more than 1500 synchronized units for unidirectional data transmission in order to report the location with multiplexing slots for time series data. It is used to collect and display data used for locating the position. In the case of a robot operated underwater rather than on the ground, the position information of the robot is acquired based on the distance of the robot, which emits a signal for positioning, and it receives the signal. However, due to the attenuation and distortion of the radio wave signal in the water, it is impossible to locate the position normally underwater, and the characteristic value of the physical position on the Earth is mainly used [4]. Of course, this technique seeks to minimize the position error by additionally capturing the trajectory of the position measurement values for the radio waves between one another for positioning in reality. However, there is a drawback: positioning can be performed only when a special terminal is installed or stable power can be supplied at all times. We believe that a suitable solution would be to determine the location without a special power supply and predict the location using the location data. Most of the outdoor positioning systems, in which existing vehicles rely on GPS, essentially have an error range of 10 m or more [5]. Nowadays, in addition to GPS, the most widely used location positioning technology is a location positioning system using WIFI or BEACON using trigonometry in the IEEE 802.15.4 wireless personal area network (PAN)
environment. It uses RSS (received signal strength). However, the RSS-based positioning technology brings more positioning errors due to battery problems, water or metal existing in the surrounding environment and the influence of various radio waves. Therefore, in this paper, in order to establish a position prediction system for a vehicle, a technique for selecting an optimal reference point that can maximize the positioning accuracy, and a dimensional transformation that is adaptive to changes in the environment of radio waves to predict the distance between the selected reference point and the location tracking terminal, we propose a positioning technique. First of all, in positioning, it is very important to ensure that the error range does not exceed the reference point for the identification of the position and hence does not limit the positioning accuracy. Therefore, in order to build a position prediction system for a vehicle, it is first necessary to develop a positioning algorithm that can accurately find the position of a target vehicle in three-dimensional space. We then convert the 3D object position on a wireless PAN into a 2D one to train the prediction of the object position [5]. As a location positioning method using PAN, this method focuses on an RF-based system using trigonometry, and uses RSS as a unit of signal measurement. Issues that may arise in such a system include the method of selecting three optimal reference APs for applying trigonometry when three or more APs exist around the terminal, and predicting the distance between the selected three reference APs and the terminal. In particular, if the three reference APs are incorrectly selected, the location accuracy of the terminal predicted based on this also deteriorates. Therefore, the optimal AP selection is one of the most basic factors for improving the location positioning accuracy. The current commercial positioning algorithm using general radio waves has an inevitable error in three-dimensional space. The Doppler equation is useful when the wave velocity is much larger than the relative velocity of the wave source and the observer, when the wave source and the observer are very slow compared to the velocity of the radio wave or when the distance between the wave source and the observer is very large compared to the wavelength. If this is not the case, the Doppler equations contain a number of errors in positioning. In order to predict the distance between the terminal and the AP when a reference AP is given, there are various path loss models generally having the following equation [5]. However, when using such a path loss model, which changes the parameter values according to time and space, predicting the distance between the terminal and the AP reduces the positioning accuracy. In particular, expressing the value existing in the three-dimensional space in a two-dimensional formula inevitably involves errors. Therefore, a two-dimensional position prediction technique that can adaptably cope with environmental changes, even if the three-dimensional propagation measurement time and space change, is required for the positioning crisis method. In order to create a location prediction system using machine learning, it is necessary to propose a method to improve the position accuracy of the positioning algorithm currently being used and to develop an application algorithm for machine learning that can convert the position data into a more accurate prediction value. Our algorithm converts the location-determining object position in the 3D space into 2D, which is used to predict the object position in 3D, which best matches the original object position in 3D. In order to derive the prediction value of a mobile radio medium based on a wireless sensor network (WSN), machine learning has already been applied [6]. In the case of a system to predict the future path of the surrounding vehicle using deep learning technology such as RNN or CNN when generating location prediction data, there is a prediction model that operates in real time by recognizing the surrounding vehicles using sensors in the road environment and inputting their past paths [7]. This deep learning technique learns the model using various data, so it can show good prediction performance in various environments, and has the advantage of being simple to apply or design. Among them, the RNN method is widely used in the field of analyzing sequential data, such as in speech recognition, translation, word completion, etc. Therefore, a method has been proposed that obtains the location information of surrounding vehicles through sensor processing, and predicts how they will change in the future using RNN. For this, the authors input the velocity and yaw rate of
the vehicle, camera image and the location and speed of the surrounding vehicle into an LSTM, which is a structure of RNN, and trained the LSTM to predict the future state of this information [7]. In the railway network, a radio frequency identification (RFID) technology using the location of the intersection of the vehicle switch and the railway network was used [8]. System geometry, range and azimuth information were used when estimating a target using a GPS (global positioning system) and locating the target in space using azimuth. Both synthetic and real radar data were used [9]. LiDAR positioning, one of the positioning methods, is a method based on artificial landmarks that is widely used in the warehouse logistics industry. Moreover, the existing LiDAR positioning method based on artificial landmarks mainly relies on the three-point positioning method, and its performance falls short [10]. Although structured roads are places where there are many interactions between vehicles, it is difficult to perform prediction using vehicle interactions because of the high uncertainty of movement. Thus, the future behavior of a vehicle is predicted by a subnetwork consisting of fully connected layers. Therefore, time series data can have the most reliability in predicting the future location of a vehicle [11]. Satellite navigation is useful for planning and tracking travel. The vehicle’s destination can be predicted using the time series data of the vehicle to which it has access. Where possible, it could be used for the early warning of potential hazards, bypassing routes to avoid traffic congestion and optimizing fuel consumption for hybrid vehicles. The most efficient prediction of the vehicle’s future location is based on the vehicle’s travel history [12]. Dimension reduction sparse reconstruction (DRSR) is mainly used for the problem of movement direction in two dimensions after transforming the dimension of space into two dimensions, and the method of spatial spectral reconstruction (SSRSD) is used. By using the angle decoupling method, the two-dimensional estimate is converted into two independent one-dimensional estimates, which in turn reduces the computational complexity [13]. Nowadays, the trend of the IoT environment is to achieve the convergence of artificial intelligence and sensor network. A recent trend in the research on artificial intelligence technology CNN (convolutional neural network), a method based on two-way long-term fusion [14] and wireless sensor network (WSN), is a factor for transmitting data from a mobile sensor node to a base station [15], and Smart cars generally have many sensors and microcomputers that allow the driver to obtain more information about their trip [16]. This provides an implementation of artificial intelligence for classification [17]. It is updated, managed and monitored using a wireless sensing element network [18]. Wireless sensor networks can be integrated with thousands of small nodes, which can effectively detect, communicate and calculate parameters [19]. With the evolution of 5G wireless networks, the Internet of Things has become an innovative technology that enables various functions and applications [20]. Wireless sensor networks are the cornerstone of the current Internet of Things era, have limited resources and functions, and have smaller packet sizes than other types of networks [21]. In conclusion, the method of reducing the azimuth, which is likely to move, as a vehicle position prediction method may be the most effective. The proposed method analyzes location and speed data from the past, and predicts changes in future situations comprehensively by using camera images, roads and environmental information. In other words, a position prediction method is not used based on dynamics or motion models for the vehicle itself, since there are too many data that change in real time in a dynamics model or motion model, and it is difficult to find appropriate model parameters for actual data in 3D; moreover, in a complex environment, this is complicated and difficult to implement in real time due to the high calculation demands. However, if the environment is converted into two dimensions, the problem of positioning error can be simplified. In this paper, we first convert the real 3D space into 2D space and assume that there is a location tracking terminal in 2D space. We consider the frequency generator as a sensor using a frequency generator constituting a two-dimensional positioning terminal, and we combine an algorithm for frequency data from the positioning device and an algorithm for machine learning for data derived from the positioning technology. Therefore, we utilize the position values of the sensor received from the physical sensor to convert the data into
tagged data; finally, we use technology to apply the converted data to the future prediction of the sensor’s possible location. After the verification of the performance of this technique, it can be concluded that the accuracy of the location prediction is reliable. The method that evaluates the accuracy of the prediction model uses both learning data and test data. The learning data are used to estimate the parameters of the prediction technique, and test data are used to evaluate accuracy. This can provide reliable indicators of how well the model predicts new data because test data are not used to determine the forecast. The method to learn and test data that is most reliable is time series cross-validation, which is used to set the standard of data based on time [22]. When time series cross-validation is performed, there are test data composed of one observation. The corresponding learning data consist of only observations that occur prior to observations that constitute the test data. When we construct a prediction, we do not use future measurements. Since reliable predictions cannot be obtained from a small amount of learning data, the time series observations at the beginning are not considered test data. Therefore, time can be considered to have a real predictive value beyond a certain point of time [23]. The data collection of WSN for existing vehicles is used to estimate the data probability for each vehicle through the Markov position prediction method and the Gauss analysis method; however, it is insufficient for the application range and vehicle network mobile crowd sensing. Therefore, it is necessary to design a reasonable node selection method [24]. In general, when a positioning technique for a positioning system is used, an additional training process is required in order to obtain a radio wave environment characteristic value using the conventional fingerprinting method of three-dimensional positioning coordinates. Accordingly, the system construction and maintenance cost increases. Thus, in this paper, wireless signal data used in positioning are matched with MAP, which is converted from 3D to 2D, and the position value of the data is used to perform machine learning. It is labeled to classify and determine data according to the characteristics of time series location data.

3. Text Data Analysis of Wireless Frequency for Positioning

Our positioning algorithm consists of the following three steps: (1) collect sensor data in a three-dimensional sensor network environment; (2) convert the collected data into two-dimensional position values; (3) extract the position prediction value by narrowing the possibility of the moveable prediction direction using the two-dimensional azimuth. Where the actual vehicle exists, it was converted into 2D to change the MAP of the sensor network. The sensor is designated as a positioning target by using the frequency generated from the wave source, and the algorithm for predicting the current position and future position of the positioning target is described. BEACON, a wave source sensor, is used to verify this method in the experiment because BEACON can play the role of a wave source in three-dimensional space when placed in a specific space as a low-power RF signal generator and can easily construct an experimental environment.

In three-dimensional space, BEACON becomes a wave source from the standpoint of the scanner (smartphone, receiver), and the scanner can act as an observer. In the three-dimensional space, the location of the wave source becomes the focus of the positioning of the object between environmental variables. The main contents of this paper are to obtain a target feature by processing data from the positioning of wave sources according to the form of positioning data, to obtain the current position through machine learning and to derive the predicted position expected in the future over time. To evaluate the accuracy of the prediction model for time series data, the data are divided into two parts: learning data and test data. The parameters are used to narrow the range of possibility for the positioning object to travel by starting from the intermediate reference point based on 360° in the two-dimensional space. The predicted values are evaluated using test data and the accuracy of prediction is determined through time series cross-validation. The vehicle sensors in the three-dimensional space play the role of a wave source, and the space is changed to two dimensions; then, the frequency of the wave circle is broadcast at a constant period, and the data collection from the wave circle is started from the middle reference
point based on 360° in the two-dimensional space through the scanner installed around the location prediction method. The three-dimensional space consists of several cubes. The present location data are labeled in a time series based on the three-dimensional space. The labeling method is a location determination algorithm using frequency, and it is a machine learning algorithm to implement a prediction model using the tagged data. This paper describes a method to transform output and stored data into more comprehensive forms and concepts as a prediction model through abstraction and generalization via machine learning for the design of a reasonable node selection method [24] by fusing the prediction model creation, training, learning and prediction evaluation parts; thus, we can predict the location more accurately through a hidden layer in the stored data. This realizes the recognition and reception step of wireless radio frequency generated from sensors, a 3D constellation value granting step, a conversion step for the two-dimension position value, a location variable inclusion step for the two-dimension position value, the step of storing the two-dimension location value in a database through data tagging, the step of capturing the location value through the machine learning and the step of storing in the database the location prediction value. We also include the location prediction value of the sensor as the current value confirmation step. The position prediction value of the accuracy is higher than the step of confirming the prediction accuracy of the position prediction value of the sensor, which is the last step in the generation of the wireless radio frequency generated from the first step involving the wave source and the recognition step, and the present position value is continuously outputted. Moreover, by repeating the process of using the value again, the machine learning is performed for a longer period of time and more location data are accumulated, which increases the accuracy of location prediction for wave sources. The wireless sensor network (WSN) is formed in 3D space in order to constitute the environment for the positioning of 3D space [6]. Generally, the environment can demonstrate the current position of the sensor through the scanner existing in the space. The three-dimensional spatial positioning of the sensor network is converted into two-dimensional space for data, and the learned data are provided, which become the actual three-dimensional position value again.

The actual coordinate values are finally compared with the prediction values of the location prediction data, and the prediction values of the future are selected to increase the accuracy of the location prediction. One cube, presented in Figures 1 and 2, was derived from a three-dimensional cube containing a vertex value from V0 to V7, which can express the location data as shown in Figure 3. V0,V1,V2,V3,V4,V5,V6,V7 can implicate data values to V0,V1,V2,V3,V6,V7. Moreover, V0,V1,V2,V3,V6,V7, similarly to Figure 3, can be transformed into four values of position data, forming a square with V0,V1,V6,V7. These are the position data of the cube containing the sensor, among the three-dimensional cubes with three coordinates of width, length and height.

\[ V = (0,1,4,5) \] and \[ V = (0,1,2,3) \] are the intersection of the horizontal axis VX and the vertical axis VY, respectively. Moreover, \( V = (0,1,2,3) \) and \( V = (0,1,5,7) \), \( V = (0,1,4,5) \) and \( V = (0,1,6) \) two-dimensional faces. The generated cubes are three-dimensional cubes with a vertex of \( V = (0,1,2,3) \) and \( V = (0,1,5,7) \), \( V = (0,1,4,5) \) and \( V = (0,1,6) \) two-dimensional faces. The generated cubes are three-dimensional configuration cubes with three coordinates of width, length and height.
The coordinate is included in one specific cube, including the location of sensor 1, sensor 2 and sensor 3 in the three-dimensional space, as shown in Figure 3. The three-dimensional cube with a vertex of $V_0,V_1,V_2,V_3,V_4,V_5,V_6,V_7$ is transformed into a two-dimensional plane value with a vertex of $V_0,V_1,V_6,V_7$.

The converted position value can be displayed as a coordinate at the intersection of the two-dimensional map, as a position value in a two-dimensional plane. The position values of $B$ in two-dimensional space $V_0,V_1,V_6,V_7$ have the position values belonging to the cube of three-dimensional space having a vertex of $V_0,V_1,V_2,V_3,V_4,V_5,V_6,V_7$, as shown in Figure 4. In the three-dimensional space, the position of the vehicle can assume the cube in which the sensor exists, not the intersection point of two dimensions, as the predicted position value. This is a dimensional transformation positioning algorithm for two-dimensional and three-dimensional positioning data for the positioning of the target. The real position value of the sensor existing in 3D is converted into 2D to generate prediction data, and it is converted into actual 3D data again; moreover, the actual positioning is performed with positioning wherein the predictable position data can be easily obtained.
Figure 3. Converting a 3D cube to a 2D value.

Figure 4. Converting location values.

As shown in Figure 5, if the position of the sensor in the current 3D space has a value of A in the 2D map, the future position of the sensor can be moved to A, B or C, and the movement path must be within the baseline of the XA, XB, XC, α1, α2, α3 set based on the reference point X. Since the reference point, the reference line and the reference path are fixed, it is changed from A to B and C, which means that the future predicted position of A can be determined as one of A, B or C. The prediction model in which the location of A is changed to A, B and C in the three-dimensional space is subordinated to the reference point X, reference line XA, XB, XC and reference path α1, α2, α3. The positional movement of A in two dimensions with an azimuth of 360° is restricted to the reference point, the reference line and the reference path, so the predicted position cannot escape. The reference point, the reference line and the reference path begin from the positioning of the initial point A. When the position of A is within the first three-dimensional space, the reference point X, reference line XA, XB, XC and reference path α1, α2, α3 are automatically calculated and combined into datasets with the tagged position value for learning. The labeled position data are stored in the database automatically, in accordance with the positioning value of the current point of time of A as a time series measurement value, along with the positioning value according to the future time. The above is the positioning algorithm for the dimension-conversion sensor position prediction system using machine learning.
4. Machine Learning Methodology

This paper presents a dimension transformation positioning algorithm and machine learning methodology. The machine learning methodology involves tagging the data obtained through the positioning algorithm and implementing the learning and prediction model based on the positioning data. Assuming that the value of C is output at the greatest frequency, as in Figure 6, the value of A at the present time is the highest probability that A will move to C over time. As time passes, based on the reference point X, the position value of A is the position value of C located between XC and α3, and the position value is most likely to change. The reset baseline XA, XB and XC values can be set as baselines for positioning, which can be used to predict positions in the future. Therefore, the data obtained are included in the range of α1, α2, α3, and exist within the range of the predicted value. The position data value that exists in this predictable range is the value that best approximates the future position value, and the actual position prediction value is outputted based on the current value of C.
As shown in Figure 6, the virtual position prediction value $C$ is always dependent on $XA$ and $XC$, and the time and frequency are dependent on the recognition cycle, so the position of $A$, derived as the current position, is inserted into the learning data, as shown in Figure 6. If the current position is $A$, if it is not $A$, if it is $B$, if it is $C$, if it is not $C$, if it is not $C$, and if it is not $C$, then it is not $C$.

The algorithm determines whether $XA$ and a proximity relationship are formed; whether the reference point $X$ forms a prediction and proximity relationship or not; whether $XB$ and a proximity relationship are formed; and whether $XC$ and a proximity relationship are formed. The virtual location, which is the reference for prediction, can be added or reduced. The current position of $A$ will have the value of future $V$ by relearning 1, 2, 3, which is a baseline that determines the possibility of setting the range of movement based on data obtained from $X$, $XA$, $XB$ and $XC$. $V$ can be used to derive the most likely prediction based on the measurement time. The value of $V$ represents the coordinates of two-dimensional $V0, V1, V6, V7$, and can be expressed as $CVX$ and $CVY$. This is converted to a position value that has a value of $V0, V1, V6, V7$ and refers to a three-dimensional cube with a vertex of $V0, V1, V2, V3, V4, V5, V6, V7$.

5. Main Equations

The forward position prediction value $V$ of the current sensor position values $A$, $B$ and $C$ is always dependent within the azimuths of $XA$, $XB$, $XC$ and $α1$, $α2$, $α3$. $S = \frac{1}{360} \times \pi r^2$

\[
V0, V1, V2, V3, V4, V5, V6, V7 = \lim_{\theta \to 0} \frac{\sin \theta}{\theta} = 1
\]  

(1)

\[
A + B + C + XA + XB + XC + α1 + α2 + α3 = \lim_{\theta \to 0} \frac{\sin \theta}{\theta} = 1
\]  

(2)

The current sensor position considers the current value of $A$, $B$ or $C$ according to whether a proximity relationship is formed with any of $XA$, $XB$ or $XC$, and whether a proximity relationship is formed with either $α1$, $α2$ or $α3$.

\[
V0, V1, V2, V3, V4, V5, V6, V7 < 2\pi r \times \frac{x}{360}
\]  

(3)

The future sensor position is determined through the pattern recognition of time series data of edge computing, and the criteria are determined according to Equations (1)–(3) above; the final future position prediction value is output as $V$. Therefore, the prediction position data are expressed as $V(XYZ)$, having a 3D coordinate azimuth. Assuming that the current position value of the sensor position $A$ is changed to the position value of $C$ after a specific time, the position prediction value of $A$ at the present time is $V(XYZ)$. In conclusion, in this paper, we convert three-dimensional space into two-dimensional space and then output the data again as the positioning value of three-dimensional space. The present proposal can calculate future predictable position data based on existing learned positioning data by labeling the derived position data according to attributes and applying a learning method suitable for the characteristics of the position data to the tagging data.

6. Implementation

To verify the position prediction algorithm using machine learning through experiments, virtual vehicle model toys, assumed as vehicles on the road, are positioned and moved in MAP indicating the position scale and RAIL above them. The Bluetooth signal from the BEACON attached to the vehicle is then collected. Next, machine learning is performed using the Bluetooth data. In this way, we predict the future location of the vehicle model toy and verify how accurately it is predicted.

The order of the experiment was assumed to be a vehicle model toy with a beacon to collect radio frequency. RF data from the vehicle were collected through a scanner installed at the experimental site. The beacon was attached to the vehicle model toys and the vehicle model toys were placed on a grid map and toy rail as shown in Figure 7. The
three points $A$, $B$ and $C$ based on the current position were used to prove the developed dimensional transformation positioning algorithm, and we set the reference point $X$ in the middle. Assuming that the first $A$-placed vehicle is at the baseline $X, A, B, C$ and $X, XA, XB$ and $XC$, which are likely to move in the future, were displayed on the map. The vehicle model toys are displayed on the base point $X$, indicating the assumptions that they will be located in three places, $A, B$ and $C$, and the home point when the vehicle model toy moves between $A$ and $B$ around the reference point $X$ is $XA$. The starting point situated where the vehicle toy moves between $B$ and $C$ is $XB$. The starting point when the vehicle toy moves between $C$ and $A$ is $XC$. The above is indicated by the word on the map. After assuming $XA, XB$ and $XC$ around the reference point $X$, the azimuthal angle of the reference line in which the vehicle model toy is likely to move is narrowed. When the home position is moved between $a3, XA$ and $XB$ to indicate the expected position value, the home position is indicated by $a2$ as a word on the map, when the home position is moved between $a1, XB$ and $XC$. The center axis of the reference point is placed on the map for all directions and points expected based on the vehicle model toys attached with beacons and the direction angle with the possibility of moving at $360^\circ$, and the position data are measured through the scale of the map. The expected position of $B$ and $C$ is assumed based on the position of the vehicle model toy $A$, and then the intermediate point between $A, B$ and $C$ is assumed as the reference point $X$, and $XA, XB$ and $XC$ home are based on $X$. $a1, a2$ and $a3$ are assumed based on $XA, XB$ and $XC$.

![Grid map and toy rail used for experiment.](image)

The vehicle model toys located at the first $A$ point can determine through positioning data how the location changes according to time based on $A, B$ and $C$. The RF from the beacon is broadcast 20 times per second, so the data scan cycle in the scanner installed within a radius of 10M is set at 0.05 s. The position data are collected based on the points of $A, B$ and $C$, and the positioning data are collected after they are automatically moved by the operation of the vehicle model toys according to time; the three vehicle models and one train repeatedly pass through the same position over time, and this is used as time series test data to evaluate the performance of learning data. The experiment is performed with a beacon and scanner, and the standard of radio frequency. In order to acquire the location data of RF in the space, we produce an application for the purpose of acquiring RF data by parsing, and through this application, we obtain Txpower, major, minor and battery status information, and obtain basic information for positioning. Figure 8 presents a screen that collects RF data for positioning broadcast using the application produced. The process of collecting datasets for machine learning is to collect data, to designate the attribute type of the data, to process the ideals issued when collecting the data and to store and replace the lost data. To acquire learning data for the prediction system, the data are processed in a time series format, and the criteria are classified into seconds, minutes and time units. Datasets for machine learning are constructed by generating metadata.
The position prediction algorithm using machine learning for vehicles seeks to derive an improved position prediction value compared to the wireless battery status information, and obtain basic information for positioning. Figure 8 presents RF data by parsing, and through this application, we obtain Txpower, major, minor and location data of RF in the space, we produce an application for the purpose of acquiring with a beacon and scanner, and the standard of radio frequency. In order to acquire the attribute type of the data, to process the ideals issued when collecting the data and to store the process of collecting datasets for machine learning is to collect data, to designate the series test data to evaluate the performance of learning data. The experiment is performed one train repeatedly pass through the same position over time, and this is used as time units. Datasets for machine learning are constructed by generating metadata. The raw data extracted using the dimensional transformation positioning algorithm are labeled on each piece of data to perform machine learning, processed in time series form through annotation work and finally compiled into a CSV-type dataset for machine learning by checking the given labeling and data quality. Figure 9 presents a dataset before processing. Since data of the same form as the input data are outputted as shown in Figure 10, the methodology of this paper is proven to be accurately implemented in the wireless sensor network. The position prediction algorithm using machine learning for vehicles seeks to derive an improved position prediction value compared to the wireless sensor network, which is achieved.

The method to select the optimal reference point to maximize the accuracy of spatial positioning and a dimensional transformation positioning method to construct spatial information adaptive to changes in the propagation environment for distance prediction between the selected reference point and the terminal have been described. Based on the dimensional transformation positioning method, the goal to implement the prediction system through machine learning was verified through experiments.
we implemented a vehicle model toy on MAP, collected location data using RF from the prediction method by improving the state space approach based on the geographic location vehicle model toy and adopted machine learning using the location data to predict the figure 10.

Figure 9. Dataset before processing.

Figure 10. Detailed dataset after machine learning.

7. Performance Evaluation

This paper describes the result of deriving the position of A in the future, V, by processing the data collected through the dimension transformation positioning algorithm, inputting the data set and narrowing the range within $360^\circ$—the maximum directional angle capable of moving two dimensions through the baselines. Generally, when positioning is performed, the method for predicting the location by predicting the path in the future through a search for the existing path is used [25]. It depends on the criteria, and the method of using the vehicle of the train, and the track interaction data or the dynamic response data of the vehicle regarding the shape of the track, is a typical example. In addition, a method for designing a GPS positioning object dynamically as a prediction model and regenerating all parameters while reducing execution time is proposed to obtain the location prediction data of a vehicle [26]. A vehicle travel time prediction algorithm based on past data and sharing has also been proposed [27]. A method for integrating and predicting vehicle location information such as digital map data and traffic knowledge by rough set theory was also presented [28]. The method [29] was also proposed to use the most likely vehicle path, direction change, vehicle speed and road network topology using the total travel distance after confirming the path between the start point and the end point using the vehicle location, direction, speed and road network information and the azimuth distance MAP using GPS. The present paper also proposes a vehicle location prediction method by improving the state space approach based on the geographic location of the surrounding vehicles by improving the intelligent traffic system and the intelligent road system mounted on the vehicle [30]. However, this paper describes a design for a reliable position prediction algorithm and machine learning methodology through dimension transformation of space in a wireless sensor network (WSN) [6], which differs from other existing methods. The experiment verifies the learning algorithm for prediction by narrowing the range of the dimensional transformation positioning algorithm and ultimately the start and final position within the azimuth of $360^\circ$ in two dimensions. In the WSN [6], we implemented a vehicle model toy on MAP, collected location data using RF from the vehicle model toy and adopted machine learning using the location data to predict the future location of the vehicle model toy, further examining the accuracy of the prediction.

As shown in the graph of Figure 11, the output dataset was outputted within approximately 50 min, whereas the learning time was determined based on 70 min compared to the input dataset as a verification result. Predictive accuracy changed from 40% to 75%, and then dropped to 43%, rose to 74%, dropped to 51% and then rose to 80% after outputting the graph. Forecast accuracy of 40%, 43%, 51% shows a gradually rising curve according to the amount of learning time and learning data. The reason for this appears to be that the amount of learning data, which is small, and the accuracy of location prediction gradually increases as the amount of learning time and learning data increases. The position prediction data using machine learning in the wireless sensor network (WSN) [6] showed a result in which the position prediction accuracy increased according to the accumulated learning time. Therefore, it can be seen that the position prediction system using the data of the sensor can achieve higher accuracy in proportion to the optimization of the positioning algorithm and the learning time. The results of this study are expressed in a frequency...
waveform graph, which displays the maximum and the minimum values at the same time according to learning time, rising slowly to a certain point, as with most other location prediction systems. In addition, it is found that the learning time, the amount of learning data and the learning algorithms have a simultaneous effect, which is also related to the ratio and quality of learning data and test data.

![Figure 11. Predictive accuracy of position prediction.](image)

8. Conclusions

When using a positioning technique, an additional training process is required in order to obtain a radio wave environment characteristic value using the conventional fingerprinting method of three-dimensional positioning coordinates.

The system construction and maintenance cost increases.

The proposed technique to solve this problem is the online RSS measurement technique. RSS measurement technique is difficult to apply in 3D real space.

We propose a position prediction system by arbitrarily replacing a three-dimensional position value with a two-dimensional position value and then applying a machine learning technique to the measured position values.

In the existing positioning method, the location is determined by targeting the three-dimensional space, which is the space where the vehicle actually exists. This method inevitably entails unavoidable errors. This study presents a method for identifying a location and deriving a predicted value by using a location positioning method that predicts the distance between a terminal and an access point using a path loss model, in which the parameter values change according to time and space, which has been proposed previously, or a method using surrounding environment variables. This is a new type of positioning algorithm. We propose a method for displaying the RSS measurement value of frequency and the positional accuracy according to the signal strength of the 2D coordinate value in proportion to time using Regression, Classification, Clustering.

This study began with the idea of changing the 3D space itself into 2D in the localization space. Even when the time and space of radio wave measurement changed, the location...
was measured by transforming the spatial dimension to cope with environmental changes. This is a technology that predicts a location through machine learning on time series data using a direction angle classification technique. The proposed location prediction algorithm is a method for expressing a position value in a three-dimensional space as a two-dimensional data value, and extracting prediction data based on this. This is a technique for obtaining a position by transforming a spatial dimension that can adaptively cope with environmental changes, even if the time and space of radio wave measurement change, and also predicting the position through machine learning. To verify the performance of the proposed algorithm through experiments, a dimensional transformation positioning algorithm and a learning algorithm that ultimately narrows the range of the starting position and the final position within a two-dimensional \(360^\circ\) direction angle were verified. We collected location data using RF, predicted the future location through machine learning using the location data and verified the accuracy of the prediction. The test data for verification are the actual location derived from the existing positioning method. The research result produced in this way provides a location prediction value with 10% improvement in accuracy compared to the conventional method.

Through this study, when the location prediction algorithm and location-specific learning algorithm were applied, the accuracy of the predicted location increased by 10% compared to a previous study, in proportion to the amount of time and learning, similarly to other quantitative data. However, it is expected that a longer period of time for learning data and a greater amount of learning are required to achieve the maximum accuracy of the position prediction system when the learning time and the size of the learning data for time series location data are at the maximum. In positioning technology, it is possible to reduce errors by changing the space and to obtain a positioning system with higher accuracy through machine learning using orientation angles.
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