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Abstract: The slotless self-bearing motor (SSBM) is a motor with its self-bearing function. The mechanical structure of the motor is six symmetrical hexagonal shapes. The main control problem for this motor is disturbance and uncertainty rejection. Therefore, this paper proposes a new disturbance observer (DOB) based on an optimal fixed-time state observer (OFTSOB) and adaptive sliding mode control (SMC) for the motor. Firstly, the optimal state observer was used to construct to obtain the information of the states of the bearing-less motor system. Second, a new disturbance observer base on the fast speed reaching law is proposed for estimating the unknown dynamics and unpredicted uncertainty of the motor system. Third, the adaptive fast-reaching law-sliding mode control is designed to control the positions and rotational speed. Fourth, the proposed control system is proved via the Lyapunov theorem. Finally, the corrections of proposed method once again tested by using MATLAB simulation. The obtained results figured out that the proposed method is good at rejection disturbance and uncertainty and precision in control the movement and rotation. The novelties of the proposed method are that the gains of fixed-time observer were met by the support of optimal pole placement method, the disturbances were mostly rejected by a new reaching law of unknown input observer.
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1. Introduction

The magnetic interaction between the electrical current and the ferrite material has been taken advantage of in order to create intelligent devices with the aim of softening the operation costs and reduce the maintenance process. There are the objects of no abrasion, no friction loss, no lubrication, and high-speed devices can be obtained easily with the active magnetic bearing (AMB) devices. The conventional theory of magnetic bearing system can be found in [1]. The modeling of AMB systems can be found in [2,3]. To obtain an AMB system, the balance force of the stator is usually controller to stabilize the rotor in the center of the rotor. In [4], the position and velocity controllers were discussed. Furthermore, the AMB is highly nonlinear with strongly effect of disturbance and uncertainty. The DOB for AMB system is highly recommended. The discussion of the DOB for AMB system can be found in [5–8]. The discussion of the AMB system with the presence of uncertainty variation can be found [9]. The development of the AMB system has been lasting until recent years with the highly advanced control techniques such as in [10–14]. This paper presents the control design for the new kind
of ABM system, which is named slotless self-bearing motor. The proposed motor can be found in [15]. Otherwise, the basic concept of SSBM can also be found in [16–19]. In [20], the supertwisting DOB was proposed for SSBM. However, the quality of the previous paper still needs to be improved. To do this task, this paper proposed a new DOB for overcoming the disadvantages of the previous paper with the aims of reducing the reaching time and chattering values.

DOB is well known as the unknown input estimation method. The compensation control value is added by the mathematical calculation. The nonlinear DOB concept can be found in [21]. The application of nonlinear DOB for overhead cranes can be found in [22]. The nonlinear DOB in [21–24] needs the condition of the first derivative is zero. However, in the real work environment, the disturbance and its frequency are unknown. The development of nonlinear DOB can be found in [25–27]. Otherwise, the DOB for a fixed disturbance format can be found in [28–30]. In fact, the format and frequency of unknown disturbances cannot be predefined. Therefore, a DOB can estimate the complicated disturbances and high frequency is a precious work. In particular, the concept of a newly opened worldwide for DOB design with the predefined reaching law is proposed in this work. Therefore, the limitation of the work from [21–30] is solved here. Because of that, this paper proposed a new DOB without this conjunction of the disturbance format and its derivation. To obtain the information for DOB, the FTSOB is designed to estimate the states of the system. The FTSOB in [31] was used to obtain the goal. To meet the gains of the state observer, the LMI method in [32] was used. After all, the estimated state was used to design the controllers. The SMC was designed to control the movements and rotation.

SMC concept can be found in [33]. The SMC consists the equivalent and switching control with the purpose of stabilize and force the system states stable and converge onto the predefined surface. This paper designed an improved of the fast convergent speed based on the SMC of [34], which is used to design the controllers for movement and rotation with the adaptive gains. The application of the fast reaching law SMC can be found in [35]. To overcome the chattering, the adaptive SMC was designed for controlling movements and operation of SSBM.

The main contributions of this study are as follows:
1. The unmeasurable and costly measured states of the SSBM such as the velocities and accelerations of movements \( \dot{x} \), \( \dot{y} \) and \( \ddot{x} \), \( \ddot{y} \) on \( x \)–, and \( y \)– axes, respectively, were easily obtained by an OFTSOB with the basic concept of homogenous stability. The acceleration of rotational operation \( \dot{\omega} \) was obtained by the fast-reaching law state observer. This is also a new type of state observer.
2. After obtained the states of the SSBM, a new disturbance observer was proposed to meet the desired goal of softening the effects of disturbance and uncertainty of SSBM system. All factors of distortion winding, thermal changing, outside effects on the rotor and stator was cancelled by a new reaching law DOB. This is a new contribution of the DOB design topics.
3. The adaptive fast reaching law (AFRL) SMC was designed to control the position and rotation of SSBM. Finally, the proposed methods were corrected via the Lyapunov condition and the verification of the correction was met by using MATLAB simulation.

This paper is divided as follows: In the second section, the mathematical model of SSBM is written together with some preliminary mathematics. Third, the proposed methods for the SSBM with the detail analysis of stability are given subsequently. Fourth, an illustrative example is given to verify the correction of the proposed theory. Finally, the conclusion together with the introduction of future research direction are given.
2. Mathematical Mode of SSBM and Preliminary Mathematics

This section is used to place the mathematical model of SSBM, preliminary mathematic of AFRL-SMC, FTSOB, and the proposed DOB.

2.1. Mathematical Model of SSBM

Herein, the mathematical model of proposed motor in [15] is slightly written. The structure of bearing-less motor system and the analysis of the disturbance and uncertainty of the motor can be referred to the previous papers [20]. The proposed bearing motor consists six hexagonal wires, a rotor with the permanent magnet block, a back yoke, a shaft. The plastic frame was used for the purpose of stator winding. The detail analysis of structure and mathematical of SSBM can be found [15]. The structure is redrawn as Figure 1 below.

![Figure 1. Structure of SSBM.](image)

In this paper, the mathematical model of SSBM is adopted from previously published paper with the torques and forces are calculated as follows:

\[
\begin{align*}
\tau &= k_{mm} k_m A \sin (f_m \cdot \psi + \theta_0 + \frac{\pi}{4}) + \Delta \tau \\
f_x &= -k_{nb} k_b i_d \sin (2 \theta_0) - i_q \cos (2 \theta_0) + \Delta f_x \\
f_y &= k_{nb} k_b i_d \cos (2 \theta_0) + i_q \sin (2 \theta_0) + \Delta f_y
\end{align*}
\]

(1)

where \( \tau \) is used to present the torque of the motor, \( f_x \) and \( f_y \) are the force on x-axis, and y-axis. \( \Delta \tau, \Delta f_x, \) and \( \Delta f_y \) are the uncertainties force axes. \( \psi \) is rotor angular, \( \theta_0 \) is angular of a-phase. \( i_q \) and \( i_d \) are the control values on x- and y-axes, respectively.

The coefficients are calculated as follows:

\[
\begin{align*}
k_m &= -3(\sqrt{3} l \rho + \frac{8(6 \cdot 3\sqrt{3})}{\pi}) l \rho + \Delta k_m \\
k_b &= -3 l \rho + \frac{12}{\pi} l \rho + \Delta k_b \\
k_{mm} &= 1 + 2 \cos (\frac{\pi}{3n}) + 2 \cos (2 \frac{\pi}{3n}) + \ldots + 2 \cos (\frac{n-1}{2} \frac{\pi}{3n}) + \Delta k_{mm} \\
k_{nb} &= 1 + 2 \cos (\frac{\pi}{3n}) + 2 \cos (4 \frac{\pi}{3n}) + \ldots + 2 \cos ((n-1) \frac{\pi}{3n}) + \Delta k_{nb}
\end{align*}
\]

(2)
where \( l_p \) and \( l_t \) are parallel and projection length. \( r \) is the radius winding. \( \Delta k_m, \Delta k_b, \Delta k_{nm} \) and \( \Delta k_{nb} \) are the uncertainties. The torque and forces are now calculated as follows:

\[
\begin{align*}
\tau &= k_{hm}k_m \Lambda_m + \Delta \tau + d_T \\
F_x &= k_{nb}k_b \Lambda_q + \Delta F_x + d_{Fx} \\
F_y &= k_{nb}k_b \Lambda_d + \Delta F_y + d_{Fy}.
\end{align*}
\]  

Equation (3) can be simplified as follows:

\[
\begin{align*}
\tau - T_I &= \dot{J} \omega \\
F_x - F_{Ix} &= m \ddot{x} \\
F_y - F_{Iy} &= m \ddot{y}.
\end{align*}
\]  

where \( F_{Ix} = \Delta F_x + d_{Fx} \), \( F_{Iy} = \Delta F_y + d_{Fy} \) are disturbances on \( x \)- and \( y \)-axes, which caused by the forces and uncertainties. \( T_I = \Delta \tau + d_T \) is torque load. \( J \) is moment of inertia, \( m \) is mass of the rotor, Equation (4) can be simply as follows:

\[
\begin{align*}
\frac{k_{hm}k_m \Lambda_m}{J} \dot{\omega} &= \tau - T_I \\
\frac{k_{nb}k_b \Lambda_q}{m} \dot{x} &= F_x - F_{Ix} \\
\frac{k_{nb}k_b \Lambda_d}{m} \dot{y} &= F_y - F_{Iy}.
\end{align*}
\]  

The disturbance and uncertainty of SSBM need to be bounded as the Assumption 1 below.

**Assumption 1.** The perturbations must be bounded as follows: \( |T_I| < \gamma_T, |F_{Ix}| < \gamma_{Fx}, \) and \( |F_{Iy}| < \gamma_{Fy}, \) where \( \gamma_T, \gamma_{Fx} \) and \( \gamma_{Fy} \) are positively constant defined.

2.2. Preliminary FTSOB

Herein, the states of movements of \( x \)- and \( y \)-axes were obtained by using the fixed-time observer in [31] with the optimal gain selection. The general bearingless motor model on movement axis is as below:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= bu + cd
\end{align*}
\]  

where \( x_1, x_2 \) are the position and velocity of movement, respectively, \( u \) is control input, and \( d \) is disturbance. By applying the FTSOB in [31], the state observer for movement axis of the motor is as below:

\[
\begin{align*}
\dot{\hat{x}}_1 &= \ddot{x}_2 + K_1 \hat{x}_1 \gamma_1 \text{sign}(\hat{x}_1) + L_1 \dot{x}_1 \gamma_1 \text{sign}(\hat{x}_1) \\
\dot{\hat{x}}_2 &= bu + cd + K_2 \hat{x}_1 \gamma_2 \text{sign}(\hat{x}_1) + L_2 \dot{x}_1 \gamma_2 \text{sign}(\hat{x}_1)
\end{align*}
\]  

where \( \gamma_1 = \gamma, \gamma_2 = 2\gamma_1(2-1), \gamma_1 > 0, \gamma_2 = 2\gamma_1(2-1), K_1 \) and \( K_2 \) are positively defined. \( \gamma_1 = \gamma, \gamma_2 = (1 - \sigma_1), \sigma_1 > 0, \gamma_2 = 2\gamma_1(2-1), \delta_1 = \delta, \delta \in (1,1+\rho), \rho > 0 \) and small enough, \( \delta_2 = 2\delta(2-1) \) and
\( K_1, K_2, L_1, L_2 \) are selected such that \( K = \begin{bmatrix} -K_1 & 1 \\ -K_2 & 0 \end{bmatrix} \) and \( L = \begin{bmatrix} -L_1 & 1 \\ -L_2 & 0 \end{bmatrix} \) are Hurwitz. Subtracting Equation (6) for Equation (7) yields

\[
\begin{align*}
\dot{\bar{x}}_1 &= \bar{x}_2 - K_1 \bar{x}_1 \|^{T} \text{sign}(\bar{x}_1) - L_1 \bar{\bar{x}}_1 \|^{T} \text{sign}(-\bar{x}_1) \\
\dot{\bar{x}}_2 &= -K_2 \bar{x}_1 \|^{T} \text{sign}(\bar{x}_1) - L_2 \bar{x}_1 \|^{T} \text{sign}(-\bar{x}_1).
\end{align*}
\]

(8)

Remark 1. Similar to the calculation of SMC, the \( \dot{\bar{x}} \) is considered equal zero to design the state observer gains.

The stability of the FTSOB is proof in [31] and rewritten as follows:

Theorem 1. The errors \( \bar{x}_1 \) and \( \bar{x}_2 \) converges to origin in predefined time

\[
T_{\text{max} \sum} \leq \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(Q)} + \frac{\lambda_{\text{max}}(P_1)}{\lambda_{\text{min}}(Q_1)} \leq 1 - \frac{1}{b}
\]

(9)

where \( \mu = 1 - \gamma \), where \( P_1 \) and \( Q_1 \) are satisfied.

\[
\begin{cases}
P_K + K^T P = -Q \\
P_L + L^T P_1 = -Q_1
\end{cases}
\]

(10)

First, consider the term of

\[
\begin{align*}
\dot{\bar{x}}_1 &= \bar{x}_2 - K_1 \bar{x}_1 \|^{T} \text{sign}(\bar{x}_1) \\
\dot{\bar{x}}_2 &= -K_2 \bar{x}_1 \|^{T} \text{sign}(\bar{x}_1).
\end{align*}
\]

(11)

The matrix \( K \) is Hurwitz leads to \( \dot{\bar{x}} = K \bar{x} \) is asymptotically stale. The Lyapunov candidate is selected as \( V(\bar{x}) = \bar{x}^T P \bar{x} \), we have

\[
\dot{V}(\bar{\phi}) = \dot{\bar{\phi}}^T P \bar{\phi} + \bar{\phi}^T \bar{P} \bar{\phi}
\]

\[
\begin{align*}
&= \bar{x}^T (K^T P + PK \bar{x}) \\
&= -\bar{x}^T Q \bar{x} \\
&< 0
\end{align*}
\]

(12)

with \( \phi = [x_1^{\frac{1}{r_1}}, x_2^{\frac{1}{r_2}}, ..., x_m^{\frac{1}{r_m}}] \), \( \bar{\phi} = \phi^T P \phi \), The condition of \( \dot{V}(\bar{x}) < 0 \) also leads \( V(\phi) < 0 \). The \( V(\phi) \) is homogeneous of degree \( l = 1 + m > 0 \) if \( \gamma \) is suitably chosen.

With \( m = \gamma - 1 \), \( 1 + m < 0 \), \( V(\phi) \leq \lambda_{\text{max}}(P) \| \bar{\phi} \|^2 \), \( \dot{V}(\phi) \leq -\lambda_{\text{min}}(Q) \| \bar{\phi} \|^2 \). We have

\[
\dot{V}(\phi) \leq -\frac{\lambda_{\text{min}}(Q)}{\lambda_{\text{max}}(P)} V^{1 + m}(\phi).
\]

(13)

Integrating both sides of Equation (13) yields

\[
\frac{V(\phi)}{V(0)} \leq -\frac{\lambda_{\text{min}}(Q)}{\lambda_{\text{max}}(P)} \int_{0}^{T_{\text{max}}} dt
\]

(14)

or
\[
\frac{1}{m} V^m(f(0)) \geq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} T_{\max}
\]

or

\[
T_{\max} \leq \frac{\lambda_{\max}(P)}{m \lambda_{\min}(Q)} \frac{1}{V^1 (f(0))}
\]

\[
\leq \frac{\lambda_{\max}(P)}{m \lambda_{\min}(Q)} \frac{1}{V^1 (f(0))}
\]

When the second term is activated yields

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
-x_2 - L_1 & \delta_1 \\
-L_2 & \delta_2
\end{bmatrix} \begin{bmatrix}
\text{sign}(x_1) \\
\text{sign}(x_1)
\end{bmatrix}.
\]

Equation (17) is homogeneous with degree of \( m = \delta - 1 > 0 \). The Lyapunov of Equation (17) should be \( V(q) = q^T \Lambda q \) with \( q = [x^1/s_1, x^2/s_2, \ldots, x^n/s_n]^T \). Therefore,

\[
\dot{V}(q) \leq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V^1(q).
\]

Equation (18) can be written by

\[
\frac{dV(q)}{dt} \leq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V^1(q)
\]

or

\[
\int_{V(q(0))}^{V(q(x(t)))} \frac{dV(q)}{V^1(q)} \leq \frac{T_{\max} \lambda_{\min}(Q)}{\lambda_{\max}(P)}.
\]

Equation (21) can be

\[
\frac{V^{1-\delta(q)}}{1-\delta} \leq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} T_{\max}^2
\]

or

\[
T_{\max}^2 \leq \frac{\lambda_{\max}(P)}{\lambda_{\min}(Q)} \frac{1}{\delta - 1}
\]

When the FTSOB in Equation (8) is designed for estimating the states of SSBM system, the convergent time is calculated by Equation (9). The observer gains in Equations (11) and (17) were obtained by using the LMI method. The analysis of LMI can be found in [32]. This section briefly presents the concept of LMI as below. First, the system

\[
\dot{x} = Ax
\]

is considered. \( A \) is an approximated matrix of the system, \( x \) is the system state. The eigenvalues of Equation (23) are located in the LMI region if there is existed a matrix \( Q > 0 \) and \( Q^T = Q \) satisfies
\[ A^T Q + QA < 0 \]  \hspace{2cm} (24)

and the area of poles is selected as the vertical area, which is represented as follows:

\[ V = \{ \zeta \in \mathbb{C} : f_\zeta (\zeta) < 0 \} \]  \hspace{2cm} (25)

where

\[ f_\zeta (\zeta) = a_1 + \nu a_2 + \bar{\nu} a_2 \]  \hspace{2cm} (26)

In order to obtain the eigenvalues of (23) located in the V area, the eigenvalues of A need to be located in \(-a_2 < \text{eig}(A) < -a_1\), which is satisfied

\[
\begin{cases}
    A^T Q + QA + 2a_1Q < 0 \\
    A^T Q + QA + 2a_2Q > 0
\end{cases}
\]  \hspace{2cm} (27)

In [31] the FTSOB in Equations (11) and (17) can be stably archived if

\[
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2
\end{bmatrix} = \begin{bmatrix}
    -K_1 & 1 \\
    -K_2 & 0
\end{bmatrix} \begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix}
\]  \hspace{2cm} (28)

and

\[
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2
\end{bmatrix} = \begin{bmatrix}
    -L_1 & 1 \\
    -L_2 & 0
\end{bmatrix} \begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix}
\]  \hspace{2cm} (29)

are stable. The gains of Equations (28) and (29) are select by the same method. The LMI is used to look for the gain of Equation (29) is as follows:

\[
\begin{bmatrix}
    \dot{x}_1 \\
    \dot{x}_2
\end{bmatrix} = \begin{bmatrix}
    0 & 1 \\
    0 & 0
\end{bmatrix} \begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix} + \begin{bmatrix}
    L_1 & 0 \\
    L_2 & 0
\end{bmatrix} \begin{bmatrix}
    \hat{x}_1 \\
    \hat{x}_2
\end{bmatrix}.
\]  \hspace{2cm} (30)

**Remark 2.** The observer gain should be \( L = \begin{bmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{bmatrix} \times \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} = L_o C \).

By applying the Lemma 2 and Remark 2 to solve Equation (33) yields

\[
\begin{cases}
    (A - L_o C)^T Q + Q(A - L_o C) + 2a_1Q < 0 \\
    (A - L_o C)^T Q + Q(A - L_o C) + 2a_2Q > 0
\end{cases}
\]  \hspace{2cm} (31)

where

\[ L_o = -Q^{-1} M \]  \hspace{2cm} (32)

\[ L = L_o C = \begin{bmatrix} L_1 & 0 \\ L_2 & 0 \end{bmatrix} \]

where

**2.3. Proposed DOB**

This paper proposed a new disturbance observer such as follows:
\[
\dot{d} = \frac{1}{c}(bu + cd + K_2|\dot{x}_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu)
\]

\[
k_{0d}\left[\frac{1}{c}(bu + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu) - \text{sat}\left[\frac{1}{\xi_d}(\frac{1}{c}(bu + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu))\right]\right]
\]

\[
k_{2d}\left[\frac{1}{c}(bu + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu) + \text{sat}\left[\frac{1}{\xi_d}(\frac{1}{c}(bu + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu))\right]\right]
\]

\[
(33)
\]

Taking derivative for both sides of Equation (33) yields

\[
\dot{\hat{d}} = \dot{\hat{d}} + k_1\left[\text{sat}\left(\frac{\dot{d}}{\xi_d}\right) + k_2\left|\text{sat}\left(\frac{\dot{d}}{\xi_d}\right)\right|\right]
\]

\[
(34)
\]

where

\[
\frac{1}{c}(bu + cd + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu)
\]

\[
= \frac{1}{c}(\dot{x}_2 + cd - \dot{x}_2)
\]

\[
= \hat{d}
\]

and

\[
\frac{1}{c}(bu + K_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) + L_2|x_1 - \dot{x}_c|^2 \text{sign}(x_1 - \dot{x}_c) - bu)
\]

\[
= \frac{1}{c}(\dot{x}_2 - cd + cd - \dot{x}_2)
\]

\[
= \hat{d}
\]

where \(d - \hat{d} = \tilde{d}\). Using the \(\tilde{d}\) to subtract for both sides of Equation (34) yields

\[
\dot{\tilde{d}} = -k_{1d}\left[\text{sat}\left(\frac{\tilde{d}}{\xi_d}\right) - k_{2d}\left|\text{sat}\left(\frac{\tilde{d}}{\xi_d}\right)\right|\right]
\]

\[
(37)
\]

The stability of DOB is obtained via the Lyapunov-based condition as follows:

\[
V(\tilde{d}) = 0.5\tilde{d}^2
\]

\[
(38)
\]

**Remark 3.** The stability of the proposed DOB is based on the fast reaching law in [34]. The convergence speed of proposed DOB is defined as follows:

Taking the first derivative for both sides of Equation (38) yields

\[
\dot{V}(\tilde{d}) = \ddot{\tilde{d}}
\]

\[
= \ddot{\tilde{d}}(k_{1d}\left|\text{sat}\left(\frac{\tilde{d}}{\xi_d}\right) - k_{2d}\left|\text{sat}\left(\frac{\tilde{d}}{\xi_d}\right)\right|\right|\right)\]

\[
\leq 0
\]

This completes the proof of stability of DOB. □
2.4. Adaptive Fast Reaching Law SMC

The proposed reaching law of SMC is as follows:

\[ \dot{s} = (-k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) . \]  \hspace{1cm} (40)

The Lyapunov for SMC can be selected as \( V(s) = 0.5s^2 \). Then

\[ \dot{V}(s) = s \dot{s} = \dot{s}(-k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) . \]  \hspace{1cm} (41)

Case 1.

Equation (41) is then became

\[ \dot{V}(s) = s(-k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) . \]  \hspace{1cm} (42)

As shown in [34], the settling time is calculated as

\[ T_{\text{max}} = \frac{\ln(1 - \frac{\tau_s}{\tau_s}) - \ln(1 - \frac{\tau_{s(0)}}{\tau_s})}{k_{1s} \ln(\tau_s)} + \frac{1}{k_{1s} (1 - \epsilon_s)} . \]  \hspace{1cm} (43)

\[ |\dot{s}| > \xi_s . \]

Case 2.

Equation (41) is then became

\[ \dot{V}(s) = s(-k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) . \]  \hspace{1cm} (44)

By integrating both sides of Equation (44) from initial condition to convergent time yields

\[ \int_{T(s(0))}^{T(s(\infty))} dV(s) = \int_{0}^{T_{\text{max}}} \epsilon_s (-k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) dt \]  \hspace{1cm} (45)

or

\[ T_{\text{max}} = \frac{V(s(0))}{\epsilon_s (k_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) + k_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s}))} . \]  \hspace{1cm} (46)

Remark 4. The setting time for DOB can be found in Equations (43) or (46) depends on the initial of initial disturbance error.

The proposed adaptive SMC is as follows:

\[ \dot{s} = (\hat{k}_{1s} \left\| s \right\| \text{sat}(\frac{\xi}{\xi_s}) - \hat{k}_{2s} \left\| \dot{s} \right\| \text{sat}(\frac{\xi}{\xi_s})) \]  \hspace{1cm} (47)

where

\[ \begin{cases} \hat{k}_{1s} = k_{01s} \left\| s \right\| \\ \hat{k}_{2s} = k_{02s} \left\| s \right\| \end{cases} \]  \hspace{1cm} (48)
The expected gains of SMC are $\bar{K}_{1s}$ and $\bar{K}_{2s}$. The derivative error gains is

$$\begin{align*}
\dot{e}_{1s} &= -k_{01s} |\dot{e}_{1s}| \\
\dot{e}_{2s} &= -k_{02s} |\dot{e}_{2s}|
\end{align*}$$

(49)

The proposed method for SSBM system is shown below.

3. Proposed Approach

3.1. The State Observer for SSBM

3.1.1. SOB of $\omega$-Axis

This paper used the fast reaching law to design the state observer for speed coordinate

$$\dot{\omega} = \frac{k_{hm} k_{m} A_m}{J} \omega + \frac{T_I}{J} + K_{01}\omega \left| \dot{\omega} \right| \text{sat}(\frac{\dot{\omega}}{\epsilon_{01}}) + K_{02}\omega \left| \dot{\omega} \right| \text{sat}(\frac{\dot{\omega}}{\epsilon_{02}})$$

(50)

where $0 < \epsilon_{01} < 1$, $K_{01} > 0$, $K_{02} > 0$, and $\tau_{0}\omega = \frac{K_{2}\omega}{K_{10}\omega}$. Using the speed equation of Equation (5) to subtract both sides of Equation (50) yields

$$\dot{\epsilon}_{0}\omega = -\frac{T_I}{J} - K_{01}\omega \left| \dot{\omega} \right| \text{sat}(\frac{\dot{\omega}}{\epsilon_{01}}) - K_{02}\omega \left| \dot{\omega} \right| \text{sat}(\frac{\dot{\omega}}{\epsilon_{02}}).$$

(51)

3.1.2. SOB of x-Axis

First, the movement on $x$-axis is represented by

$$\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{k_{mb} k_{b}}{m} - \frac{F_{ix}}{m}
\end{align*}$$

(52)

The designed SOB is

$$\begin{align*}
\dot{x}_1 &= \dot{x}_2 + K_1 \dot{x}_1 \gamma x_1 \text{sign}(x_1) + L_1 \dot{x}_1 \delta x_1 \\
\dot{x}_2 &= \frac{k_{mb} k_{b}}{m} \dot{x}_1 - \frac{F_{ix}}{m} + K_2 \dot{x}_1 \gamma x_2 \text{sign}(x_1) + L_2 \dot{x}_1 \delta x_2 \text{sign}(x_1)
\end{align*}$$

(53)

Using Equation (52) subtract to Equation (53) leads to

$$\begin{align*}
\dot{x}_1 &= \dot{x}_2 x - K_{1x} x \gamma x_1 \text{sign}(x_1) - L_{1x} x \delta x_1 \\
\dot{x}_2 &= \frac{k_{mb} k_{b}}{m} \dot{x}_1 - \frac{F_{ix}}{m} + K_{2x} x \gamma x_2 \text{sign}(x_1) - L_{2x} x \delta x_2 \text{sign}(x_1)
\end{align*}$$

(54)

$\gamma x_1 = \gamma x$, $\gamma x \in (1 - \sigma_{1x}, 1)$, $\sigma_{1x} > 0$, $\gamma x_2 = 2\gamma x_1 (2 - 1)$, $\delta x_1 = \delta x_1(1 + \rho_x)$, $\rho_x > 0$ and small enough, $\delta x_2 = 2\delta x_1 (2 - 1)$ and $K_{1x}$, $K_{2x}$, $L_{1x}$, $L_{2x}$ are selected such that $K = \begin{bmatrix} -K_{1x} & 1 \\ -K_{2x} & 0 \end{bmatrix}$ and $L_x = \begin{bmatrix} -L_{1x} & 1 \\ -L_{2x} & 0 \end{bmatrix}$ are Hurwitz. Where $A_{1x} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$. 
\[
\begin{align*}
(A_{1x} - K_{\alpha x} C_{1x})^T Q_{1x} + Q_{1x} (A_{1x} - K_{\alpha x} C_{1x}) + 2a_{1x} Q_{1x} < 0 \\
(A_{1x} - K_{\alpha x} C_{1x})^T Q_{1x} + Q_{1x} (A_{1x} - K_{\alpha x} C_{1x}) + 2a_{2x} Q_{1x} > 0
\end{align*}
\]

where

\[K_{\alpha x} = -Q^{-1}_{1x} M_{1x}\]

where \(K_{x} = K_{\alpha x} C_{1x} = \begin{bmatrix} K_{1x} & 0 \\ K_{2x} & 0 \end{bmatrix}\). The gain \(L_x\) is selected to satisfy

\[
\begin{align*}
(A_{1x} - L_{\alpha x} C_{1x})^T Q_{2x} + Q_{2x} (A_{1x} - L_{\alpha x} C_{1x}) + 2b_{1x} Q_{2x} < 0 \\
(A_{1x} - L_{\alpha x} C_{1x})^T Q_{2x} + Q_{2x} (A_{1x} - L_{\alpha x} C_{1x}) + 2b_{2x} Q_{2x} > 0
\end{align*}
\]

where

\[L_{\alpha x} = -Q^{-1}_{2x} M_{2x}\]

where

\[L_x = L_{\alpha x} C_{1x} = \begin{bmatrix} L_{1x} & 0 \\ L_{2x} & 0 \end{bmatrix}\]

3.1.3. SOB of y-Axis

First, the movement on \(y\)-axis is represented by

\[
\begin{align*}
\dot{y}_1 &= y_2 \\
\dot{y}_2 &= \frac{k_{nb} k_{pb} d}{m} F_{1y} \cdot (1 + \frac{\delta_1}{\gamma_1})
\end{align*}
\]

The designed SOB is

\[
\begin{align*}
\dot{\gamma}_1 &= \gamma_2 + K_1 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \\
\dot{\gamma}_2 &= \frac{k_{nb} k_{pb} d}{m} F_{1y} + K_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1
\end{align*}
\]

Using Equation (52) subtract to Equation (53) leads to

\[
\begin{align*}
\dot{\gamma}_1 &= \gamma_2 - K_1 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \\
\dot{\gamma}_2 &= -\frac{F_{1y}}{m} - K_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1 \gamma_2 \gamma_1
\end{align*}
\]

\[
\begin{align*}
\gamma_1 y &= \gamma_2, \quad \gamma_1, \gamma_2 \in (1 - \sigma y^1, \ 1) \quad \sigma y^1 > 0, \quad \gamma_2 = 2\gamma_1 \ 2(-1). \quad \delta_1 y = \delta, \quad \delta_2 y = 2\delta \ 2(-1), \quad \gamma_1 y = 1, \quad \gamma_2 y = 2\gamma_1 y \ 2(-1). \quad \gamma_1 y = 1, \quad \gamma_2 y = 2\gamma_1 y \ 2(-1)
\end{align*}
\]

small enough, \(\delta_2 y = 2\delta y \ 2(-1)\), and \(K_1 y, \ K_2 y, \ L_1 y, \ L_2 y\) are selected such that

\[
\begin{align*}
K_y &= \begin{bmatrix} -K_1 y & 0 \\ -K_2 y & 0 \end{bmatrix} \quad \text{and} \quad L_x = \begin{bmatrix} -L_1 y & 0 \\ -L_2 y & 0 \end{bmatrix}
\end{align*}
\]

are Hurwitz. Where \(A_y = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}\),

\[
\begin{align*}
(A_y - K_{\alpha y} C_{1y})^T Q_{1y} + Q_{1y} (A_y - K_{\alpha y} C_{1y}) + 2a_{1y} Q_{1y} < 0 \\
(A_y - K_{\alpha y} C_{1y})^T Q_{1y} + Q_{1y} (A_y - K_{\alpha y} C_{1y}) + 2a_{2y} Q_{1y} > 0
\end{align*}
\]

where
\[ K_{xy} = -Q_{1y}^{-1}M_{1y} \]  

(63)

where \( K_y = K_{xy}C_{1y} \) = \[
\begin{bmatrix}
    K_{1y} & 0 \\
    K_{2y} & 0
\end{bmatrix}
\]. The gain \( L_y \) is selected to satisfy

\[
(A_y - L_yC_{1y})^TQ_{2y} + Q_{2y}(A_y - L_yC_{1y}) + 2b_{2y}Q_{2y} < 0
\]

\[
(A_y - L_yC_{1y})^TQ_{2y} + Q_{2y}(A_y - L_yC_{1y}) + 2b_{2y}Q_{2y} > 0
\]

(64)

where

\[ L_y = -Q_{2y}^{-1}M_{2y} \]

(65)

where

\[ L_x = L_{x\alpha}C_{1x} = \[
\begin{bmatrix}
    L_{1x} & 0 \\
    L_{2x} & 0
\end{bmatrix}
\].

3.2. The DOB for SSBM System

3.2.1. DOB for Speed Coordinate

Proposed DOB for speed axis is as follows:

\[
\hat{T}_l = J\left[k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] + k_{1d\omega} |\tau_{d\omega}| \left(k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] + k_{2d\omega} \left[\tau_{d\omega} \right] \left(k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] \left[\tau_{d\omega} \right] \left(k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right].
\]

(66)

Taking derivative for both sides of Equation (66) yields

\[
\dot{\hat{T}}_l = \hat{T}_l + k_{1d\omega} |\tau_{d\omega}| \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] \left[\tau_{d\omega} \right] + k_{2d\omega} \left[\tau_{d\omega} \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] \left[\tau_{d\omega} \right] \left(k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right].
\]

(67)

Using the \( \hat{T}_l \) to subtract for both sides of Equation (67) yields

\[
\dot{\hat{T}}_l = -k_{1d\omega} |\tau_{d\omega}| \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] \left[\tau_{d\omega} \right] \left(k_{nn}k_m A_m \frac{T_l}{J} - \left(k_{nn}k_m A_m \frac{T_l}{J} + K_01\omega \right) \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right].
\]

(68)

The stability of DOB is obtain via the Lyapunov-based condition as follows:

\[ V(\hat{T}_l) = 0.5\hat{T}_l^2 \]

(69)

Taking the first derivative for both sides of Equation (38) yields

\[
\dot{V}(\hat{T}_l) = \hat{\tau}_l \ddot{\hat{T}}_l = \hat{T}_l (-k_{1d\omega} |\tau_{d\omega}| \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right] - k_{2d\omega} \left[\tau_{d\omega} \right] \left[\tau_{\omega\omega} + \frac{e_{\omega\omega}^{1\omega}}{\xi_{\omega\omega}} \right]) \leq 0
\]

(70)
3.2.2. DOB for Movement of x-Axis
The proposed DOB such as below.
\[
\dot{F}_x = \frac{1}{c} \left( \frac{k_{nb} k_{bi} q}{m} - \frac{\dot{F}_x}{m} \right) + \frac{K_2}{\alpha} \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) + L_2 \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) \\
- \frac{1}{c} \frac{K_{dx}}{m} + k_{dx} \left[ \int \left[ \frac{1}{c} \left( \frac{k_{nb} k_{bi} q}{m} + K_{dx} \right) x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) + L_{dx} \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) \right] - 1 \right]
\]
\[
sat\left[ \frac{1}{c} \left( \frac{k_{nb} k_{bi} q}{m} + K_{dx} \right)x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) + L_{dx} \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) - \frac{k_{nb} k_{bi} q}{m} \right]
\]
\[
- k_{dx} \left[ \int \left[ \frac{1}{c} \left( \frac{k_{nb} k_{bi} q}{m} + K_{dx} \right) x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) + L_{dx} \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) \right] - 1 \right]
\]
\[
sat\left[ \frac{1}{c} \left( \frac{k_{nb} k_{bi} q}{m} + K_{dx} \right)x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) + L_{dx} \left[ x_1 - \dot{x}_1 \right]^{2x} \text{sign}(x_1 - \dot{x}_1) - \frac{k_{nb} k_{bi} q}{m} \right]
\]
\[
\text{Taking derivative for both sides of Equation (71) yields}
\[
\dot{\dot{F}}_x = \dot{F}_x + k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}) + k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}).
\]
\[
\text{Using the} \ \dot{F}_x \ \text{to subtract for both sides of Equation (72) yields}
\[
\dot{\dot{F}}_x = -k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}) - k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}).
\]
\[
\text{The stability of DOB is obtained via the Lyapunov-based condition as follows:}
\[
V(\dot{F}_x) = 0.5 \dot{F}_x^2.
\]
\[
\text{Taking the first derivative for both sides of Equation (74) yields}
\[
V(\dot{F}_x) = \dot{F}_x \dot{F}_x
\]
\[
= \dot{F}_x \left[ -k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}) - k_{dx} \left[ \int \dot{F}_x \right] \text{sat}(\frac{\dot{F}_x}{\dot{F}_x}) \right].
\]
\[
\text{Taking derivative for both sides of Equation (33) yields}
\]
Using the $\dot{y}_d$ to subtract for both sides of Equation (34) yields

$$\dot{\hat{F}}_y = -k_{1y} |\tau_{dy}| \frac{\hat{F}_y}{\hat{F}_y} - k_{2y} |\tau_{dy}| \frac{F_2}{\hat{F}_y} + k_{3y} \text{sat}(\frac{\tau_{dy}}{\hat{F}_y}) + k_{4y} \text{sat}(\frac{\tau_{dy}}{\hat{F}_y}).$$  

(78)

The stability of DOB is obtain via the Lyapunov-based condition as follows:

$$V(\hat{F}_y) = 0.5 \hat{F}_y^2.$$  

(79)

Taking the first derivative for both sides of Equation (38) yields

$$\dot{V}(\hat{F}_y) = \dot{\hat{F}}_y \hat{F}_y$$

$$= \hat{F}_y (-k_{1y} |\tau_{dy}| \frac{\hat{F}_y}{\hat{F}_y} - k_{2y} |\tau_{dy}| \frac{F_2}{\hat{F}_y} + k_{3y} \text{sat}(\frac{\tau_{dy}}{\hat{F}_y}) + k_{4y} \text{sat}(\frac{\tau_{dy}}{\hat{F}_y}))$$

$$\leq 0$$

(80)

This completes the proof of proposed DOB for whole SSBM system. □

3.3. AFRL-SMC for SSBM System

3.3.1. FTSMC for Speed Axis

The surface of SMC for speed control is

$$s_\omega = e_\omega + \lambda e_\omega$$  

(81)

where $e_\omega = \omega_r - \dot{\omega}$. We have

$$\dot{s}_\omega = \dot{e}_\omega + \lambda \dot{e}_\omega.$$  

(82)

Using Equation (50) to solve Equation (82) yields

$$\dot{s}_\omega = \dot{\omega}_r - \frac{k_{nm} m_A m}{f} \left[ \dot{\hat{F}}_y + K_0 |\omega| \right] \chi_\omega \left[ \frac{e_\omega}{s_\omega} \text{sat}(\frac{e_\omega}{s_\omega}) + K_0 e_\omega \right] + \lambda e_\omega.$$  

(83)

By considering the disturbance error and $\dot{s}_\omega = 0$ yields

$$A_m = \frac{f}{k_{nm} m_A m} \left[ \dot{\omega}_r - [K_0 |\omega|] \chi_\omega \left[ \frac{e_\omega}{s_\omega} \text{sat}(\frac{e_\omega}{s_\omega}) + K_0 e_\omega \right] + \lambda e_\omega \right].$$  

(84)

The switching control is

$$A_{\text{sw}} = \frac{f}{k_{nm} m_A m} \left[ \dot{s}_\omega \text{sat}(\frac{s_\omega}{s_\omega}) + \dot{\hat{s}}_\omega \text{sat}(\frac{s_\omega}{s_\omega}) \right].$$  

(85)

The Lyapunov condition is selected by

$$V(s_\omega) = \frac{1}{2} s_\omega^2.$$  

(86)

Taking derivatives for both sides of Equation (86) yields
The adaptive law is chosen as below.

\[
\begin{align*}
\dot{k}_{1s\phi} &= k_{10s\phi} \int |s_{\phi}| \\
\dot{k}_{2s\phi} &= k_{20s\phi} \int |s_{\phi}|
\end{align*}
\] (88)

3.3.2. FTSMC for x-Axis

The surface of SMC is selected as follows:

\[
s_{\phi} = \dot{e}_{\phi} + \lambda_{\phi} \dot{e}_{\phi}.
\] (89)

Taking the derivative for Equation (88) yields

\[
\dot{s}_{\phi} = \dot{e}_{\phi} + \lambda_{\phi} \dot{e}_{\phi}.
\] (90)

where \( e_{\phi} = x_{r} - \dot{x} \). Using Equation (53) to solve Equation (90) yields

\[
\dot{s}_{\phi} = \dot{x}_{r} - m k_{ub} k_{iq} \frac{\dot{I}_{x}}{m} + 2 m K_{2} [s_{\phi}] \left( \text{sign}(e_{\phi}) - L_{2} [e_{\phi}] \right) \dot{2} \text{sign}(e_{\phi}) + \lambda_{\phi} \dot{e}_{\phi}.
\] (91)

By considering disturbance error and \( \dot{s}_{\phi} = 0 \) yields

\[
i_{eq} = \frac{m}{k_{ub} k_{b}} \dot{i}_{x} = \dot{x}_{r} - m K_{2} [e_{\phi}] \left( \text{sign}(e_{\phi}) - L_{2} [e_{\phi}] \right) \dot{2} \text{sign}(e_{\phi}) + \lambda_{\phi} \dot{e}_{\phi}.
\] (92)

The switching control is designed by

\[
i_{aw} = \frac{m}{k_{ub} k_{b}} \left( k_{1s\phi} \int |s_{\phi}| \text{sat} \left( \frac{s_{\phi}}{\tau_{s\phi}} \right) + k_{2s\phi} \int |s_{\phi}| \text{sat} \left( \frac{s_{\phi}}{\tau_{s\phi}} \right) \right).
\] (93)

The Lyapunov condition is selected by

\[
V(s_{\phi}) = \frac{1}{2} s_{\phi}^2.
\] (94)

Taking derivative for both sides of Equation (86) yields

\[
\dot{V}(s_{\phi}) = s_{\phi} \dot{s}_{\phi}
\]

\[
= -s_{\phi} \left( (k_{1s\phi} \int |s_{\phi}| \text{sat} \left( \frac{s_{\phi}}{\tau_{s\phi}} \right) + k_{2s\phi} \int |s_{\phi}| \text{sat} \left( \frac{s_{\phi}}{\tau_{s\phi}} \right) \right).
\] (95)

\[
\leq 0
\]

The adaptive law is as follows:

\[
\begin{align*}
\dot{k}_{1s\phi} &= k_{10s\phi} \int |s_{\phi}| \\
\dot{k}_{2s\phi} &= k_{20s\phi} \int |s_{\phi}|
\end{align*}
\] (96)

3.3.3. FTSMC for y-Axis

The surface of SMC is selected as follows:
\[
\dot{s}_y = \dot{e}_y + \lambda_y \dot{e}_y. \tag{97}
\]

Taking the derivative for Equation (97) yields
\[
\dot{s}_y = \ddot{e}_y + \lambda_y \ddot{e}_y. \tag{98}
\]

where \( e_y = y_r - \dot{y} \). Using Equation (60) to solve Equation (98) yields
\[
\dot{s}_y = \dot{e}_y - K_2 \left[ 2 \dot{y} \text{sign}(e_y) - L_2 \right] \ddot{y} \text{sign}(e_y) + \lambda_y \ddot{e}_y. \tag{99}
\]

By considering disturbance error and \( \dot{s}_y = 0 \) yields
\[
\dot{e}_y = \dot{e}_y - K_2 \left[ 2 \dot{y} \text{sign}(e_y) - L_2 \right] \ddot{y} \text{sign}(e_y) + \lambda_y \ddot{e}_y. \tag{100}
\]

The switching control is designed by
\[
\dot{i}_{\text{deg}} = \frac{m}{k_{ab} k_b} \dot{s}_y - K_2 \left[ 2 \dot{y} \text{sign}(e_y) - L_2 \right] \ddot{y} \text{sign}(e_y) + \lambda_y \ddot{e}_y. \tag{101}
\]

The Lyapunov condition is selected by
\[
V(s_y) = \frac{1}{2} s_y^2. \tag{102}
\]

Taking derivative for both sides of Equation (86) yields
\[
\dot{V}(s_y) = s_y \dot{s}_y = -s_y (k_{1s_y} \left[ \left| \frac{s_y}{s_y} \right| \text{sat}(\frac{s_y}{s_y}) + k_{2s_y} \left| \frac{s_y}{s_y} \right| \text{sat}(\frac{s_y}{s_y}) \right]) \geq 0. \tag{103}
\]

The adaptive law is as follows:
\[
\begin{cases}
\dot{k}_{1s_y} = k_{10s_y} \int \dot{s}_y \\
\dot{k}_{2s_y} = k_{20s_y} \int \dot{s}_y
\end{cases} \tag{104}
\]

### 3.3.4. Stability Analysis

The Lyapunov of the control system should be
\[
V(s_{\Sigma}) = \frac{1}{2} s_x^2 + \frac{1}{2} s_y^2 + \frac{1}{2} s_\omega^2 + \frac{1}{2} \dot{q}_1^2 + \frac{1}{2} \dot{q}_2^2 + \frac{1}{2} \dot{q}_3^2 + \frac{1}{2} \dot{q}_4^2 + \frac{1}{2} \dot{q}_5^2 + \frac{1}{2} \dot{q}_6^2 + \frac{1}{2} e_{\omega o} + \varphi_x \left[ P_x \dot{\varphi}_x + \varphi_x \left( T_x \dot{\varphi}_x + P_{x1} \varphi_x + \right. \right. \\
+ \varphi_y \left. \left. \left( P_y \dot{\varphi}_y + \varphi_y \left( T_y \dot{\varphi}_y + P_{y1} \varphi_y + \right. \right. \right) \right] + \frac{1}{2} k_{1s_y} \frac{s_y}{s_y} \left( s_y - k_{1s_y} \frac{s_y}{s_y} \right) + \frac{1}{2} k_{2s_y} \frac{s_y}{s_y} \left( s_y - k_{2s_y} \frac{s_y}{s_y} \right) + \frac{1}{2} k_{1s_\omega} \frac{s_\omega}{s_\omega} + \frac{1}{2} k_{2s_\omega} \frac{s_\omega}{s_\omega}. \tag{105}
\]

Taking the first derivative for Equation (105) yields
\[
\dot{V}(s_{\Sigma}) = s_x \dot{s}_x + s_y \dot{s}_y + s_\omega \dot{s}_\omega + \ddot{q}_1 \dot{q}_1 + \ddot{q}_2 \dot{q}_2 + \ddot{q}_3 \dot{q}_3 + \ddot{q}_4 \dot{q}_4 + \ddot{q}_5 \dot{q}_5 + \ddot{q}_6 \dot{q}_6 + e_{\omega o} \dot{e}_{\omega o} - \varphi_x \left[ P_x \dot{\varphi}_x \right] - \varphi_x \left[ T_x \dot{\varphi}_x + P_{x1} \varphi_x + \right. \\
\left. + \varphi_y \left( P_y \dot{\varphi}_y + \varphi_y \left( T_y \dot{\varphi}_y + P_{y1} \varphi_y + \right. \right. \right) \right] + \ddot{k}_{1s_y} \frac{s_y}{s_y} \left( s_y - k_{1s_y} \frac{s_y}{s_y} \right) + \ddot{k}_{2s_y} \frac{s_y}{s_y} \left( s_y - k_{2s_y} \frac{s_y}{s_y} \right) + \ddot{k}_{1s_\omega} \frac{s_\omega}{s_\omega} + \ddot{k}_{2s_\omega} \frac{s_\omega}{s_\omega}. \tag{106}
\]

By using Equations (51), (55–58), (62–65), (70), (75), (80), (87–88), (95–96), and (103–104) to solve Equation (106) leads to
\[ \dot{V}(s_c) < 0 \]  

(107)

This completes the proof of stability of the proposed method. □

4. An Illustrative Example

This section presents the simulation results of proposed method for SSBM system. The mass of the rotor is \( m = 0.4 \) kg, the diameter of the copper wire is 27 mm, rotor dimension \( R = 22 \) mm, \( B = 0.59 \) T, \( n = 53 \), length of the parallel edge is 8 mm and length of the serial edge is 6 mm, respectively. The control gains of the proposed controller are as follows: state observer for speed axis \( \xi_{\omega_0} = 0.95 \), \( K_{\omega_{1\omega}} > 5000 \), \( K_{\omega_{2\omega}} = 6000 \), \( \xi_{o\omega} = 0.01 \), and

\[
\tau_{b\omega} = \frac{K_{2\omega\omega}}{K_{1\omega\omega}} = 1.2. \text{ State observer for } x\text{-axis } \gamma_{1x} = \gamma_\omega = 0.85, \ gamma_{2x} = 2\gamma_{1x} - (2-1) = 0.7. \\
\delta_{1x} = \delta = 1.25, \ delta_{2x} = 2\delta_{x} - (2-1) = 1.5, \text{ and } K_{1x}, K_{2x}, L_{1x}, L_{2x} \text{ are selected such that } K_{x} = \begin{bmatrix} -233 & 1 \\ -20033 & 0 \end{bmatrix} \text{ and } L_{x} = \begin{bmatrix} -207.8 & 1 \\ -3893.7 & 0 \end{bmatrix}. \text{ State observer for } y\text{-axis } \gamma_{1y} = \gamma_\omega = 0.85, \ gamma_{2y} = 2\gamma_{1y} - (2-1) = 0.7. \ delta_{1y} = \delta = 1.25, \ delta_{2y} = 2\delta_{y} - (2-1) = 1.5, \text{ and } K_{1y}, K_{2y}, L_{1y}, L_{2y}, \text{ are selected } K_{y} = \begin{bmatrix} -233 & 1 \\ -20033 & 0 \end{bmatrix} \text{ and } L_{y} = \begin{bmatrix} -207.8 & 1 \\ -3893.7 & 0 \end{bmatrix}. \text{ The gains of DOB on speed axis } \\
\tau_{F_\omega} = 1.2, \ k_{1d\phi} = 25000000, \ k_{2d\phi} = 30000000, \ \xi_{F_\omega} = 0.01, \text{ and } \xi_{F_\omega} = 0.95. \text{ The gains of DOB on } x\text{-axis } \tau_{d_x} = 1.2, \ k_{1d_x} = 1000, \ k_{2d_x} = 1200, \ \xi_{F_x} = 0.01 \text{ and } \xi_{F_x} = 0.95. \text{ The gains of DOB on } y\text{-axis } \tau_{d_y} = 1.2, \ k_{1d_y} = 1000, \ k_{2d_y} = 1200, \ \xi_{F_y} = 0.01 \text{ and } \xi_{F_y} = 0.95. \text{ The control gains of speed axis are } \lambda_{\omega_0} = 1000, \ \tau_{\omega_0} = 1.011, \ \xi_{\omega_0} = 0.001, \ \lambda_{\omega_0} = 0.0000011, \text{ and } \\
\dot{\xi}_{\omega_0} = 0.00000011. \text{ The control gains of } x\text{-axis are } \lambda_{x} = 500, \ \tau_{x} = 1.2, \ \xi_{\delta_x} = 0.01, \ \lambda_{\delta_x} = 500, \text{ and } \lambda_{\delta_x} = 600. \text{ The control gains of } y\text{-axis are } \lambda_{y} = 500, \ \tau_{y} = 1.2, \ \xi_{\delta_y} = 0.01, \ \lambda_{\delta_y} = 500, \text{ and } \lambda_{\delta_y} = 600. \text{ The structure of control system is as Figure 2 below.}

![Figure 2. Control system of SSBM.](image-url)
As shown in Figure 2 above, the adaptive SMC was designed to control the movements on x- and y-axis and the rotational operation on speed axis, respectively. The estimated states were used to design the SMC. To obtain the states of SSBM, the fixed-time observer concept was used with the support of the pole placement technique. After obtained the information of states of SSBM, a new DOB was designed to reject the changing of inner parameter variations and outer effect on the rotor of SSBM system. The proposed method was simulated by using the MATLAB software. The performance of the proposed method is shown in Figures 3–6 below.

![Graphs showing error in movements and rotation](image)

**Figure 3.** The error of movements and rotation.

The steady states of errors of movements and rotation are ranged in $e_x(t) \in (-1.75; 1.24) \times 10^{-5}$ (mm), $e_y(t) \in (-2.0; 2.1) \times 10^{-6}$ (mm), and $e_\omega(t) \in (-2.2; 2.0)$ (V). The overshoots of movements are mostly zero and overshoot of speed control is $O_\omega < 4$ (V). Settling times of movements and speed are $T_x < 0.08$ (s), $T_y < 0.04$ (s), and $T_\omega < 0.01$ (s). The measured and referenced signals are shown in Figure 4 below.
Figure 4. Referenced and measured signals.

The referenced and measured signals have precisely tracked each other. These are used to figure out whether the proposed control method is good for controlling the movements and rotation of SSBM system. The effectiveness of the proposed SOB is shown in Figure 5 below.
Figure 5. Estimated and measured signals.

The estimated and measured signal are mostly identical. Which in Figure 5 are shown that the designed state observer is good for estimating the costly measured state of SSBM system. The effectiveness of the proposed DOB is shown in Figure 6.
Figure 6. Tested and estimated disturbances.

The imprecision of control outcomes was affected by the disturbance and uncertainty. These perturbations were mostly rejected by the proposed DOB. As shown in Figure 6, the tested disturbances were mostly compensated by the proposed DOB. To superiorly show the advance of the proposed DOB, the same DOB can be tested into the previous method of the same SSBM in paper [15]. The tested disturbances are \( F_{lx} = 0.125 \cos(15\pi t) \), \( F_{ly} = 0.075 \cos(7.5\pi t) \), and \( T_l = 0.01 \cos(5\pi t) \). The performances of the proposed method of this paper and performance of previous method in [15] are shown in Figure 7 below.
Figure 7. Tested and estimated disturbances on SSBM of this paper and previous one [15].

The tested disturbance for this work and paper [15] affected on the performances of tracking error on movements and rotation. Figure 7 shown that the proposed method in this paper is better than the previous one.

5. Conclusions

This paper proposed a new DOB for a second-order system of the SSBM system. The proposed DOB can be obtained based on the information of states of SSBM, which was provided by using an optimal FTSOB. The proposed DOB obtained the information of disturbance in the fast reaching time. Furthermore, the proposed method also solved the problem of the first derivative conjunction of the recent works. The proposed DOB is also opened the gate of the new DOB design based the inversion of system model. Final, the desired positions and speed were obtained by an adaptive fast reaching law. Which helps the outcome of state responses overcome the unwanted chattering values. The complicated disturbances were added on the control input channels and these values were mostly compensated by the proposed DOB. The settling times, overshoots, and gaps of steady-states are acceptably small. The novel disturbance and uncertainty will be rejected by a neural network estimator in the future work.
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