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Abstract: Spiker-blocker encounters are a key moment for determining the result of a volleyball rally. The characterization of such a moment using physical–statistical parameters allows us to reproduce the possible ball’s trajectory and then make calculations to set up the defense in an optimal way. In this work, we present a computational algorithm that shows the possible worst scenarios of ball trajectories for a volleyball defense, in terms of the covered area by the block and the impact time of the backcourt defense to contact the ball before it reaches the floor. The algorithm is based on the kinematic equations of motion, trigonometry, and statistical parameters of the players. We have called it the Attack-Block-Court Defense algorithm (the ABCD algorithm), since it only requires the 3D-coordinates of the attacker and the blocker, and a discretized court in a number of cells. With those data, the algorithm calculates the percentage of the covered area by the blocker and the time at which the ball impacts the court (impact time). More specifically, the structure of the algorithm consists of setting up the spiker’s and blocker’s locations at the time the spiker hits the ball, and then applying the kinematic equations to calculate the worst scenario for the team in defense. The case of a middle-hitter attack with a single block over the net is simulated, and an analysis of the space of input variables for such a case is performed. We found a strong dependence on the average impact time and the covered area on both the attack–block height’s ratio and the attack height. The standard deviation of the impact time was the variable that showed more asymmetry, respecting the input variables. An asymmetric case considering more variables with a wing spiker and three blockers is also shown, in order to illustrate the potential of the model in a more complex scenario. The results have potential applications, as a supporting tool for coaches in the design of customized defense or attack systems, in the positioning of players according to the prior knowledge of the opponent team, and in the development of replay and video-game technologies in multimedia systems.
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1. Introduction

Data science and numerical modeling in sports are powerful tools applied for sports performance, which have been widely used [1–3]; for example, in baseball [4–7] and in a particular case in volleyball [8,9]. In volleyball, this is a real fact because of data analysis resulting from plays that have occurred during games, which have been determinant in defining play strategies.

Efficacy in volleyball has been partially determined by prior knowledge regarding the opponent and the corresponding customization, which are characteristics that show
successful results when the players have reached a good visual anticipation of the attack that is based on patterns of previous action outcomes [10]. This skill and others are expected to be developed in players thanks to the coach’s experience and training. In this context, an important resource that assists coaches to make decisions is Data Volley, a computational software designed to analyze performance in volleyball, allowing for the transformation of actions performed by players during a match or training into a standard code that is statistically analyzed [11,12]. Additionally, this software has been utilized for video montages and graphical analysis to analyze the opponent team’s offense and defense before official games [13,14].

For each match, although the opponent’s strengths and weaknesses are important factors to consider, it is also fundamental to design robust strategies for offense and defense. Ideally, both of them should be at the highest level of effectiveness if it is required to have a winning team. Offense and defense are complementary and are divided by a thin line, because when an attack is conducted, the objective is to prevent the opponent from getting the point, which is a type of defensive action, and on the other hand, when a strictly defensive action is performed, the ultimate goal is to win the point, which is a type of offensive action.

Attack-perspective supporters emphasize the importance of creating offensive situations [15,16], while some defensive-style supporters, even though they accept that the attack efficacy in the game is decisive, also agree that defensive actions are fundamental for competitive success [17], and a more radical view in this last perspective is introduced by Terry Liskevych, a recognized USA Olympic Coach during 1984 and 1996. He is convinced that defense determines the winning team, and his argument is also supported by a dependence on the interplay and coordination of block and backcourt defense [18,19]. Liskevych’s perspective is partially supported by several scientific studies; one of them, a study obtained from the men’s 2005 World League, found that defense, together with attack and block, are the three terminal actions that make teams win sets [20]. In contrast to men’s volleyball, in women’s volleyball, there is a more balanced relationship between the attack and the defense, having a predominance of placed and slower attacks [21,22], which will not be considered in this work.

Now, if one deals on the defense, blocking (obstruction to the opponent’s attack) is usually understood as the characteristic defense factor, “due to the block being the first line of defense” [23], the reason that justifies the existence of several works in the literature studying its efficacy [15,24]. Although this will be detailed in the methodology of this work, it is important to emphasize the importance of blocking for volleyball teams [24,25], especially for top-level teams, where it is the most important skill in opposition to attack [26]. Blocking as a defense strategy must be performed in the best proper way. This action starts when the blocker jumps in front of the net, extending the hands upward, trying to avoid the opponent’s spike. Performing a kill block, in which the ball ends on the opponent’s court, is the best option; however, the second option is to block the ball in such a way that it remains in the blocking team’s court but has the chance of organizing their offensive game. In a successful block, the ball ends up crashing against the blocker’s hands, and in the best scenario, it returns to the opponent’s side. Thus, it is said that the key to blocking is determined by jumping at the correct time and choosing the right jumping position [27,28].

Getting a high performance for blocking is also usually associated with several abilities more commonly observed in expert players; such tasks such as perceptual speed and anticipation of the ball direction, when better performed, are outstanding [29]. On the other hand, although it could be possible to consider various perspectives to characterize the performance in a volleyball match, the ball’s motion analysis is relevant information that is associated with those abilities that contain variables such as ball distance, speed, and deceleration [30]. Of course, the location of all players to attack the ball, and block height are also important [18,31].

However, when the ball passes the block, the time it takes the ball to fall to the floor (impact time) is another important issue, so that if it is just an instant, it could be an
advantage for the spiker, because it would be less probable that the opponent team can
react to it. In the opposite way, if the ball takes more time to fall, it would be more probable
that the defense can recover the ball. The impact time during blocking is closely associated
with block height [31,32], and although both could be controversial, block height can be a
critical point to be analyzed, which is part of the purpose of this research.

Having as a background the use of valuable statistical tools such as Data Volley
for the analysis of specific actions in volleyball matches, this work proposes a model
to characterize the block action from a defense perspective, focusing on attending the
controversy of the importance of block height, and providing a computational algorithm as
a tool for supporting the decisions of volleyball coaches. The algorithm requires the 3D-
coordinates of the attacker and the blocker(s) as input data, and provides the worst scenario
for the defense team in terms of some quantitative variables related to the covered area by
the block and the impact time that it produces for each cell of the court. It is important
to note that the input data, the actual or statistical values of players, can be simulated,
which allows for the use of the algorithm for different situations; in turn, our research
outcomes can be applied for defensive as well as for offensive rolls; however, the discussion
is oriented to the defensive perspective. Starting from the fact that a volleyball attack
is a complex phenomenon that is composed of several components, multiple variables,
and unpredictable factors, the hypothesis of our method considers blocking as one key
component, which is analyzed in a separated way in order to enclose the relation between
its inherent variables, allowing the parametrization of the attacker–blocker interaction. In
this sense, our algorithm generates statistical data by modeling the possible worst scenarios
that could occur for the specific situation of the block in a match. The structure of the paper
is as follows: Section 2 describes the methodology to implement the algorithm, Section 3
shows the results of applying the algorithm for some cases studies, Section 4 is dedicated
to discussing the applications and limitations of the model, and our conclusions are shown
in Section 5.

2. Methodology

This section describes the general concepts and assumptions for modeling the ball’s
motion, and defines variables and the set of equations, together with the conditions to be
fulfilled, in order to have a solution. There is also a description on the discretization of
the court. The pseudo-code of the ABCD algorithm is shown at the end of this section.

2.1. Physical Model

The model considers the kinematic equations of parabolic trajectories in Cartesian
coordinates and the MKS system of units. The concepts of “heat”, “dink”, and “dump”
should be interpreted as in [33]. Key variables and assumptions are detailed below.

The ball. The volleyball ball is considered as a perfect spherical ball whose center of
mass agrees with its geometrical center, such that the kinematic equations of motion can
be applied to its mass point representation \( m \). In turn, the ball is also characterized by its
radius \( r \), in order to compute the distance measurements of the model.

The attacker. The 3D-coordinates at which the attack occurs, \( a \equiv (a_x, a_y, a_z) \), is defined
by the 2D location at which the spiker hits the ball \( (a_x, a_y) \), and the spike’s height \( a_z \), where \( a_z \) is taken in such a way that the center of the ball agrees with the center of the attacker’s
hand, as illustrated in Figure 1a.

The blocker. The block is modeled by a rectangle over the net (at \( y = 0 \) m, without
penetration), so that it covers the entire cross-section of the rectangle without space within
it, blocking all of the balls trying to pass through it with any part of its circumference.
This leads to a coverage discontinuity on the border of the rectangle; see Figure 1a. In this
way, the block is characterized by its 2D location \( (b_x, b_y) \), its maximum height \( b_z \), and its
coverage width \( b_w \), so that \( b^1 \equiv (b^1_x, 0, b^1_z, b^1_w) \) represents a single block; see Figure 1b. The
distance of the arms of blocker 1 from the net is \( b^1_z - h_{net} \), where \( h_{net} \) is the height of the
net. In case of double or triple blocks, the second and third blockers are characterized in a
similar way by \( b^2 \) and \( b^3 \), respectively. Even though it will not be considered in this paper, three more blocks could be added for the case in which the arms of the blocker are uneven, so that each block would represent an arm of a player.

The court. Hereafter, we will refer to the court on the defending team’s side simply as “the court”. Then, in order to properly illustrate the relations between variables, the court with an area of \( 9 \, \text{m} \times 9 \, \text{m} \) is discretized into a cell array with \( n \) cells per side, which leads to a refinement of \( n/9 \) cells per meter and a total of \( n^2 \) cells. The \( ij\)-th cell is defined by its 3D-coordinates \( c_{ij} \equiv (c_x, c_y, 0) \) in meters, according to the system of coordinates shown in Figure 1b.

Ball’s motion. The model considers two types of spike, which lead to two different types of ball motions: the first one refers to hard spikes (better known as “heats”). In this case, it is assumed that the ball travels in a straight line and the time that it takes to reach the \( ij\)-th cell of the court is \( t_{ij} = 0 \). This assumption agrees with real heats in elite volleyball matches, in which the players acting the role of backcourt defense do not have time to move their position, covering only their individual spots. For each \( ij\)-th cell of the court and a fixed attack \( a \), the straight line mentioned above is then defined by \( \overrightarrow{ac_{ij}} \).

On the other hand, the second type of spike refers to soft hits in general (“dinks”) and those ones near the net (“dumps”). In those cases, we define the movement of the ball by the kinematic equations of motion [34]:

\[
\begin{align*}
   x_f - x_i & = ut \\
   y_f - y_i & = vt \\
   z_f - z_i & = w_i t + \frac{1}{2} g t^2,
\end{align*}
\]

where \( g = 9.81 \, \text{m/s}^2 \) refers to gravity acceleration, \( u, v, \) and \( w \) to the velocity components of the ball (only \( w \) changes with time, due to \( g \)), and the sub-indexes \( i \) and \( f \) refer to the initial and final values, respectively.

**Figure 1.** Visualization of some characteristics of the model. (a) View of an attacker–blocker encounter showing the input variables: attack height \( a_z \), block height \( b_z \), and block width \( b_{xw} \). (b) Planar view of the court showing some input variables: \( a_x, a_y \), and \( b_x, b_y \), and the \( xy\)-axes (the \( z\)-axis points outside); the origin of the coordinate system is located at the center of the entire court. (c) Lateral view of the court showing some trigonometric measures to decide whether a heat is possible for a certain cell or not: for cells in Sector 1, a heat is possible because restriction (4) is satisfied, while for Sector 2, a heat is not possible. The red dashed line is located at a height \( r \), the radius of the ball.
2.2. Covered Area and Impact Time

The area of the court is represented by binary matrix $A$, with entries $A_{ij}$, such that the covered cells are tagged by 1 and the uncovered cells are tagged by 0. Since we are looking for the worst scenario to the team in defense, it is considered that the attacker performs a heat in direction to each $ij$-th cell whenever possible; i.e., the ABCD algorithm supposes that a heat in $c_{ij}$ occurs if there is not the net or a block between $a$ and $c_{ij}$. If this occurs, $c_{ij}$ is tagged as not covered, then $A_{ij} = 0$ and $t_{ij} = 0 \text{ s}$, as mentioned above. In accordance with Figure 1c, this happens when constraint (4) is not satisfied:

$$d_{ij}^{ac} < \frac{a_z - r}{a_z - s_z} d_{ij}^{ab} \quad \text{or} \quad s_z \geq a_z,$$

(4)

where $d_{ij}^{ac}$ and $d_{ij}^{ab}$ are the distances on the plane $xy$ from the position of $a$ to a zone $c_{ij}$, and from $a$ to the point where the ball crosses the center line $s \equiv (s_x, 0, s_z)$, respectively, such that:

$$d_{ij}^{ac} = ||(c_x, c_y) - (a_x, a_y)||$$

(5)

$$d_{ij}^{ab} = ||(s_x, 0) - (a_x, a_y)||$$

(6)

In turn, $s_z$ is also geometrically defined by a linear interpolation between $(a_x, a_y)$ and $(c_x, c_y)$, whereas $s_z$ takes its value depending on whether the ball crosses the centerline over the block or over the net:

$$s_x = a_x + \frac{c_x - a_x}{c_y - a_y} (0 - a_y)$$

(7)

$$s_z = \begin{cases} 
    b_z + r & \text{if} \quad \left(b_x - \left(\frac{b_z + r}{2} \right) + r\right) \leq s_x \leq \left(b_x + \left(\frac{b_z + r}{2} \right) + r\right) \\
    h_{net} + r & \text{otherwise},
\end{cases}$$

(8)

where $h_{net}$ is the height of net, and the terms $b_x \pm \frac{b_z}{2}$ indicate the width of each side (left and right arms) of the block. The radius of the ball, $r$, is added to the vertical and horizontal limits of the block and the net because any ball that touches the blocker (or also the net) with any part of its circumference is blocked, according to the definition of block in Section 2.1.

Now, for each $ij$-th cell of the court in which a heat is not possible, the corresponding cell is tagged as covered by $A_{ij} = 1$, and the time the ball takes to reach that cell (the impact time) is calculated by solving for the time the kinematic Equations (1)–(3), matching (in position and velocity) the trajectories:

- from $a$ to $s$: taking $a$ as the initial point and $s$ as the final point,
- from $s$ to $c_{ij}$: taking $s$ as the initial point and $c_{ij}$ as the final point.

In this way, the impact time for the $ij$-th cell is:

$$t_{ij} = \begin{cases} 
    \sqrt{\frac{2(s_z - a_z + \xi_{ij}(a_z - r))}{g(1 - \xi_{ij})\xi_{ij}}(1 - \xi_{ij})\xi_{ij}} & \text{if} \quad d_{ij}^{ac} < \frac{a_z - r}{a_z - s_z} d_{ij}^{ab} \quad \text{or} \quad s_z \geq a_z, \\
    k & \text{otherwise}
\end{cases}$$

(9)

where $\xi_{ij}$ is the ratio

$$\xi_{ij} = \frac{d_{ij}^{ab}}{d_{ij}^{ac}}.$$

(10)

Note that $s_z$ must be the minimal height at which the ball can cross the center line to prevent negative times $t_{ij}$, which could result by computing $s_z$ directly from Equation (8), for the cases when:

$$s_z < a_z - \xi_{ij}(a_z - r),$$

(11)

So, $s_z$ must be increased by a small factor $dz$ until reach the minimal height that gives $t_{ij} \geq 0$. 

Finally, the average impact time $\mu_t = \frac{1}{n^2} \sum_{ij} t_{ij}$, the standard deviation of the impact time $\sigma_t = \sqrt{\frac{1}{n^2} \sum_{ij} (t_{ij} - \mu_t)^2}$, and the percentage of the covered area $A = \frac{1}{n^2} \sum_{ij} A_{ij} \times 100\%$ are defined as the output variables that bring a global measure for the court. In turn, $\rho^k = \frac{a^k_r}{b^k_r}$ is defined in order to establish a measure of the relative height of the attack.

2.3. The Attack-Block-Court Defense Algorithm (The ABCD Algorithm)

The pseudo-code of the ABCD algorithm according to Equations (4)–(11) is presented in Algorithm 1. Given the 3D-positions of the attack and block, the algorithm calculates the output variables related to the impact time and the covered area for that simulation. Our current model, as shown in the pseudo-code, accepts up to three blockers. The parameters regarding the ball, the court, the net, and the ball’s trajectory can be modified.

Algorithm 1 Pseudo-code of the ABCD algorithm for one simulation.

1: procedure AREA\_COVERED,IMPACT\_TIME($a, b^1, b^2, b^3$)
2: System Initialization $\triangleright$ Set $r, n, h_{\text{net}}, dz$ and initialize $A_{ij} = t_{ij} = 0, \forall i, j$
3: Read the entry values
4: for each $ij$-th cell do $\triangleright$ Calculate the variables for all the court
5: tag $\leftarrow 0$ $\triangleright$ It will increase if the ball is in the $xy$-direction of any block
6: for each $k$-th blocker do $\triangleright$ If the $k$-th blocker is not considered set $b^k_w = h_{\text{net}}$
7: Calculate $d_{ij}^a$ (5)
8: Calculate $d_{ij}^{ab}$ (6)
9: Calculate $\xi_{ij}$ (10)
10: if $(b^k_x - b^k_w) \leq s_x \leq (b^k_x + b^k_w)$ then $\triangleright$ The ball is in the $xy$-direction of the $k$-th block
11: tag $\leftarrow$ tag + 1
12: Define $s_z$ (8)
13: if $d_{ij}^{ac} < \frac{r - d_{ij}^{ab}}{s_x - s_z} d_{ij}^{ab}$ or $s_z \geq a_z$ then $\triangleright$ A heat is not possible
14: Calculate the impact time (9) and save it as $t_{ij}^k$
15: Tag the $ij$-th cell as covered: $A_{ij} = 1$
16: while (11) do $\triangleright$ If $t_{ij}^k < 0$, $s_z = s_z + dz$ $\triangleright$ Increase $s_z$
17: Recompute $t_{ij}^k$ $\triangleright$ Up to reach a valid quadratic trajectory
18: if $k > 1$ then $\triangleright$ For possible block’s overlap
19: if $t_{ij}^k > t_{ij}$ then $\triangleright$ Compare times
20: $t_{ij} = t_{ij}^k$ $\triangleright$ And update $t_{ij}$ with the highest time
21: else
22: $t_{ij} = t_{ij}^k$
23: if tag $\leftarrow 0$ then $\triangleright$ The ball is not in the $xy$-direction of any block yet considered
24: Define $s_z$ (8)
25: if $d_{ij}^{ac} < \frac{r - d_{ij}^{ab}}{s_x - s_z} d_{ij}^{ab}$ or $s_z \geq a_z$ then $\triangleright$ A heat is not possible
26: Calculate the impact time (9)
27: Tag the $ij$-th cell as covered: $A_{ij} = 1$
28: while (11) do $\triangleright$ If $t_{ij}^k < 0$, $s_z = s_z + dz$ $\triangleright$ Increase $s_z$
29: Recompute $t_{ij}^k$ $\triangleright$ Up to reach a valid quadratic trajectory
30: Calculate the average $\mu_t$ and standard deviation $\sigma_t$ of the impact time
31: Calculate the percentage of the covered area $A$
32: output: $t_{ij}, A_{ij}, \mu_t, \sigma_t, A$
In summary, the algorithm consists of the following steps:

1. Input data: 3D positions of the attacker and blocker(s);
2. Consider one cell of the court;
3. Consider blocker 1;
4. Calculate the ball’s trajectory of the worst scenario;
5. If it applies, repeat Step 4 for blockers 2 and 3;
6. Repeat Steps 3–5 for the rest of the cells;
7. Calculate the output data.

3. Results

Numerical simulations have been conducted to show the behavior of the output variables for different case studies. For all of the simulations, the physical parameters have been set with the aim to illustrate conditions that are close to the range of elite men’s volleyball matches: \( r = 10.35 \text{ cm} \), \( h_{\text{net}} = 2.43 \text{ m} \) [35]. The algorithm parameters were defined as \( n = 180 \) cells and \( dz = 0.1 \text{ mm} \), in order to obtain a good resolution.

The system could accept up to 15 input variables: three for the position of the attacker, nine for the position of the three blockers (three variables for each one) and three variables for the corresponding block width. However, in order to show the potential of the algorithm and to have a comprehensive study of the dependence of the variables, in this paper, we show only the case studies fixing both the \( x \)-position of a middle-hitter attack at \( a_y = 0 \text{ m} \), corresponding to \( a_x = 0 \text{ m} \), and a single block located at \((b^1_x,b^1_y) = (0,0)\). Block assist is then not considered, so that the second and third blockers are introduced in the algorithm, assuming \( b^2_z = b^3_z = h_{\text{net}} \). This reduces the number of effective input variables to four: \( a_y, a_z, b^1_z, b^1_w \). Since only one blocker is considered, hereafter, we omit the superscript. The algorithm was programmed in R statistics [36], while the resulting data were plotted using Gnuplot [37]: Figures 2–7 and A1–A4.

Figure 2 shows four maps of the impact time on the court, corresponding to four simulations. All the cases consider that the middle hitter hits the ball at a height \( a_z = 3.2 \text{ m} \). Due to the symmetry of the setup, the maps show only one half part of each solution and one half of the domain for each solution. Case 1 considers that the attacker hits the ball at one meter from the net \( a_y = -1 \text{ m} \), while the block height is \( b_z = 3.1 \text{ m} \) and the block width is \( b_w = 1 \text{ m} \). In Case 2, a higher and wider block is considered so that \( b_z = 3.3 \text{ m} \) and \( b_w = 1.4 \text{ m} \). Cases 3 and 4 simulate a back row attack at \( a_y = -2 \text{ m} \), while considering similar characteristics for the block to Cases 1 and 2, so that in Case 3: \( b_z = 3.1 \text{ m} \) and \( b_w = 1 \text{ m} \), and in Case 4: \( b_z = 3.3 \text{ m} \) and \( b_w = 1.4 \text{ m} \).

For all the cases, one can see a gradient for \( \mu_t \) in the \( y \)-direction, having the largest times near the centerline, located at the \( x \)-axis. The gradient is cut by the diagonal projection of the block’s coverage, leading to a discontinuity in the map. Such slopes differ according to the lateral extension of the block \( b_w \), when comparing cases at the same \( a_y \). Even more, for the uncovered cells by the block, the difference in the separation of the attack from the net \( a_y \) leads to a steeper gradient in Cases 1 and 2. The uncovered cells, neither by the block nor by the net, are identified by the darkest blue color, corresponding to \( t_{ij} = 0 \). On the other hand, there is a smoother gradient for the covered cells by the block. Indeed, the minimum values of time reached are close to 1 s, in Cases 1 and 3, and more than 1 s in Cases 2 and 4, because of the higher block \( b_z \) in these latest cases. The integration of those results helps to visualize and quantify the multi-dependence of the average impact time and its importance in a match, e.g., when comparing the impact time with the reaction time and the explosive speed of the players in the backcourt defense.
Figure 2. Maps of the average impact time, $\mu_t$, at each cell of the court of the defending team; four cases are shown. The x-axis locates the position of the net. Case 1: position of the attack $a_y = -1$ m, height of the attack $a_z = 3.2$ m, height of the block $b_z = 3.1$ m, and lateral extension of the block $b_w = 1$ m. Case 2: $a_y = -1$ m, $a_z = 3.2$ m, $b_z = 3.3$ m, and $b_w = 1.4$ m. Case 3: $a_y = -2$ m, $a_z = 3.2$ m, $b_z = 3.1$ m, and $b_w = 1$ m. Case 4: $a_y = -2$ m, $a_z = 3.2$ m, $b_z = 3.3$ m, and $b_w = 1.4$ m. The maps are color coded according to the bar at the bottom, in units of seconds. For all of the cases, the cells near the net have $\mu_t > 2$ s. However, the color scale has 2 s as the upper limit in order to have a proper visualization of the gradient.

Figure 3. Space of solutions of the three output variables of the entire court for four different cases of varying $a_y$ and $b_w$: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.
Figure 4. Percentage of the covered area $A$ and average impact time $\mu_t$ in function of the ratio between heights of the attack and the block $\rho$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.

Figure 5. Percentage of the covered area $A$ in function of the ratio $\rho$, and the attack height $a_z$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.
Figure 6. Standard deviation of the impact time $\sigma_t$ and average impact time $\mu_t$ in function of the ratio $\rho$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.

Figure 7. Left panel: Map of the average impact time, $\mu_t$, at each cell of the court of the defending team for the case of a wing spiker and three blockers. Positions and heights of the blockers are given in the text. The map is color coded according to the bar at the bottom. The dashed contours enclose the area where $\mu_t = 0$ s. Right panel: Average impact time versus percentage of the covered area by the three blockers. The points are colored according to the attack height. Each point corresponds to 1 of the 10,000 possible configurations.

The four cases show a similar relation in shape between the covered area and the average impact time: there is a first part in which $\mu_t$ increases linearly, with similar slopes and with almost no dispersion with respect to $A$, and then there is a break point that defines the beginning of a second part in which the linear relation remains, but with a clear
dispersion. Nevertheless, the shape in each case has a different position and size. Therefore, even though the possible scenarios of $A$ vs. $\mu_1$ do not vary in a qualitatively manner for the backcourt defense, the attack position from the centerline $a_y$ and the block width $b_w$ modify the limits of the space of solutions. Analyzing the effect of the variables, larger average impact times could be reached when the block is wider, as in Cases (b) and (d), which is intuitive because more area is covered. On the other hand, comparing Cases (a) and (b) with Cases (c) and (d), we can observe that the farther the attack from the net, the larger the standard deviation of the impact times. In this way, Figure 3 focuses more on relating the space of solutions than on highlighting the dependence of the output variables on the input ones. Figures A1 and A2 in Appendix A show similar graphs but with color coding in accordance to variables $a_z$ and $b_2$, respectively.

Figures 4–6 illustrate the results of the numerical simulations as shown in Figure 3, but plotting the output variables with the dependence of some input variables. Figure 4 relates the output variables $A$ and $\mu_1$ with the input variables $a_z$ and $b_2$ through the ratio $\rho$. The solutions of each case look like a piecewise function with a break point. The break points occur at values of $\rho \approx 1.1$ when $a_y = -1$ m, and $\rho \approx 1.2$ when $a_y = -2$ m. Moreover, the left part from the break does not depend on $\rho$, which means a constant range of covered area $A$: Case (a), a range of 70–80%; Case (b), more than 95%; Case (c), a range of 70–90%; and Case (d), more than 90%. The right part presents a non-linear decrease in $A$ for increasing values of $\rho$, reaching values of $A = 25\%$ when $a_z = -1$ m and $A = 50\%$ when $a_z = -2$ m. In turn, the color map shows that $\mu_1$ decreases when increasing $\rho$. The way of that decrease is non-linear and smooth, but different for each case, as illustrated in Figure A3. The effect of $b_w$ is shown when comparing Cases (a) and (c) with Cases (c) and (d), so that wider blocks lead to larger average impact times and larger covered areas.

Figure 5 is similar to Figure 4, but substitutes the output variable $\mu_1$ by the input variable $a_z$ in the color code. The color gradient indicates that $A$ depends also on $a_z$, such that the general behavior of $A$ as a function of $\rho$ consists of a family of curves, each of them having higher values of $A$ for lower values of $a_z$. The standard deviation, $\sigma_t$, shows also a similar dependence on $a_z$, while $\mu_1$ has an inverted dependence on it; see Figures A3 and A4, respectively.

Figure 6 shows the behavior of $\sigma_t$ and $A$ regarding $\rho$. The resulting graphs for such a visualization present the largest asymmetry when comparing between cases. Here, there is an inflection point that causes a change in the concavity of the curves. Such a point coincides with the corresponding break points in the previous figures. For the cases when $a_z = -1$ m, the right side of the inflection point is approximately constant $\sim 0.55$ s, while for the cases when $a_z = -2$ m, it increases up to 0.75 s. The left side of each graph shows a concave shape with a large dispersion of points. In turn, the color of the points represents the value of the percentage of the covered area $A$, which allows an alternative visualization of the results shown in Figures 4 and 5.

To break the symmetry considered in previous cases, and to show the potential of the algorithm, we performed simulations for the case of a wing spiker at position $a = (-4.2, -0.55, 3.45)$ covered by three blockers at positions $b_1 = (-4.3, 0, 3.1)$, $b_2 = (-3.5, 0, 3.2)$, and $b_3 = (-2.7, 0, 3.0)$, with the coordinates in meters, and with $b_w = 0.5$ m for all of them. The 10,000 numerical simulations were conducted, varying the parameters $a_z$ and $b_2$ inside the same ranges than the previous simulations. The results are shown in Figure 7. The left panel contrasts with previous cases (see Figure 2); it has a more complex pattern of zones, with $\mu_1 \neq 0$; the contours correspond to the area where $\mu_1 = 0$. This case also shows the unpredictability reached by adding more variables to the algorithm, from 4 to 15, when comparing the right panel with the graphics in Figure A1 in the appendix. Therefore, in this case, we cannot see a clear interplay between $a_z$, $\mu_1$, and $A$.

4. Discussion

In order to provide a practical application guide of the results for volleyball coaches and players, in this section, we give some tips on how to interpret the obtained graphs
for real matches and training, remarking that the purpose of our algorithm is to allow the coaches to establish defensive strategies to detect weak points of the defense in a parametric way. In turn, we mention the limitations of the current version of our model.

4.1. Application in Matches and Training

Due to the complexity and multi-dependence of the output variables on the input ones, fitting an equation to represent the relationship between them could not be the best option to make decisions in matches. On the other hand, the implementation of a graphical user interface (GUI), where the input variables can be introduced in a friendly manner, allows for choosing or supporting the coach’s decision in an efficient way. As an example, Figure 8 shows a GUI prototype based on our entry data that would generate graphics such as those shown in this work, highlighting the specific solution of the entry variables according to the needs of the coach. The GUI in Figure 8 was implemented in C sharp [38].

![GUI Prototype](image)

**Figure 8.** Prototype of GUI for the input variables of the ABCD algorithm. The suggested GUI uses sliders to select the values of the entry data in a friendly visualization.

In the following, we will discuss a practical use for the graphics shown in this work. Figures 3, A1 and A2, are useful views for a quick detection of the possible combinations of solutions close to the result obtained with the entry data. For example, consider a training session in which the coach of the team in defense has statistical knowledge of the possible opponent spikers per rally in the next match. Thus, the ABCD algorithm could be applied for each possible attack to identify clusters in the plots of Figures 3, A1 and A2, and then to train the backcourt defense for such specific resultant scenarios; i.e., to optimize the defense in terms of $A$, $\mu_t$ and/or $\sigma_t$ by customizing the backcourt location.

Figure 4 can be applied in real-time match rallies according to the needs of the defense. Supposing similar assumptions as in the above paragraph regarding a priori knowledge of the opponent team, Figure 4a,b could advise the middle blocker on determining the height of his/her jump: if the coach instructions are to maximize $A$ without considering $\mu_t$ or $\sigma_t$, then the blocker could manage his/her energy in looking for a value of around $\rho = 1.1$ units, but not lower, and focusing on maximizing its lateral coverage $b_{wy}$, since the values of $A$ for $\rho < 1.1$ depend mainly on the block width and the attacker height. Implementing
this methodology from the training, the player could optimize his/her muscle fatigue for the next rallies.

Now, if the purpose of the middle blocker is not only to maximize $A$ but also $\mu_t$, with the aim of supporting the average reaction time of the backcourt defense, then Figure A3 should be an important output of the GUI. In such a case, the variable $\rho$ must be considered for all of the possible scenarios, whereas $a_z$ could diminish in importance. Moreover, considering a most complex duty for the middle blocker in which his/her purpose is not only to maximize $A$ and $\mu_t$ but also focusing on $\sigma_t$, with the aim of optimizing the location of the backcourt defense, then Figure 6 could support the clustering of such players, accounting the high variability of $\sigma_t$. Finally, in the situation when the attack height of a specific opponent player is a risk factor for the defense, then Figures 5, A3 and A4 should be the output of the GUI, for a more customized defense and a proper positioning.

4.2. Limitations of the Model

The discussion of our algorithm is mainly focused on the four configurations of middle-hitter attack and one blocker (Figures 2–6 and A1–A4), and the number of variables that we considered. Nevertheless, we presented a different configuration with a wing spiker and three blockers (Figure 7), that shows the unpredictability that can be reached when increasing the number of variables.

Our approach considers individual players; this is important since within the team, each player may have very specific behaviors; moreover, despite the results that were obtained for the parameters of men’s volleyball, our algorithm is flexible on the input parameters and can also be applied to women’s volleyball for instance, by considering different ranges of heights. It is important to note that our algorithm is aligned to the match analysis performed by [39] in the following aspects:

- It can consider the five categories of block opposition. Here, we presented three of them: single blocking, broken double blocking, and triple blocking.
- Block position and attack zone are our input data in the way of the 3D locations of such players.
- It considers two of the five times of an attack: the ball hit and the block time.
- It proposes three additional variables (covered area, average impact time and its standard deviation) that have not been considered inside their wide set of variables.

Thus, the search for the relation between variables could be extended by considering our results in match analysis studies, complementing pre-existing data with a physical model.

In turn, some restrictions of our results can be seen by analyzing the maps in Figure 2. The positioning of the backcourt defense, when knowing the attack and block positions, is indirectly suggested by those maps but its feasibility is limited by the lack of additional variables, such as setting the tempo, the distance from attacker to setter, and the attack zone. In fact, [40] analyzed 4544 plays of the 2011 Volleyball World League, finding that certain attack zones are deeply associated with attack tempo, and that quicker attack plays affect defense system structuring. This means that small changes on those parameters can produce variations on the locations and heights at which blockers and spikers could make contact with the ball—recalling that these are the input data of the algorithm. The effects of those variations in the parameters have not been directly considered in our model, but they are implicit in Figures 3–7 and A1–A4. In addition to this, some general limitations of the model are discussed below.

Low impact spikes with a spin (or “off-speed hits”) are not considered in this work. Serves and those types of spikes could be implemented in forthcoming communications by taking into account that the larger velocity and flight time of the ball will lead to larger drag and Magnus forces that cause a considerable deviation of the ball’s trajectory, and then, these forces should be modeled.

Another limitation occurs when the ball interacts with the border of a blocker, since our block model only leads to two possible ways: the ball passes or not, so those cases...
when the block deviates the ball’s trajectory are not considered. Such situations are more
difficult to model; therefore, it should be expected that more complex solutions would
result. These effects are not considered in this first approximation, in order to show the
potentials of our model in a structured manner, and to provide a comprehensive relation
between variables.

In this sense, the interpretation of the results is restricted by the same limitations
of the model that were described above, so that unpredictability effects that are difficult
to measure can occur without being caught by our deterministic model. However, our
simplified block–attack configuration under ideal conditions provides significant symmetric
and asymmetric patterns with useful supporting information for coaches.

5. Conclusions

We developed a computational algorithm named the ABCD algorithm, which charac-
terizes and quantifies the possible scenarios for the defense of a volleyball team when an
attack of the opponent is performed. The algorithm calculates the average impact time \( \mu_t \),
its standard deviation \( \sigma_t \), and the percentage of the covered area \( A \).

The algorithm was implemented for four different conditions of game, considering
a middle-hitter attack with one blocker. We found a complex-general dependence of the
output variables \( \mu_t, \sigma_t \), and \( A \) on the attack–block height’s ratio \( \rho \) and the attack height \( a_z \).
An asymmetric case considering more variables with a wing spiker and three blockers is
also shown, in order to illustrate the potential of the model in a more complex scenario.

The way of characterization and the illustrative results suggest that the ABCD algo-
rithm is a computational tool that allows us to visualize and quantify the scenarios for
defense. In this way, it could be a potential widget to adapt in a GUI for supporting or
planning the decisions of coaches in games and training. As a final comment, we propose
the following future lines of research:

- To add more variables and randomness to the block’s model with the aim of represent-
ing complex scenarios that are not discussed in this work, such as small modifications
in the ball’s trajectory caused by a light contact of the blocker’s fingers.
- To illustrate representative cases of double and triple block.
- To adapt the methodology to the serve, but including drag and Magnus forces to the
ball’s equations of motion.
- To consider more statistical data in the algorithm, such as trends in the direction of the
spike, and the percentage of the effectiveness of each player.
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Appendix A

Figure A1. Percentage of the covered area $A$ and average impact time $\mu_t$ at different attack heights $a_y$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.

Figure A2. Percentage of the covered area $A$ and average impact time $\mu_t$ at different block heights $b_z$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.
Figure A3. Average impact time $\mu_t$ in function of the ratio $\rho$ and the attack height $a_z$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.

Figure A4. Standard deviation of the impact time $\sigma_t$ in function of the ratio $\rho$ and the attack height $a_z$, for the four different case studies: (a) $a_y = -1$ m, $b_w = 0.6$ m; (b) $a_y = -1$ m, $b_w = 1.4$ m; (c) $a_y = -2$ m, $b_w = 0.6$ m; (d) $a_y = -2$ m, $b_w = 1.4$ m.
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