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Abstract: Complex products with a tree-like structure usually have an asymmetric structure. Therefore, in order to avoid the separation of equipment and operation correlation during the scheduling, the structural attributes of products and the use of equipment resources should be fully considered. However, this feature is ignored in the current research works on the scheduling of multi-variety and small batch products. This leads to increased idle time for equipment and an extended makespan for products. To avoid this situation, a heuristic integrated scheduling algorithm via processing characteristics of various machines (HIS-PCVM) is proposed. In the integrated scheduling, the algorithm first divides the equipment into two categories: the special equipment and the general equipment according to the resources of the production scheduling system. Then, different scheduling methods are designed according to the equipment categories. The makespan of the product is further optimized through various combination methods. Moreover, the constraint audit strategy to guarantee the constraint relationship between the operations is optimized. The earliest scheduling time strategy is proposed to improve the parallelism and serial tightness of the operations. These strategies reduce the idle time of equipment effectively. Experimental results show that the proposed algorithm has a better application effect in reducing the makespan of complex products, both with asymmetric structures and symmetric structures. This also shows that the algorithm is effective in improving the utilization rate of equipment.
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1. Introduction

As a key link of the manufacturing system, the scheduling problem has always attracted widespread attention from the academic circles. An efficient scheduling system can not only reduce the makespan of product manufacturing but also improve the economic and social benefits of the enterprises. With the development of intelligent technology and the change of social demand (see Refs. [1–5]), the structure of scheduling products is also diversified (see Refs. [6–10]). In 2020, some authors [11,12] carried out in-depth research on symmetric scheduling. Other authors (see Refs. [13–17]) carried out in-depth research on asymmetric scheduling.

However, with the diversification of product manufacturing and personalized demand, the product scheduling problem of small batch products with a complex processing structure is becoming more and more prominent. Different from the flow-shop scheduling problem and the job-shop scheduling problem in the traditional industry, Xie put forward a third type of scheduling mode, that is, integrated scheduling. This is a scheduling mode for the production of multi-variety and small batch products. Under this mode, the processing stage and the assembly stage of complex products with symmetric or asymmetric tree structures are scheduled synchronously [18]. Scholars have conducted a thorough
study on this scheduling mode and obtained abundant results. Nowadays, integrated scheduling is widely used in many fields (see Refs. [19–34]). For example, for the flexible integrated scheduling problem, Yang D. et al. [19] proposed an improved artificial bee colony algorithm considering MSE with two new strategies. Similarly, based on the intelligent algorithms, Gao Y. et al. [20] proposed an algorithm based on the priority constraint table to solve the problem of the task scheduling result being affected by a state change of the computing system. For the scheduling mathematical models, Defersha F. et al. [21] proposed a mathematical model for a new setup operator constrained flexible job-shop scheduling problem. Based on the time-selected scheduling idea, Zhang X. et al. [27] proposed an algorithm to consider the precision of serial operations. Zhou W. et al. [28] proposed an algorithm that considers the hierarchical scheduling order for the integrated scheduling problem with a large number of operations in the same layer. For the scheduling solution approaches, Papaty S. et al. [29] proposed a new formulation for this problem and compared it with a recent formulation. Based on the key machine’s compact procedures, Xie and Zheng [32] proposed a dynamical integrated scheduling algorithm. Based on Job-Shop Scheduling Problem, Xie and Yang et al. [33] proposed an algorithm constructed a manufacturing tree based on JSSP. However, in the study of operation optimization, if the advantage of the leaf node operations on the short path is to start processing earlier, then the first fit scheduling strategy will be invalid, regardless of whether it is a long path strategy or a strategy based on the successor operations. In the study of machine optimization, if there are competitive operations for a machine with different processing characteristics, the short time strategy will fail, and the performance of the longitudinal optimization scheduling will be poor. Thus, many idle time periods will appear on the special equipment.

Based on the above analysis, a heuristic integrated scheduling algorithm via processing characteristics of various machines (HIS-PCVM) is proposed to minimize the makespan. The proposed algorithm divides the equipment into special equipment and general equipment according to the processing characteristics. Three types of scheduling strategies are designed for the resources of different types of equipment. In terms of vertical optimization, the operation serial tightness is further improved. In terms of horizontal optimization, the machine idle time is effectively reduced. In conclusion, it achieves the optimization effect of reducing the overall makespan of complex products and improves the machine utilization rate.

The rest of the paper is arranged as follows. In the next section, a detailed description of the integrated scheduling problem of complex products is given. Then, Section 3 describes the design process of the proposed algorithm in detail. The superiority of the proposed algorithm is verified by comparative experiments of symmetric and asymmetric complex product scheduling in Section 4. Finally, in Section 5, we draw some conclusions and prospects for future research work.

2. Problem Analysis and Description

The integrated scheduling problem can be described as a single complex tree-structured product consisting of \( n \) operations needs to be processed on \( m \) machines. The specific requirements are as follows:

1. Each operation has three elements: the operation number, the machine number, and the processing time;
2. Each occupied machine has two properties: the time certainty and the processing continuity;
3. Except for leaf node operations, the sufficient and necessary condition of each operation is that all of its immediate predecessor operations are completed;
4. The end time of the last operation is the total processing time of the product.

To shorten the makespan of production, it is necessary to determine the reasonable starting time of each operation. In integrated scheduling, the leaf node operations and root node operation only have the immediate successor operations or the immediate
predecessor operations. The other node operations have both the constraints with their immediate successor operations and their immediate predecessor operations. Moreover, each operation can be started only when its immediate predecessor operations (group) are finished.

The scheduling goal of the problem is to make the product’s makespan as short as possible. The mathematical model of this problem can be described as follows.

The optimization objective is

$$\max_{i \in O} \{ C_i = P_i + S_i \}$$  \hspace{1cm} (1)$$

The constraint is

$$S_i + P_i \leq S_j, \forall (i, j) \in R$$  \hspace{1cm} (2)$$

$$S_i + P_i - (1 - y_{ij})L \leq S_j, \forall i, j \in O, i \neq j$$  \hspace{1cm} (3)$$

$$y_{ij} = \begin{cases} 1 & \text{if } i \text{ processes earlier than } j \text{ on the same machine} \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (4)$$

$$S_i \geq 0, P_i \geq 0$$ \hspace{1cm} (5)$$

This MIP model uses a binary variable $y_{ij}$ to indicate whether operation $i$ is allocated earlier to the same machine as operation $j$. For example, $y_{ij} = 1$ and $y_{ji} = 0$ mean that operation $i$ processes before $j$ on the same machine. For each operation, if its starting time is $S_j$, then after processing time $P_j$ on its corresponding machine, its completion time is $C_j$. The scheduling goal is to shorten the completion time of the final operation, as shown in Formula (1). Constraint (2) says that each operation $j$ must be stated after its immediate predecessor operation $i$ finishes, and the relation set $R = \{(i, j) | i \text{ is the immediate predecessor of } j\}$ is used to store the constraint relationships. It represents the precedence constraints. Constraint (3) guarantees that operations on the same machine cannot be processed at the same time, and $L$ is a large positive constant. Formulas (3) and (4) give the boundary of $y_{ij}, S_i,$ and $P_i$ to make them significant in practice.

In this paper, as we divide the machines into three different types, all the operations are scheduled according to the types of their machines. We use three operation sequences to restore the operations with an initial order, which can be obtained by the corresponding strategies. The mathematical expressions of the three operation sequences are as follows.

The multi-operation machine scheduling sequence

$$Q_{\text{MOM}} = \{i_1, i_2, i_3, \ldots, i_s | \forall i_l \in \text{MOM}, l = 1, 2, \ldots, s, s \leq n \}$$ \hspace{1cm} (6)$$

$$i_1 \succ i_2, \text{if } L_{i_1} \lor L_{i_2} = L_{i_1}, L_{i_1} \neq L_{i_2} \text{ or } a_{i_1} \lor a_{i_2} = a_{i_1}, L_{i_1} = L_{i_2}$$ \hspace{1cm} (7)$$

The more-time machine scheduling sequence

$$Q_{\text{MTM}} = \{i_1, i_2, i_3, \ldots, i_t | \forall i_l \in \text{MTM}, l = 1, 2, \ldots, t, t \leq n \}$$ \hspace{1cm} (8)$$

$$i_1 \succ i_2, \text{if } L_{i_1} \lor L_{i_2} = L_{i_1}, L_{i_1} \neq L_{i_2} \text{ or } D_{i_1} \lor D_{i_2} = D_{i_1}, L_{i_1} = L_{i_2}$$ \hspace{1cm} (9)$$

The general machine scheduling sequence

$$Q_{\text{GM}} = \{i_1, i_2, i_3, \ldots, i_g | \forall i_l \in \text{GM}, l = 1, 2, \ldots, g, g \leq n \}$$ \hspace{1cm} (10)$$

$$i_1 \succ i_2, \text{if } PV_{i_1} \lor PV_{i_2} = PV_{i_1}, PV_{i_1} \neq PV_{i_2} \text{ or } L_{i_1} \lor L_{i_2} = L_{i_1}, PV_{i_1} = PV_{i_2} \text{ or } D_{i_1} \lor D_{i_2} = D_{i_1}, L_{i_1} = L_{i_2} \quad \text{s + t + g = n}$$ \hspace{1cm} (11)$$

$MOM$ indicates the operation set of multi-operation machines. It contains $s$ operations. Formula (6) represents the scheduling sequence $Q_{\text{MOM}}$ of all the operations in $MOM$, and the subscript means the schedule number of each operation in the sequence. For example, $i_{11}$ is the 11th operation, which will be scheduled on multi-operation machines. Formula (7)
says the reason for operation $i_1$ is scheduled earlier than $i_2$. As the operations in MOM are scheduled by the strategy of layer priority and the strategy of leaf node first, if operation $i_1$ is scheduled earlier than $i_2$, the layer priority $L_{i_1}$ must be larger than $L_{i_2}$. If the layer priorities are the same, the binary leaf node judge parameter $\alpha_{i_1}$ should be the larger one. If $\alpha_{i_1} = 1$, operation $i_1$ is a leaf node. Formula (8) represents the scheduling sequence $Q_{MTM}$ of all the $t$ operations in MTM. Additionally, the operations in MTM are scheduled by the strategy of layer priority and the strategy of the highest constraint degree first. Formula (9) explains why operation $i_1$ is scheduled earlier than $i_2$. Similar to Formula (7), when the layer priorities are the same, the constraint degree $D_{i_1}$ must be larger than $D_{i_2}$. Formula (10) represents the scheduling sequence $Q_{GM}$ of all the $g$ operations in GM. Additionally, the operations in GM are scheduled by the strategy of large path value, the strategy of layer priority, and the strategy of the highest constraint degree first. Additionally, Formula (11) explains why operation $i_1$ is scheduled earlier than $i_2$. If operation $i_1$ has a larger path value $P_{i_1}$, higher layer priority $L_{i_1}$, or larger constraint degree $D_{i_1}$, then operation $i_1$ is more preferred. Formula (12) says that the total number of these three operation sets must be equal to the total number of the operations of the product.

3. Algorithm Design Ideas

3.1. Relevant Definitions

**Definition 1 ([33]).** The operation priority. The scheduling order of an operation is defined as the operation priority of it. It depends on the layer at which the operation is located. For example, assuming that a process tree has $n$ layers, and the priority of the root node operation is defined as one, then, the priorities of all the successor node operations of the root node operation are defined as two, and the operations at the same layer are regarded as the brother nodes. The priorities of all nodes at the nth layer are defined as $n$. The priority of the root node is basically defined as the lowest, and the highest priority is the operation at the nth layer.

**Definition 2.** The multi-operation machine. The machine with the largest number of operations to be processed is defined as the multi-operation machine. It belongs to the special equipment.

**Definition 3.** The more-time machine. In integrated scheduling, Ref. [28] first defined the machine with the longest scheduling time to process the operations as the key machine. However, in this paper, such machine is defined as the more-time machine. It belongs to the special equipment.

**Definition 4.** The general machine. In integrated scheduling, these are machines other than multi-operation machines and more-time machines. They belong to the general equipment.

**Definition 5.** The earliest scheduling time. For each operation, the end time of its immediate predecessor operation (group) is defined as the earliest scheduling time for it.

**Definition 6.** The path value. The processing time of each operation in a process tree is defined as the path value between it and its immediate successor operations.

**Definition 7.** The constraint degree. For an operation, the number of its immediate predecessors and immediate successors is defined as the constraint degree of it.

3.2. Description of the Algorithm

Since the scheduling effect of the operations on special equipment plays an important role in the overall optimization of integrated scheduling, in this paper, we proposed a combined scheduling mechanism for the multi-operation machine, the more-time machine, and the general machine. To begin with, according to the machine characteristics of the production scheduling system, the equipment is divided into special equipment (the multi-operation machine, the more-time machine) and general equipment (the general machine). In addition, when the special equipment is not unique, the layer priority strategy and
the leaf node first strategy are adopted for the multi-operation machine to schedule each operation seamlessly. Meanwhile, the strategies of “the layer priority” and “the highest constraint degree first” are used to schedule each operation on the more-time machines. When the special equipment is unique, the strategies of “the layer priority”, “the leaf nodes first”, and “the long self-processing time first” are adopted to establish the scheduling sequence of the special machine. Moreover, on the general equipment, each operation is scheduled by using the methods of “the great path value first”, “the layer priority”, and “the great constraint degree first” in turn. Finally, each scheduled operation is adjusted by using the constraint audit strategy and the earliest scheduling time strategy to complete the production of the complex product.

The specific implementation steps are as follows:

Step1: According to the structure characteristics of the process tree of the complex product, confirm the layer number of the process tree and calculate the layer priority of each operation;
Step2: Confirm the special equipment and the general equipment according to the machine resources;
Step3: Confirm whether the special equipment is unique. If it is unique, go to Step4. Otherwise, go to Step7;
Step4: On the special machine, use the strategies of “the layer priority”, “the leaf node operation first”, and “the long processing time first” to establish the scheduling sequence;
Step5: On the basis of the process tree, cut off the scheduled operations and establish a new process tree;
Step6: Calculate the path value from each operation to the root node operation in the new process tree in turn and establish the scheduling sequence of the general machine according to the strategy of “the highest path value priority”, “the layer priority”, and “the highest constraint degree priority”. Turn to Step9;
Step7: For the multi-operation machine, use the strategies of “the layer priority” and “the leaf node operation first” to establish a seamless scheduling operation sequence;
Step8: For the more-time machine, on the premise of following the operation constraint relationship, use the strategy of “the layer priority” and the strategy of “the great constraint degree priority” to establish the scheduling sequence. Then, turn to Step5;
Step9: According to the rigorous constraint relationship between operations, check all the operations to make sure the constraint relationship is satisfied. If it is satisfied, go to Step10. Otherwise, schedule the operation on the corresponding machine to the end times of the immediate predecessors (group);
Step10: Check all the operations to confirm the earliest scheduling time. If the earliest scheduling time is set, transfer the operation to the earliest time to start scheduling. Otherwise, end the procedure and exit.

Therefore, all the operations are scheduled, and the algorithm framework flow chart is shown in Figure 1.

3.3. Algorithm Complexity Analysis

Assuming the number of operations, the number of machines, and the processing time of each operation are all the given conditions, which are set as n, m, and di, respectively, the complexity of the algorithm is analyzed as follows.

According to the constraints between operations, the time complexity of the layer priority of all nodes is O(n). Under the premise of the given operation set and the given machine set, the time complexity of calculating the constraint degree and the path value of each operation is O(n). The time complexity of calculating the total time and the number of the operations for each machine is O(n^2). To find the best time in the idle time period, the operation needs to be compared with the end time of its immediate predecessors (sum), and the worst situation is that it not only needs to be compared with all the operations on the same layer with it but also with all the operations on the same machine, so the time complexity is O(n^2).
As established by the above analysis, the time complexity of the proposed algorithm is \( \max\{O(n), O(n^2)\} = O(n^2) \).

**Figure 1.** Flow chart of the proposed algorithm framework.

**4. Example Analysis**

Because complex products with more complex structures can be built by connecting the root nodes of several complex products with virtual root nodes, we therefore analyze and elaborate the superiority of the proposed algorithm in two cases. One is a complex product with a symmetrical structure; the other is a complex product with an asymmetrical structure.

**4.1. Complex Product Scheduling Demonstration**

The process tree of complex product A is shown in Figure 2, which is asymmetric and has 27 operations to be processed on four machines. In the process tree, each node represents an operation. Additionally, it contains three kinds of information: the operation number, the machine number, and the processing time. The arrow connects each operation and its immediate successor operation. This represents the precedence constraint between the operations, and each arrow points to the operation with a lower precedence. For example, the node with A3/2/1 means that operation A3 must be processed on machine 2 for one working hour. Its immediate predecessors are A5 and A6. Its immediate successor is A2. Therefore, A3 can only be processed after the completion of A5 and A6.

Step 1: There are 11 layers in the process tree of complex product A. The statistics include the layer priority, the leaf nodes, and the constraint degree of each operation. The statistics are shown in Table 1.

Step 2: According to the machine resources of the integrated scheduling system, determine all kinds of equipment: \( M_2 \) is the multi-operation machine, \( M_1 \) is the more-time machine, and \( M_3 \) and \( M_4 \) are general machines.
4.1. Complex Product Scheduling Demonstration

The process tree of complex product A is shown in Figure 2, which is asymmetric and has 27 operations to be processed on four machines. In the process tree, each node represents an operation. Additionally, it contains three kinds of information: the operation number, the machine number, and the processing time. The arrow connects each operation and its immediate successor operation. This represents the precedence constraint between the operations, and each arrow points to the operation with a lower precedence.

For example, the node with A3/2/1 means that operation A3 must be processed on machine 2 for one working hour. Its immediate predecessors are A5 and A6. Its immediate successor is A2. Therefore, A3 can only be processed after the completion of A5 and A6.

Figure 2. Process tree of asymmetric complex product A.

Step 3: On the multi-operation machine M₂, the seamless scheduling operations are \{A27, A25, A21, A20, A15, A10, A6, A3\}, as shown in Figure 3.

Figure 3. Gantt chart of operations on the multi-operation machine.

Step 4: Schedule \{A26, A18, A16, A13, A8, A1\} on M₁ in turn on the basis of the constraints between operations, as shown in Figure 4.
Table 1. Statistics of complex product A: the layer priorities, the leaf nodes, and the constraint degree.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Layer Priority</th>
<th>Constraint Degree</th>
<th>Leaf Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A3</td>
<td>3</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A4</td>
<td>3</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A5</td>
<td>4</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A6</td>
<td>4</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A7</td>
<td>4</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A8</td>
<td>5</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A9</td>
<td>5</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A10</td>
<td>6</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A11</td>
<td>6</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A12</td>
<td>6</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A13</td>
<td>7</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A14</td>
<td>7</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A15</td>
<td>7</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A16</td>
<td>7</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A17</td>
<td>8</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A18</td>
<td>8</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A19</td>
<td>8</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A20</td>
<td>8</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A21</td>
<td>8</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A22</td>
<td>9</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A23</td>
<td>9</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>A24</td>
<td>9</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A25</td>
<td>10</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>A26</td>
<td>11</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>A27</td>
<td>11</td>
<td>1</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 4. Gantt chart of operations on the multi-operation machine and more-time machine.

Step 5: Based on the original process tree, cut off the scheduled operations, and the new process tree is shown in Figure 5. Calculate the path value of each operation to the root node operation in the new process tree and establish the scheduling sequence {A24, A19, A23, A22, A12, A11, A9, A7, A17, A14, A5, A4, A2} of the general machine, as shown in Figure 6.

Step 6: According to the rigorous constraint relationship between operations, check whether the operation meets the constraint relationship from A27. As A25, A18, A15, A10, A11, A12, A8, A9, A7, A3, A1 do not meet the constraint relationship, move them back to the end time of their immediate predecessors (group) on the corresponding machines, as shown in Figure 7.
Figure 5. New process tree of asymmetric complex product A after pruning.

Figure 6. Gantt chart of the initial scheduling of asymmetric complex product A.

Figure 7. Gantt chart of asymmetric complex product A after checking the constraint relationship.
Step 7: Starting from A27, check whether the earliest scheduling time of the operations exists. A21, A20, A16, A13, A10, A12, A8, A9, A6, A5, A7, A4, A3, A2, and A1 have the earliest scheduling time, and the scheduling detail according to Figure 7 is as follows: A21, A20, A16, A13, A10, A12, A8, A9, A6, A5, A7, A4, A3, A2, and A1 are adjusted to be processed at \( t = 3, t = 3, t = 6, t = 10, t = 12, t = 7, t = 15, t = 12, t = 7, t = 19, t = 13, t = 16, t = 22, t = 23, \) and \( t = 24 \), respectively.

Step 8: All the operations are processed as shown in Figure 8. The total processing time of complex product A is 26 working hours.

Figure 8. Gantt chart of asymmetric complex product A after the adjustment at the earliest scheduling time of 26 working hours.

4.2. Comparison and Analysis of Asymmetric Complex Product Scheduling

To illustrate the superiority of HIS-PCVM, asymmetric complex product A shown in Figure 2 is still taken as an example; the ANCOG [26], TSACCSP [27], and ACHSO [28] in the integrated scheduling field are, respectively, selected for comparative analysis.

The scheduling sequence obtained by ANCOG is \{A24, A21, A26, A27, A25, A23, A22, A19, A18, A15, A11, A20, A16, A12, A8, A17, A14, A13, A10, A8, A5, A6, A3, A7, A4, A2, A1\} with 28 working hours, as shown in Figure 9.

Figure 9. Gantt chart of asymmetric complex product A by ANCOG with 28 working hours.

The initial scheduling scheme obtained by TSACCSP is \{A1, A2, A4, A7, A9, A11, A15, A18, A23, A25, A26\}, and the operations are scheduled by sequence \{A3, A5, A8, A10, A13, A17, A12, A16, A20, A24, A6, A19, A27, A21, A14, A22, A26\} on the basis of it. The reverse sequence is shown in Figure 10 with 31 working hours.

The scheduling sequence obtained by ACHSO is \{A26, A27, A25, A22, A24, A23, A17, A21, A19, A18, A20, A17, A21, A19, A18, A20, A14, A15, A13, A16, A11, A12, A10, A9, A8, A6, A5, A7, A3, A4, A2, A1\} with 28 working hours, as shown in Figure 11.

For asymmetric complex product A, the total processing times of the HIS-PCVM, ANCOG, TSACCSP, and ACHSO are 26 working hours, 28 working hours, 31 working hours, and 28 working hours, respectively. The comparative analysis of machine utilization of four algorithms is shown as Table 2.
4.2. Comparison and Analysis of Asymmetric Complex Product Scheduling

The reason why HIS-PCVM is better is mainly because:

1. ANCOG is adopted to prioritize operation scheduling in the closely connecting operation groups, which ignores the influence of the relative position of operations with a low constraint degree on the scheduling results and leads to the idle time periods in the operations during the serial scheduling process. A comparative analysis of Figures 8 and 9 shows that the multi-operation machine M2 in Figure 9 has a long idle time from \( t = 17 \) to \( t = 24 \) with a total of 10 working hours. Due to the priority scheduling of A20 of the special machine M2, in Figure 8, A16, A12, A9, A7, and A4, are 5, 4, 2, 2, and 4 working hours ahead of those in Figure 9.

2. TSACCSP does not consider the processing and utilization of multi-operation machines during the determination of the starting time of operations, which affects the overall scheduling effect. A comparative analysis of Figures 8 and 10 shows that the more-time machine M2 is idle from \( t = 0 \) to \( t = 2 \), \( t = 5 \) to \( t = 7 \), \( t = 14 \) to \( t = 18 \), and \( t = 19 \) to \( t = 24 \) in Figure 10. In Figure 8, the starting times of A27, A25, A15, A6, and A3 are 7, 8, 17, and 5 working hours, earlier than those in Figure 10, respectively. This only increases the tightness of continuous processing on M2, but it also increases the more-time machine utilization rate by 9.9%.

Table 2. Comparison and analysis of machine utilization of four algorithms of asymmetric complex product A.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Multi-Operation Machine Utilization Ratio</th>
<th>More-Time Machine Utilization Ratio</th>
<th>Overall Utilization Rate of Machine</th>
<th>Relative Improvement Ratio of Overall Machine Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANCOG</td>
<td>60%</td>
<td>57.1%</td>
<td>57.7%</td>
<td>5.2%</td>
</tr>
<tr>
<td>TSACCSP</td>
<td>53.6%</td>
<td>51.6%</td>
<td>48.2%</td>
<td>14.7%</td>
</tr>
<tr>
<td>ACHSO</td>
<td>65.2%</td>
<td>57.1%</td>
<td>56.7%</td>
<td>6.2%</td>
</tr>
<tr>
<td>HIS-PCVM</td>
<td>65.2%</td>
<td>61.5%</td>
<td>62.9%</td>
<td>--</td>
</tr>
</tbody>
</table>

Figure 10. Gantt chart of asymmetric complex product A in the reverse sequence by TSACCSP with 31 working hours.

Figure 11. Gantt chart of asymmetric complex product A by ACHSO with 28 working hours.
In ACHSO, the focus of optimization is operations at the same layer. The strategies of “Layer first” and “Leaf node process of the same layer first” are both horizontal optimization in nature, and the problem of “emphasizing the horizontal while neglecting the vertical” appears. A comparative analysis of Figures 8 and 11 shows that, due to the priority scheduling of process A21 in Figure 8, its subsequent operations [A16, A12, A9, A7, A4] are 7, 7, 4, and 6 working hours earlier than those shown in Figure 11. This realizes the close processing of the operations.

In HIS-PCVM, the multi-operation machines and the more-time machines are added to the integrated scheduling mechanism as special factors. First, the layer priority strategy and leaf node operation priority strategy ensure the parallel processing effect of the special machine. Then, for the general machine, according to the scheduling principles of the path value and the constraint degree from large to small, the subsequent operations of the operations on special equipment can be processed as soon as possible, vertically.

### 4.3. Comparison and Analysis of Symmetric Complex Product Scheduling

Assume symmetric complex product B, as shown in Figure 12, has 19 operations to be processed on four machines. For symmetric complex product B, the special equipment is unique, that is, M3. It is not only a multi-operation machine but also a more-time machine. The general machines are M1, M2, and M4.

![Process tree of symmetric complex product B.](image)

The scheduling sequence by HIS-PCVM on M3 is {B19, B13, B11, B6, B9, B4}, and on the general machine, it is {B18, B15, B14, B12, B17, B8, B7, B16, B5, B3, B2, B10, B1}, as shown in Figure 13. The makespan is 185 working hours.

![Gantt chart of symmetric complex product B by HIS-PCVM with 185 working hours.](image)

(* Indicates the special equipment is unique.*)
Refs. [34–40] are all studies on the integrated scheduling problem with machine as the research object. As the latest algorithm, the algorithm (RSVHPSA) in Ref. [37] is selected to be compared and analyzed with the proposed algorithm. The experimental results also show the superiority of HIS-PCVM.

For the process tree of symmetric complex product B, the Gantt chart obtained by RSVHPSA is shown in Figure 14, and the total processing time is 205 working hours.

![Gantt chart of symmetric complex product B by RSVHPSA with 205 working hours. (* Indicates the special equipment is unique).](image)

According to the symmetric complex product B, the makespan of the product by HIS-PCVM is 185 working hours, and by RSVHPSA, it is 205 working hours. The comparison and analysis of the two algorithms’ scheduling results are shown in Table 3.

Table 3. Comparison and analysis of scheduling results of two algorithms of symmetric complex product B.

<table>
<thead>
<tr>
<th>Algorithm idea</th>
<th>HIS-PCVM</th>
<th>RSVHPSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. On the special machine: using the strategies of “the layer priority”, “the leaf node operation first”, and “the long processing time first” to establish the scheduling sequence; 2. On the general machine: using the strategies of “the highest path value priority”, “the layer priority”, and “the highest constraint degree priority” to establish the scheduling sequence.</td>
<td>1. Split symmetric process tree into several sub-trees; 2. Establish the pre-scheduling sequence according to the descending order of processing time of sub-trees; 3. On the same machine: establish the scheduling sequence by the machine process pre-start time.</td>
<td></td>
</tr>
<tr>
<td>Schedule sequence</td>
<td>{B19, B16, B10, B12, B8, B4, B18, B13, B11, B17, B6, B5, B15, B14, B3, B2, B9, B1}</td>
<td>M1: {B17, B6, B2}; M2: {B18, B7, B5, B9, B3}; M3: {B12, B19, B16, B10, B4, B8}; M4: {B15, B11, B13, B14}.</td>
</tr>
<tr>
<td>Total processing time</td>
<td>185</td>
<td>205</td>
</tr>
<tr>
<td>Overall utilization rate of machine</td>
<td>75.4%</td>
<td>67.8%</td>
</tr>
</tbody>
</table>

HIS-PCVM and RSVHPSA have the same characteristics, that is, they focus on the “machine” as the optimization object. However, HIS-PCVM is better than RSVHPSA. The reason is as follows.

RSVHPSA only considers the operations and ignores the variety of the machines. It leads to insufficient consideration of the competitive resources of the relatively tight machine on the scheduling effect. Comparing Figures 13 and 14, on special equipment in Figure 13, B19 starts to be scheduled at time $t = 0$. This is 20 working hours earlier than the scheduling time in Figure 14. This greatly shortens the makespan of product B. As
4.4. Comparison and Analysis of Five Scheduling Algorithms

In order to verify the effectiveness of HIS-PCVM and its adaptability to complex products with symmetric or asymmetric structures, this paper randomly selects 80 instances with four operation scales on five machines. The instances can be divided into two groups according to their structures, that is, the symmetric and the asymmetric structure. Each group has four operation scales, that is, [20, 50, 100, 200]. Each scale has ten different instances. As the number of machines is five, the average operations on each machine are [4, 10, 20, 40], which is in an ascending order. All the product instances are scheduled by the ANCOG, TSACCSP, ACHSO, RSVHPSA, and HIS-PCVM, respectively. They are all implemented on Matlab 2019 on the same PC. The makespans of the 80 instances by five algorithms are given in Figures 15 and 16. To be more intuitive in comparing the five algorithms, the optimal solution ratio, the variance curves, and CPU time are all given in Figures 17 and 18.

For products with asymmetric structures, in Figure 17a, we can see that the optimal solution ratios of all the algorithms are descending when the operation scale increases. The results of TSACCSP seem to be the best, which always keeps a high rate in each
operation scale. The results of HIS-PCVM are better than the other three algorithms, and the effectiveness of it wanes when the scale is too large. However, when we see it in conjunction with Figure 17b,c, the performance of HIS-PCVM is the best. The variance curve of HIS-PCVM is always at a low level, and it is more stable than the other four algorithms. This means that although the optimal solution ratio of HIS-PCVM is not high, the obtained solutions can be closer to the best one. The CPU time of HIS-PCVM is better than TSACCSP. TSACCSP needs to compare all the available time points of all the operations, so it will spend more time when the scale is large. The CPU time of ACHSO is the best, but the performance is also the worst.

Figure 16. Results of ANCOG, TSACCSP, ACHSO, RSVHPSA, and HIS-PCVM for integrated scheduling with symmetric structures: (a) 20 operations, (b) 50 operations, (c) 100 operations, and (d) 200 operations.

Figure 18 shows the results of products with symmetric structures. In Figure 18a, the optimal solution ratios of TSACCSP always keep a relatively high rate in large operation scales. Although the optimal solution ratio of HIS-PCVM is slightly less than TSACCSP, it also has a good performance. However, when we see it in conjunction with Figure 18b,c, it is better to choose HIS-PCVM rather than TSACCSP. This is because the variance curve of HIS-PCVM is at a lower level than TSACCSP, and the CPU time of HIS-PCVM is better than TSACCSP. Just like the results of asymmetric structures, TSACCSP needs to spend more time when the operation scale is large. Additionally, the performances of the other three algorithms are poor, although the CPU time of ACHSO is the best.
Figure 17. Comparison results of ANCOG, TSACCSP, ACHSO, RSVHPSA, and HIS-PCVM for integrated scheduling with asymmetric structures: (a) optimal solution ratio, (b) variance curves, and (c) CPU time (the points in the small square are the outliers for TSACCSP).
it also has a good performance. However, when we see it in conjunction with Figure 18b,c, it is better to choose HIS-PCVM rather than TSACCSP. This is because the variance curve of HIS-PCVM is at a lower level than TSACCSP, and the CPU time of HIS-PCVM is better than TSACCSP. Just like the results of asymmetric structures, TSACCSP needs to spend more time when the operation scale is large. Additionally, the performances of the other three algorithms are poor, although the CPU time of ACHSO is the best.

Figure 18. Comparison results of ANCOG, TSACCSP, ACHSO, RSVHPSA, and HIS-PCVM for integrated scheduling with symmetric structures: (a) optimal solution ratio, (b) variance curves, and (c) CPU time (the points in the small square are the outliers for TSACCSP).
Therefore, the scheduling effect of HIS-PCVM is better, and it is a wise choice to adopt this algorithm for both products with symmetric and asymmetric structures. The main advantages are as follows:

1. HIS-PCVM adopts the optimization strategy of “special equipment”. It takes the particularity of machine resources as the research perspective. Additionally, it internalizes the overall optimization effect of integrated scheduling into the optimization of special equipment, so as to drive further optimization of the other machines.

2. The strategies of “the layer priority” and “the path value” fully compensate for the disadvantages of “attaching importance to horizontal optimization and discarding vertical optimization” and “attaching importance to vertical optimization and discarding horizontal optimization” in integrated scheduling. HIS-PCVM not only considers the leaf node operations with low layer priority but also considers the scheduling problem on the long path.

3. HIS-PCVM adopts the strategy of “the earliest scheduling time”, which effectively uses the scheduling gap between the serial operations caused by inserting the relevant operations into the idle time of the machine.

4. HIS-PCVM adopts the strategy of “the constraint degree”, which is based on the structure properties of the product itself, to comprehensively consider the various constraint relations between the processing operations. It solves the problem of processing gaps on machines due to a weak tight cohesion between the operations.

5. Conclusions and Future Research

In this work, an integrated scheduling algorithm considering special equipment processing characteristics is proposed to optimize the scheduling results and shorten the production time of both symmetric and asymmetric complex products. The conclusions are drawn as follows:

1. This paper takes “the special equipment processing characteristics” as the important optimization factors. It considers the variety of machine processing characteristics and the influence of complex products on scheduling results. It achieves the effect of optimizing integrated scheduling by scheduling the operations corresponding to the special equipment.

2. The proposed algorithm realizes both horizontal optimization and vertical optimization by the layer priority strategy, the earliest scheduling time strategy, and the path value strategy. The layer priority strategy realizes parallel optimization in landscape orientation. The other two strategies realize optimization in the longitudinal direction.

3. It reduces the serial gap between operations, improves machine utilization, and shortens the makespan of complex products. Thus, it provides a new method to solve the integrated scheduling problem and expands the ideas on solving the problem. Therefore, the proposed algorithm has a certain theoretical and practical significance.

Next, the following research directions are suggested. Firstly, more optimization algorithms can be introduced to enhance the ability to solve integrated scheduling problems. Secondly, the integrated scheduling problems with special constraints need to be considered, such as a flexible production environment. Furthermore, the multi-objective integrated scheduling problem is also one of the future research directions.
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