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Abstract: Radar has played an irreplaceable role in modern warfare. A variety of radar-jamming
methods have been applied in recent years, which makes the electromagnetic environment more
complex. The classification of radar jamming is critical for electronic counter-countermeasures
(ECCM). In the field of signal classification, machine learning-based methods take great effort to find
proper features as well as classifiers, and deep learning-based methods depend on large training
datasets. For the above reasons, an efficient transfer learning-based method is proposed in this
paper. Firstly, one-dimensional radar signals were transformed into time–frequency images (TFIs)
using linear and bilinear time–frequency analysis, which is inspired by symmetry theory. Secondly,
pretrained AlexNet and SqueezeNet networks were modified to classify the processed TFIs. Finally,
performance of this method was evaluated and compared using a simulated data set with nine types
of radar-jamming signals. The results demonstrate that our proposed classification method performs
well in accuracy and efficiency at a 1% training ratio, which is practical for anti-jamming.

Keywords: radar jamming; smoothed pseudo-Wigner–Ville distribution; transfer learning; small sample

1. Introduction

Radar jamming is a long-standing topic in modern electronic warfare [1–3]. With
the development of digital radio frequency memory (DRFM) technology, the types of
radar-jamming signals become more diverse. Existing anti-jamming measures are designed
for specific jamming types [4]. Therefore, in order to improve the anti-jamming ability of
one’s radar system, the primary effort is to distinguish the different jamming signals of the
enemy radar.

Jamming radar is intended to destroy and disturb the radar’s detection of the target.
Radar jamming can be divided into suppression jamming and deception jamming [5].
Suppression jamming mainly destroys the ability of radar to find targets and measure
target parameters. Suppression jamming reduces the signal-to-noise ratio (SNR) [6] when
radar detects targets. When the false alarm probability is determined, the radar detection
ability is positively related to the SNR of the signal. According to the center frequency
and bandwidth of the jamming signal and the relevance to the center frequency and
bandwidth of the radar signal, suppression jamming can be divided into spot jamming
(SJ), blocking jamming (BJ), and linear sweeping jamming (LSJ) [7–9]. Deception jamming
provides false targets or target information to enemy radar [10], triggering false alarms.
Compared with suppression jamming, deception jamming is more complicated. Three
typical types of deception jamming are investigated in this paper: dense false target
jamming (DFTJ) [5], interrupted-sampling repeater jamming (ISRJ) [11,12] and smart noise
jamming (SNJ) [13,14]. Of course, there are other types of jamming that deserve study in
future work.
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The existing classification methods for radar-jamming signals include machine learning-
based methods and deep learning-based methods. Although the deep learning method was
born relatively late, it shows an extraordinary ability in multi-class classification [15,16].
Unlike traditional machine learning methods, a convolutional neural network (CNN)
can directly input high-dimensional data [17]. In order to load training sets into a CNN,
researchers mathematically transform 1D time-domain signals into 2D time–frequency
images (TFIs) [18]. Generally, time–frequency analysis methods include short-time Fourier
transform (STFT), Wigner–Ville distribution (WVD) [19], and smoothed pseudo-WVD
(SPWVD) [20]. For example, Shao et al. [21] and Lv et al. [22] used STFT and a self-built
CNN to classify radar-jamming signals. Because STFT cannot achieve high resolution in
both the time and frequency domains simultaneously, their works relied on information
fusion methods. Shao et al. fused the 1D and 2D signal information [21]. Lv et al. fused the
real parts, imaginary parts, modulus, and phase of a radar-jamming signal [22]. Inspired
by symmetry theory, our solution turned from linear time–frequency analysis (STFT) to
bilinear time–frequency analysis (WVD, SPWVD). The resolution of a signal’s WVD and
SPWVD is much higher than its STFT, so there is no need to fuse information when using
WVD or SPWVD. For example, Wang et al. used WVD for the automatic recognition of
radar waveforms [23]. WVD and SPWVD have higher resolution than STFT, making them
more suitable for dealing with complicated classification tasks. A well-performed CNN
model greatly depends on a well-designed network structure and massive data. In the field
of signal classification, many researchers have established their own CNN. However, these
self-built structures have insufficient performance due to their simple network structure
and insufficient data. These networks still have a lot of room for improvement in terms of
recognition accuracy. Transfer learning is a technique for fine-tuning a pretrained network
trained on a large, labeled dataset in order to apply it to small samples [24]. Therefore,
transfer learning is more applicable to classification when the data are scarce and building
neural networks is difficult. For example, Li et al. used a pretrained CNN to identify navi-
gation signal interference types [25]. It shows that transfer learning can effectively speed
up the convergence of the CNN without compromising the performance of the model.

Our contributions are as follows: (1) With the help of time–frequency analysis, 1D
jamming signals were converted into 2D TFIs, which facilitated the subsequent automatic
feature extraction; (2) Using the transfer learning method, the classification of jamming
was realized. The time and workload of redesigning and training new networks was
saved by modifying pretrained networks; (3) While ensuring accuracy, the application of
lightweight SqueezeNet greatly reduced the demand for computing power and memory
usage. Therefore, our method has the potential to be deployed on embedded devices.

In this paper, a classification method based on transfer learning and SPWVD is pro-
posed to reduce manpower and achieve high recognition accuracy in case of small sample
size. The rest of this paper is organized as follows. Firstly, Section 2 introduces the cardinal
principle of the algorithm in this paper. Secondly, the experimental results are presented
and analyzed in Section 3. Finally, Section 4 concludes this work and discusses future work.

2. Materials and Methods

The flowchart of transfer learning-based methods for active radar-jamming classifi-
cation is shown in Figure 1. Figure 1 shows the important parts of our paper and reveals
the connections among them. Through data preparation, network construction, and multi-
ple simulation experiments, a final classification method was found. This section mainly
introduces the elementary methods of our work.
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Figure 1. Flowchart of the transfer learning-based classification method.

2.1. Radar-Jamming Signals

In this work, we needed to construct a data set of active jamming signals. The
mathematical formulas of the jamming signals are given below, including one signal
without jamming, three suppression jamming signals, three deception jamming signals,
and two composite -jamming signals. The default is that they are pulse signals based on
linear frequency modulation (LFM). The waveform of an LFM radar pulse signal in the
time domain can be expressed as [26]:

S(t) = A ∗ rect(
t
T
) exp [j2π( f0t +

1
2

B
T

t2)] (1)

where A is the amplitude, f0 is the center frequency, T is the pulse duration, B is the
bandwidth, and rectangle function rect( t

T ) is defined as:

rect
(

t
T

)
=

{
1 − T

2 ≤ t ≤ T
2

0 otherwise
(2)

2.1.1. Interrupted Sampling Repeater Jamming (ISRJ)

In order to realize this jamming, the jammer retransmits the intercepted radar signal
multiple times. Its time domain model can be expressed as:

JISRJ(t) =
M

∑
m=1

N

∑
n=0

rect(
t− (nM + n + m)TW

TW
) ∗ S(t−mTw) (3)

where N is the number of slices, Tw is the time duration of each slice, and M refers to how
many times a slice is retransmitted.

2.1.2. Dense False Target Jamming (DFTJ)

The jammer intercepts a radar signal by delaying, stacking, and forwarding the signal
many times. Jammers cause the radar to form multiple false targets at different distances.
Its time domain model can be expressed as:

JDFTJ(t) =
M

∑
m=1

AmS(t− t0 − τm) (4)
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where Am is the modulation amplitude, t0 is the time delay of the real target echo, and τm
is the time delay after m times’ retransmission.

2.1.3. Smart Noise Jamming (SNJ)

Smart noise jamming has the effect of noise jamming and spoofing. In this paper,
interrupted sampling repeater jamming was multiplied by white Gaussian noise to make a
smart noise interference. Its time domain model can be expressed as:

JSNJ(t) = n(t) ∗ JISRJ(t) (5)

where n(t) refers to white Gaussian noise with zero mean and variance σ2.

2.1.4. Blocking Jamming (BJ) and Spot Jamming (SJ)

These two are suppression interferences. They both produce a wide interference
bandwidth. However, the jamming power of spot jamming is only strong in the operating
frequency of the radar. Blocking jamming can cover a wider bandwidth.

f j ≈ fs
∆ f j1 ≈ (2 ∼ 5) ∗ ∆ fr
∆ f j2 ≥ 5∆ fr

(6)

where ∆ fr is the bandwidth of the radar receiver, fs is the center frequency of the radar
receiver, f j is the center frequency of jamming signal, ∆ f j1 is the bandwidth of spot jamming,
and ∆ f j2 is the bandwidth of blocking jamming. These formulas define themselves mainly
based on the frequency range.

2.1.5. Linear Sweep Jamming (LSJ):

LSJ as adopted in this paper satisfies the following conditions:{
f j = fs ± kt t ∈

[
0, Tj

]
∆ f j ≈ (2 ∼ 5) ∗ ∆ fr

(7)

where k is the chirp rate, k = B
T . ∆ fr is the bandwidth of the radar receiver, fs is the center

frequency of the radar receiver, f j is the center frequency of the jamming signal, and f j is
periodic function.

With these mathematical expressions, a simulation database of radar-jamming signals
was constructed.

2.2. Joint Time–Frequency Analysis

In our experiments, STFT, WVD, and SPWVD were used to transform 1D radar-
jamming signals into TFIs.

2.2.1. Short-Time Fourier Transform (STFT)

The short-time Fourier transform (STFT) is the mainstream approach to analyzing a
signal with time-varying frequency [27]. This method divides the time-domain signal into
multiple segments, and then takes a Fourier transform of each segment. ϕ(t) is the window
function of the signal segment. For a continuous signal x(t), the STFT operation is defined
as [28]:

STFTx(t, ω) =
∫ +∞

−∞
x(τ)ϕ∗(τ − t)e−jωτdτ (8)

where τ is center position of ϕ∗(τ − t) and ∗ represents the conjugate operation. The other
operations are the same as for Fourier transform. STFT is a Fourier transform of the original
signal in a small duration range. According to the uncertainty principle, STFT is unable to
obtain a high resolution in the time domain and frequency domain simultaneously.
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2.2.2. Wigner–Ville Distribution (WVD)

The Wigner–Ville distribution was proposed by Ville in 1948 [29]. The WVD is defined
as a Fourier transform of the instantaneous correlation function of the signal [30]. For a
continuous signal x(t), the Wigner–Ville distribution is defined as:

WVDx(t, f ) =
∫ ∞

−∞
x
(

t +
τ

2

)
x∗
(

t− τ

2

)
e−j2π f τdτ (9)

Generally speaking, WVD does not involve a window function, which avoids the
mutual restriction between time domain resolution and frequency domain resolution. For
a single-component LFM signal, WVD has good energy concentration. However, when
analyzing multi-component signals, WVD is disturbed by cross-terms.

2.2.3. Smoothed Pseudo-WVD (SPWVD)

Researchers have proposed many improved methods to suppress the influence of
cross-terms. In order to overcome the impact of cross-terms, Barbarossa proposed a pseudo-
Wigner–Ville distribution (PWVD) by adding a smoothing window in the time domain. In
2003, Zhao Jun et al. cited Barbarossa’s work and employed smooth pseudo-Wigner–Ville
distribution (SPWVD) on the basis of PWVD to estimate the parameter of frequency-
hopping signals [29]. SPWVD can filter interference terms with low-pass windows. It uses
independent windows to smooth time and frequency:

SPWVDg,H
x (t, f ) =

∫ ∞

−∞
g(t)H( f )x(t +

τ

2
)x∗(t− τ

2
)e−j2π f τdτ (10)

By adding smooth windows, the cross-term interference is substantially eliminated
in SPWVD.

2.3. Pretrained Network Modification

Transfer learning takes pretrained networks as the starting point for new tasks. Fine-
tuning the pretrained networks is usually much faster and easier than training networks
using random initialization weights from scratch. Especially when there are small training
samples, transfer learning can quickly transfer learned features onto new tasks. In this pa-
per, we used two pretrained networks: a pretrained AlexNet and a pretrained SqueezeNet.
AlexNet, employing an 8-layer CNN, won the ImageNet Large-Scale Visual Recognition
Challenge 2012 by a phenomenally large margin [31]. Since then, many classic image
classification models based on deep convolutional neural networks have been developed.
After that, Forrest et al. proposed the SqueezeNet, which achieved AlexNet-level accu-
racy with 50× fewer parameters [32]. This facilitated CNNs applications on lightweight
hardware devices.

AlexNet has been trained on more than one million images from datasets. The pre-
trained network can classify 1000 object categories, such as keyboard, mouse, pencil, and
many animals. Therefore, AlexNet has learned rich feature representations for a wide range
of images. SqueezeNet can also achieve the same classification accuracy. The input image
size for AlexNet and SqueezeNet is 227 × 227 × 3. There are several typical layers in these
nets, as detailed below.

2.3.1. Convolutional Layers

The purpose of a convolutional layer is to use a convolution kernel to scan images line
by line and finally extract the features of the image. Specifically, the input of a convolutional
layer is the 3D matrix X with a size of m1 × m2 × n. The convolutional layer itself is a
variable matrix in which the parameters change. After multiplication, addition, and
offset operations, new results are obtained and input into the next layer. The results are
feature maps.
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2.3.2. Dropout Layers

When there are more parameters and less training data, the nets can perfectly fit
training data but may not perform well on the verification data. The main function of the
dropout layer is to prevent over-fitting. A high degree of fitting will lead to poor adaptabil-
ity of the radar-jamming classification model. So, some results need to be discarded.

2.3.3. Fully Connected Layers

Each node of the fully connected layer is connected with all nodes of the previous layer.
It acts as a classifier, mapping the features to each class label and outputting the probability
matrix of each sample. Because the number of the fully connected layer’s parameters is
huge, The fully connected layer is generally used for the output layer.

Based on this knowledge of CNNs, we modified some pretrained nets. For instance,
Figure 2 shows the modification to the last six layers of the pretrained SqueezeNet. The
green layers are the new layers after replacement.
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3. Results

In this section, a data set of 1D active jamming signals was first constructed. Then,
different time–frequency analysis techniques were used to transform 1D radar signals, and
the generated TFIs are compared. Thirdly, the pretrained networks were modified to realize
the subsequent classification. Finally, the performances of different methods are compared,
and a high-accuracy method is found. All experiments were designed and performed on a
desktop computer with the following hardware configurations:

Intel i7-100700F/16GB RAM/512GB SSD/NVIDIA GeForce GTX 1660 SUPER.

3.1. Simulation of 1D Radar-Jamming Signals

A 1D simulation dataset of nine types of signals was constructed, including one signal
without jamming, three deception jamming signals (ISRJ, DFTJ, and SNJ), three suppres-
sion jamming signals (BJ, SJ, and LSJ), and two composite jamming signals (DFTJ + SNJ,
ISRJ + LSJ). In the dataset, each type of active jamming signal had 1000 samples. Each
sample contained a true target echo with random location variation and different jamming.
Detailed parameters are shown in Table 1.
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Table 1. Simulation settings of jamming signals.

Jamming Parameter Value

ISRJ
JNR 30~60 dB

Sampling duration 5~10 µs
Pulse repetition 1~4

DFTJ
JNR 30~60 dB

False targets 3~5
False target delay 1~10 µs

SNJ
JNR 30~60 dB

Sampling duration 5~10 µs
Pulse repetition 1~4

BJ
JNR 30~60 dB

Jamming bandwidth 50~80 MHz

SJ
JNR 30~60 dB

Jamming bandwidth 20~40 MHz

LSJ
JNR 30~60 dB

Sweep bandwidth 20 MHz
Sweep cycle 40~80 µs

JNR: Jamming-to-noise ratio.

The LFM waveform (B = 10 MHz, T = 20 µs) was used as the radar transmission signal,
and each 1D signal’s width was 100 µs with a sampling rate of 20 MHz/s. Therefore, each
sample had 4000 real-valued elements, 2000 for real parts and 2000 for imaginary parts,
respectively. Figure 3 shows the real-part waveforms with normalized amplitude of each
type of active jamming signal.
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Figure 3. The real-part waveforms of 1D active jamming signals. In each subgraph, the abscissa is
discrete time, and the ordinate is normalized amplitude. (a) Signal without jamming, (b) Interrupted
sampling repeater jamming, (c) Dense false target jamming, (d) Smart noise jamming, (e) Blocking
jamming, (f) Spot jamming, (g) Linear sweep jamming, (h) DFTJ + SNJ, (i) ISRJ + LSJ.
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3.2. Jamming TFI Processing

STFT, WVD, and SPVWD represent time–frequency views of 1D radar-jamming data.
STFT, WVD, and SPWVD were calculated for each signal. These results were resized, and
pseudo-color was added. During image resizing, new pixel values were obtained using the
weighted average of pixels in the nearest neighbors, and the recognizability of the image
was increased by mapping the image to a pseudo-color space. It is worth mentioning that
we took complex signals as the object of time–frequency analysis. The operation of taking
absolute value was performed in order to eliminate the influence of complex numbers that
come from time–frequency analysis. Figure 4 shows the processing steps for an SNJ’s STFT
and SPWVD.
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Figure 4. The steps of TFI processing.

For each radar-jamming signal, three 227 × 227 × 3 images (STFT, WVD, and SPVWD
TFIs) were saved. These TFIs were taken as the CNN’s input. Figure 5 shows these
different TFIs. These images provided a representation of the input data, making it easier
for the classification algorithm to distinguish different categories. It is noteworthy that the
superposition mode of composite signals can be easily perceived in SPWVD TFIs, as shown
in Figure 5h,i.
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3.3. Modification of Deep Learning Networks

TFIs of radar-jamming signals were adjusted to 227 × 227 × 3, so the input layer of
the pretrained networks did not need to change. The last few layers affected whether the
net was a suitable classifier. Taking the pretrained SqueezeNet as an example, we changed
these layers. The altering of the last six layers of the modified net can be found in Table 2.
The modified net was suitable for nine kinds of jamming classification. The modification
method of the pretrained AlexNet was similar.

Table 2. The modification of SqueezeNet’s last six layers.

Layer Changed (Y/N) Note

End-5 Drop Y 60% dropout
End-4 Conv Y nine 1-by-1 convolutions
End-3 ReLU N ReLU
End-2 Pool N 2-D global average pooling
End-1 Prob N softmax
End Output Y 1 × 9

3.4. Comparisons
3.4.1. The More-Efficient SqueezeNet

Two pretrained networks, AlexNet and SqueezeNet, were modified and trained using
signals’ WVD TFIs. After only five training epochs, good classification accuracy was
achieved by both networks, as shown in Figure 6. The modified networks based on AlexNet
and SqueezeNet showed little difference in overall accuracy (OA), while the latter had a
faster convergence rate. When the training ratio was extremely small, the modified AlexNet
failed to achieve the same high OA as the modified SqueezeNet after five epochs’ training.
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In addition to accuracy, efficiency is also an important performance index in a practical
setting. Although both of the aforementioned networks can obtain good classification
accuracy in a short training time, the memory usage of the modified SqueezeNet was only
1% of that of the modified AlexNet, as shown in Figure 7. The memory usage is local
storage space occupied by the generated prediction model.
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To sum up, the modified SqueezeNet was more efficient than the modified AlexNet in
terms of convergence speed and memory usage.
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3.4.2. Comparison between STFT and WVD

We compared using different kinds of TFIs as training sets. Figure 8 shows the
comparison of two confusion matrices obtained by using 1% of the STFT data, 1% of the
WVD data, and 1% of the SPWVD data as the training sets, respectively. Each scheme took
10 epochs. It shows that the classification accuracy of taking signals’ WVD/SPWVD as the
input for a CNN is much better than STFT.
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Referring back to Figures 3 and 5, the forms of jamming e and f are similar both in 1D
time domain and in TFIs. WVD performed better in distinguishing two similar jamming
signals than STFT did. Figure 8 also shows that WVD and SPWVD were more suitable for
accurately differentiating composite signals than STFT. For example, STFT was more likely
to mistake i for g when actually i is the composite jamming signal of b and g.

WVD’s high resolution both in time and in frequency facilitated the distinction be-
tween similar jamming signals. However, WVD could identify b very well when taking
1% of the WVD TFIs as the training set. In analyzing ISRJ’s WVD TFIs, the main reason
was they were affected by cross-terms. This influence can also be seen from the confusion
matrix for SPWVD.

3.4.3. SPWVD Method Performed Better in the Event of Insufficient Samples

In Section 2.2.3 of this paper, it is mentioned that SPWVD is less affected by cross-terms.
This characteristic affects the classification results. In a further comparative experiment,
1% of the WVD and SPWVD TFIs were separately put into the modified SqueezeNet. The
experiments were repeated five times for each, and the results were statistically sorted, as
listed in Table 3.

Table 3. Accuracy comparison of two methods with 1% data for training.

Jamming WVD SPWVD

a 99.98 ± 0.04 100.0 ± 0.00
b 83.50 ± 0.00 99.86 ± 0.26
c 100.0 ± 0.00 100.0 ± 0.00
d 100.0 ± 0.00 96.30 ± 3.14
e 100.0 ± 0.00 100.0 ± 0.00
f 100.0 ± 0.00 97.60 ± 0.40
g 99.16 ± 1.65 99.90 ± 0.14
h 99.96 ± 0.05 98.38 ± 0.61
i 96.88 ± 3.97 98.34 ± 2.53

OA (%) 97.71 ± 0.38 98.92 ± 0.49
Training ratio: 1%, Training: 10 epochs, Learning rate: 0.0005.
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The results in Table 3 show that SPWVD can identify b better when taking 1% of TFIs
as the training set. The WVD and SPWVD TFIs were separately put into the modified
SqueezeNet to test different training ratios. Experiments were also repeated five times in
each case, and the results were statistically sorted out. It can be seen in Table 4 that SPWVD
has higher OA than WVD when dealing with an extremely small training ratio.

Table 4. OA comparison of WVD and SPWVD in different training ratios.

Training Ratio

TFIs 0.5% 1% 3% 5%

WVD 89.07 ± 1.21 97.71 ± 0.38 99.82 ± 0.06 99.88 ± 0.02

SPWVD 91.98 ± 0.76 98.92 ± 0.49 99.41 ± 0.04 99.79 ± 0.12
Training: 10 epochs, Learning rate: 0.0005.

4. Conclusions and Discussion

Our final method based on SPWVD and SqueezeNet can provide a balanced perfor-
mance in terms of accuracy and efficiency. SPWVD improved the image resolution of a
signal’s time–frequency analysis and distinguished the subtle differences of similar signals.
It also reduced the influence of cross-terms and can potentially dispose with more complex
jamming classification. Using pretrained SqueezeNet not only greatly reduced the number
of training samples, but also significantly reduced memory usage. When 1% data was used
for training, our method prediction accuracy achieved 98.92%.

This paper proposes a classification method for active radar-jamming signals based
on transfer learning and SPWVD. Compared with the methods using STFT and WVD, our
proposed method not only has the ability to train the model based on small samples, but
also achieves higher accuracy. Furthermore, the transfer learning method substantially
reduces training time and memory usage. However, there are still some aspects that need to
be improved in the future. Firstly, the data set only comes from numerical simulation. There
is always a gap between simulation and reality. The diversity of jamming data sets needs
to be increased, and then the reliability of the results will be improved. Secondly, we will
continue to focus on lightweight classification networks in order to reduce the complexity
and operation time of anti-radar-jamming systems. Finally, the characteristics of SPWVD
will be further exploited to realize the parameter estimation of radar-jamming signals.
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