Numerical and Computational Analysis of Magnetohydrodynamics over an Inclined Plate Induced by Nanofluid with Newtonian Heating via Fractional Approach
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Abstract: This study examines a viscous, incompressible, free-convective Casson fluid flow over an inclined plate, which characterizes an asymmetrical nanofluid flow and heat transfer behavior. Here, the two different nanofluids are basically made of molybdenum disulfide (MoS2) with CMC-based fluid and graphene oxide (GO) nanoparticles with CMC-based fluid to form a particular (CMC/MoS2) nanofluid and (CMC/GO) nanofluid. The Newtonian heating effect, slip boundary, porosity, and inclined magnetic effects are also considered. When memory effects are present, conventional PDEs are unable to investigate and evaluate the physical behavior of various flow parameters. We employed the Prabhakar fractional derivative, the best and most current fractional mathematical operator, to tackle the considered nanofluid problem. Using the integral transform approach, Laplace transforms, the non-dimensional governed model is converted into a fractional model and solved. The graphical analysis examines the influence and symmetrical behavior of significant physical and fractional parameters. The numerical effects of the Nusselt number, Sherwood number, and skin friction are also looked at, at various sundry values of the time. As a result, we conclude that increasing Prabhakar fractional constraints causes the thermal and momentum profiles to decelerate down. In addition, for two distinct values of time, 0.8 and 1.8, improvements of 3.823% and 5.042%, respectively, are observed in the mass transfer rate for the higher impacts of the Prabhakar fractional parameter, while the heat transfer rate declines by 10.065% and 15.908%, respectively. Also, the shear stress upsurges by 0.881% and 2.482%, respectively, for the change values of time 0.8 and 1.8 with higher values of Prabhakar fractional parameter \( \alpha \). Furthermore, with varying time, the accompanying criteria are satisfied, and the velocity and temperature fields both expand asymptotically in the y-direction and decline away from the plate. When comparing the two nanofluids, the (CMC/MoS2) nanofluid has a somewhat higher thermal and flow rate than the (CMC/GO) nanofluid. The studies indicated that increasing the volume percentage of nanoparticles causes heat transmission to be enriched.
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1. Introduction

Fractional calculus (FC) has an ancient background, as it was made in a conversation in a letter received from L’Hospital to Leibniz in 1695 [1]. About three hundred years ago, FC was extensively discussed exclusively by researchers. Several mechanical and physical complications, for instance, rheology, diffusion, and potential theory, can be effectively exhibited by employing FC. The actual use of FC is found in fluid mechanics’ constitutive law for viscoelastic components. Gemant et al. [2,3] were the first investigators who recommended the utilization of fractional derivatives (FDs) in the modelling process of different material behavior. In classical calculus, the derivative has a significant geometric clarification, i.e., it is related to the perception of a tangent, on the other hand, to what happens in the situation of FC. This modification can be perceived as a problem for the slowdown of the development of FC till 1900. Subsequently, Leibniz and Euler noted the problem with non-integer order derivatives. Fourier (1822) recommended an integral illustration to describe the derivative, and his version can be imagined as the initial definition for the derivative of random (positive) order. The solution of an integral equation accompanying the tautochrone problem called the initial utilization of FC to be found through Abel [4]. The first Liouville definition was proposed by Liouville (1832) [5] and is based on the formula to differentiate the exponential type function. The Liouville version for integrating non-integer order, Liouville’s second definition, is connected to an integral. Riemann [6] then gave a succession of publications through Liouville, a very significant piece, eleven years after his death.

Creating a consistent and competent numerical or analytical approach for the stochastic process of an artistic scheme using FDs is usually a disaster. Fourier transform (FT), Laplace transform (LT), and the numerical integration technique in the time domain may be used for determinist research of fractional-order nonlinear/linear models [7]. Spanos et al. [8] showed that dynamic schemes with FDs based on stochastic excitement can be preserved in the same mode as in the frequency random vibration field theory for the stochastic process of linear model systems. Saqib et. [8] used carbon nanotubes (CNTs) with blood as the base fluid to examine the thermal conductivity of hybrid nanofluid flowing on an inclined poured plate. Rudinger [9] implemented this frequency-domain scheme by using fractional damping. Agrawal [10] established a Duhamel integral technique for the stochastic investigation’s second instance of a fractional damped single-order-of-freedom system. After this, Agrawal [10] protracted the method to a fractional damped ray based on stochastic innervation. Mathematicians have observed the concept of FC as a division of pure mathematics for the last three hundred years. Nevertheless, some investigators have revealed that non-integer derivatives and integrals are more helpful for exhibiting processes with hereditary and memory characteristics than integer orders [11]. In [12], the authors used hybrid nanoparticles mixed in water to investigate the thermal effects of Brinkman-type fluid flowing through a closed channel. They have used the Caputo–Fabrizio fractional definition with Laplace transformation to sole the developed fractional model. Fractional differential equations (FDEs) are used to model numerous problems in physics, science, economics, engineering, applied mathematics, and biological sciences [13]. FDEs are more complicated than their integer order as compare to the fractional derivatives because of having weakly singular kernels and are also non-local [14–17]. The difficulties in integer order familiarize significant computational complications for numerical approaches for solving such equations. Therefore, FDEs have varied applications in the science and engineering fields [18–23].

In previous years, researchers have been studying FC to develop mathematical models that can precisely define complex abnormal processes [24,25]. Specifically, the fractional Laplacian (FL) has been utilized in various implementations rather than the integer-order Laplacian [26,27]. The miniature thermal conduction of base liquid inside the inclusion is a vital disadvantage that modelled a significant restriction from the layout feature of beneficial heat transmission equipment. Nevertheless, it is practical to increase convective heat transmission in an enclosure by accumulating nanoscale nonmetallic or metallic
components in the fluid [28–31]. First, Choi and Eastman introduced nanofluids, an innovative type of engineered fluid. The presence of nanoparticles in a fluid has a major impact on its physicochemical and thermophysical properties. When compared to the base liquid, the collective nanofluids exhibit higher thermal conductivity, viscosity, and density. Hybrid nanofluids (HNFs) have recently emerged as a promising new NF breakthrough. HNFs might be produced by collecting two or more different types of nanoparticles in baseline fluids [32,33]. Nonmetallic nano-sized particles have lesser thermal conductivities as compared to metallic nano-sized particles, but they propose frequent beneficial features, for instance, decent strength and natural inertness. For that purpose, the mixture of the two nanoparticle forms may develop predictable thermophysical characteristics and attain believed solidity [34–40].

Sarlak et al. [36] explored the laminar flow of MHD (magnetohydrodynamics) nanofluid (Water/Al$_2$O$_3$) through a T-shaped enclosure. The results of their study discovered that the MHD (magnetohydrodynamics) parameter has a substantial effect on the fluid flow and temperature domain, significantly decreasing the circulation mechanisms of fluid. Mostafazadeh et al. [41] studied a heat transfer laminar flow of a nanofluid through a vertical channel along with the impact of radiation, as well as prescribed surface heat flux conditions. Their results illustrate that by growing volume fraction, the temperature and velocity of the nanofluid are declined. Ruhani et al. [42] developed an innovative model for the rheological behavior of the Silica–Ethylene glycol/Water HNF model. Moreover, they proved that, as the volume fraction rises, the relative viscosity grows because of the more scattered nanoparticles in the base liquid. Reference [43] investigated the adsorption characteristics of functional silica nanoparticles at the oil–water interface and emulsion stability, in which they created adipic acid-modified functional silica nanoparticles. The functional silica nanoparticles’ shape, size, and surface components were observed using a transmission electron microscope and a Fourier transform infrared spectrometer. In [44], the authors examined the viscoelasticity at the oil interface and the bulk viscoelasticity of the aqueous phase in the presence of several fumed silica NPs (hydrophilic, hydrophobic, and somewhat hydrophobic) and polymers with two different molecular weights. Using oscillatory rheological methods, the bulk and interfacial viscoelastic characteristics were studied. Furthermore, the shape and stability of the oil-in-(aqueous nanofluid) emulsions were investigated using bulk emulsification and single-drop coalescence tests. More extensive work done on the different linear and nonlinear fluid problems using different recent fractional definitions can be seen in [45–49].

Gulzar et al. [50] examined a mathematical MHD fluid model with heat source/sin by the Homotopy technique. The micro-polar nanofluid model across a sinusoidal cylinder in the existence of the magnetic field was investigated by Runge–Kutta’s fifth order in [51]. Zangooee et al. [52] discussed the impacts of HNF with a vertical plate in the presence of suction and slip conditions and found solutions to governing equations by the RK–5 (Runge–Kutta) method. A fully developed laminar nanofluid model was studied through the RK (Runge–Kutta) technique numerically by Najafabadi et al. [53] and showed that temperature decreases and velocity increases as $Gr$ rises. Faghiri et al. [54] investigated the non-Newtonian problem with a heat flux in a tube by using the technique of separation of a variable. The motion and temperature of an HNF model in the existence of dust particles, porous surface, and MHD flow on a stretching sheet were examined via the radial basis function technique [55]. Zangooee et al. [56] studied a 3-D MHD flow of ferrofluid with an exponentially stretching sheet numerically.

The non-Newtonian fluids are assumed to play an active role in industrial applications, such as food processing, chemical, agriculture, cosmetic industry, biological fluids, suspension, and colloidal solutions. These flow models are well defined through the nonlinear partial differential equations (PDEs) system and define the micro-structure of non-Newtonian fluids. The mechanism of non-Newtonian fluids, because of their nonlinearity, grants a particular task to researchers, physicists, mathematicians, and engineers. In the literature, no research about the generalized Prabhakar-type Newtonian fractional
model with free-convective NF is available. Here, two different nanofluids are used, one of which is produced by mixing molybdenum disulfide nanoparticles with carboxy-methyl cellulose (CMC) as the base fluid to create the necessary (CMC/MoS\(_2\)) nanofluid. The other is created by mixing graphene oxide nanoparticles with CMC as the base fluid to create the necessary (CMC/GO) nanofluid. The constitutive model is established for the proposed flow regime with PDEs to fill this research gap. However, conventional PDEs cannot study and analyze the physical trend of different flow parameters when memory effects are present. The best and most recent fractional mathematical technique, the Prabhakar fractional derivative, together by generalized Fourier and Fick’s law, is utilized to solve this problem. The nondimensional classical model is converted into a fractional model and solved using the LT approach. The graphical analysis examines the influence of significant physical constraints and frictional characteristics on velocity, heat transfer, temperature and shear stress.

2. Mathematical Formulation

We investigate an unsteady, incompressible, free-convective MHD (magnetohydro-dynamics) Casson nanofluid flow over an inclined plate as shown in Figure 1, which characterizes an asymmetrical behavior of the fluid flow and heat transfer with significant impacts of slip boundary conditions. The plate originated in the xy-plane with an inclination angle of \(\theta_1\). The Newtonian heating effect, slip boundary, and porosity are also supposed in the respective boundary conditions and governed equations. Initially, at \(t = 0\), the plate and mixed suspension of two nanoparticles (MoS\(_2\) and GO) with CMC-based fluid form a distinct nanofluid. The thermophysical properties of these nanofluids are in thermal equilibrium. Moreover, the temperature and concentration are both constant with \(T_\infty\) and \(C_\infty\), respectively. After some time \(t > 0^+\), the inclined pored plate starts to oscillate with velocity \(U(t)\cos(\omega t)\). Due to vibrations and a temperature rise, the stationary fluid begins to flow on the pored oscillating plate with the same velocity as the vibrating plate. Moreover, it is assumed that the temperature, concentration and velocity are dependent over \(y\) and \(t\). The mathematical representation of Casson fluid is defined in the following equation [57].

\[
\tau_{ij} = \begin{cases} 
2\left(\mu_s + \frac{P_s}{\sqrt{2\pi}}\right)\varepsilon_{ij} ; & \pi > \pi_c \\
2\left(\mu_s + \frac{P_s}{\sqrt{2\pi}}\right)\varepsilon_{ij} ; & \pi < \pi_c
\end{cases}
\]

Here \(P_s\) signifies the stress due to non-Newtonian fluid, \(\mu\) represents the viscosity, \(\pi_c\) shows the critical value of \(\pi\) and \(\mu_s\) is flexible active viscosity.

Furthermore, the mathematical model of the respective problem can be originated with the help of Boussinesq’s approximations, as follows [32]:

\[
\rho_{nf}\frac{\partial w(y,t)}{\partial t} = \mu_{nf}\left(1 + \frac{1}{\beta_1}\right)\frac{\partial^2 w(y,t)}{\partial y^2} + g(\rho\beta_T)_{nf}\left(T(y,t) - T_\infty\right)\cos(\theta_1) - \sigma_{nf}B_0^2\sin(\theta_2)w(y,t) - \frac{\mu_{nf}}{\kappa}w(y,t)
\]

\[
(\rho C_p)_{nf}\frac{\partial T(y,t)}{\partial t} = -\frac{\partial \delta(y,t)}{\partial y}, \quad \delta(y,t) = -k_{nf}\frac{\partial T(y,t)}{\partial y}.
\]

\[
\frac{\partial C(y,t)}{\partial t} = -D\frac{\partial j(y,t)}{\partial y}, \quad j(y,t) = -D\frac{\partial C(y,t)}{\partial y}.
\]

Here, \(\delta(y,t)\) and \(j(y,t)\) denote the heat flux rate using Fourier’s as well as Fick’s law.

2.1. Boundary Conditions

The appropriate physical trustworthy boundary conditions for the given problem are:

\[
w(y,0) = 0, \quad T(y,0) = T_\infty, \quad C(y,0) = C_\infty; \quad y \geq 0
\]
\[ w_{(0,t)} - \frac{b}{\partial y} \frac{\partial w}{\partial y} \bigg|_{y=0} = U_f H(t) \cos(\omega t), \quad \frac{\partial T}{\partial y} \bigg|_{y=0} = -\frac{b}{k} T_{(0,t)}, \quad C_{(0,t)} = C_\infty + (C_w - C_\infty), \quad t > 0 \]  

\[ w_{(y,t)} \to 0, \quad T_{(y,t)} \to T_\infty, \quad C_{(y,t)} \to C_\infty \quad \text{as} \quad y \to \infty \]  

**Figure 1.** Flow geometry.  

**2.2. Non-Dimensional Parameters**  

To ease further the investigation of the given problem, here, we introduce the following dimensionless parameters:

\[ y^* = \frac{U_o}{v_f} y, \quad w^* = \frac{w}{U_o}, \quad t^* = \frac{U_o^2}{v_f} t, \quad T^* = \frac{T_{(y,t)} - T_\infty}{T_w - T_\infty} = \frac{T_{(y,t)} - T_\infty}{\Delta T} \]

\[ C^* = \frac{C_{(y,t)} - C_\infty}{C_w - C_\infty} = \frac{C_{(y,t)} - C_\infty}{\Delta C} \]

\[ q^* = \frac{q}{q_0}, \quad j^* = \frac{j}{j_0}, \quad \omega^* = \frac{v_f \omega}{U_o^2}, \quad b^* = \frac{U_o}{v_f} b. \]

Furthermore, ignore the steric notation and substitute the rest of the above parameters in the leading governing Equations (1) to (3) and boundary Conditions (4) to (6). Thus, the following non-dimensional governed equations are reduced as follows:

\[ \Psi_0 \frac{\partial w_{(y,t)}}{\partial t} = \Psi_1 \beta_1 \frac{\partial^2 w_{(y,t)}}{\partial y^2} + \Psi_2 Gr T_{(y,t)} \cos(\theta_1) - \left( M \sin(\theta_2) + \frac{\Psi_1}{k} \right) w_{(y,t)} + \Psi_3 Gr M C_{(y,t)} \cos(\theta_1) \]  

\[ \Psi_4 \frac{\partial T_{(y,t)}}{\partial t} = \Psi_5 \frac{\partial^2 T_{(y,t)}}{\partial y^2} \]  

\[ \Psi_6 \frac{\partial C_{(y,t)}}{\partial t} = \frac{\partial^2 C_{(y,t)}}{\partial y^2} \]
With the subsequent non-dimensional conditions:

$$ w(y,0) = 0, \quad T(y,0) = 0, \quad C(y,0) = 0; \quad y \geq 0, \quad (10) $$

$$ w(0,t) \rightarrow 0, \quad T(0,t) \rightarrow 0, \quad C(0,t) \rightarrow 0 \quad \text{as} \quad y \rightarrow \infty \quad (12) $$

In which:

$$ \Psi_0 = (1 - \varphi) + \varphi \frac{\rho_{nf}}{\rho_f}, \quad \Psi_1 = \frac{1}{(1-\varphi)^2}, \quad \Psi_2 = (1 - \varphi) + \varphi \frac{(\rho \beta_f)}{(\rho \beta_f)_f}, $$

$$ \Psi_3 = (1 - \varphi) + \varphi \frac{(\rho \beta_f)}{(\rho \beta_f)_f}, \quad \Psi_4 = (1 - \varphi) + \varphi \frac{(\rho \beta_f)}{(\rho \beta_f)_f}, \quad \Psi_5 = \frac{1+2\mu_f^*}{1+2\mu_f^*-2\varphi \left(\frac{\mu_f^*}{\mu_f} - 1 \right)}, \quad \Psi_6 = Sc, \quad \beta_1 = \left(1 + \frac{1}{\beta_f} \right). $$

### 2.3. Dimensionless Parameters

The obtained similarity equations comprised distinct distinguished parameters which are symbolically defined as:

$$ Pr = \frac{(\mu \beta_f)}{k_f}, \quad Gr = \frac{g(\beta_f) \Delta T V_f}{U_0^3}, \quad Sc = \frac{v_f}{D}, \quad Gm = \frac{g(\beta_f) \Delta C V_f}{U_0^3}, \quad K = \frac{k U_0}{v_f}. $$

These parameters are respectively called the Prandtl number, the Grashof number for temperature, the Schmidt number, Grashof number for concentration and the dimensionless porosity parameter.

### 2.4. Thermophysical Properties of the Nanofluid

The leading governing equations comprised some more mathematical notations like $\rho_{nf}$, $\mu_{nf}$, $\sigma_{nf}$, $k_{nf}$, $(\rho C_f)_{nf}$ and $(\rho \beta)_{nf}$, which are namely called the density, viscosity, electrical conductivity, thermal conductivity, heat capacity and thermal expansion coefficients of the NFs. The correlations of these NFs model are given in Table 1, while the experimental data of the respective base CMC fluid and distinct nanoparticles are given in Table 2.

<table>
<thead>
<tr>
<th>Thermal Features</th>
<th>Regular Nanofluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho_f = \frac{\rho_{nf}}{(1-\varphi)^2}$</td>
</tr>
<tr>
<td>Dynamic Viscosity</td>
<td>$\mu_f = \mu_{nf}(1 - \varphi)^{2.5}$</td>
</tr>
<tr>
<td>Electrical conductivity</td>
<td>$\sigma_f = \frac{\sigma_{nf}}{1+\left(\frac{\sigma_{nf}}{\sigma_f} - 1 \right)}$</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$k_f = \frac{k_{nf}}{1+\left(\frac{k_{nf}}{k_f} - 1 \right)}$</td>
</tr>
<tr>
<td>Heat capacitance</td>
<td>$(\rho C_f)<em>{nf} = \frac{(\rho C_f)</em>{nf}}{(1-\varphi) + \varphi \frac{\rho \sigma_f}{\rho \beta_f}}$</td>
</tr>
<tr>
<td>Thermal Expansion Coefficient</td>
<td>$(\rho \beta)<em>{nf} = \frac{(\rho \beta)</em>{nf}}{(1-\varphi) + \varphi \frac{\rho \sigma_f}{\rho \beta_f}}$</td>
</tr>
</tbody>
</table>
Table 2. The thermal characteristics of base fluids (CMC) and used nanoparticles [59–62].

<table>
<thead>
<tr>
<th>Material</th>
<th>CMC</th>
<th>MoS₂</th>
<th>GO</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ (M/L³)</td>
<td>997</td>
<td>5060</td>
<td>1800</td>
</tr>
<tr>
<td>C_p (J/M K)</td>
<td>4179</td>
<td>397.21</td>
<td>717</td>
</tr>
<tr>
<td>k (W/L K)</td>
<td>0.613</td>
<td>904.4</td>
<td>5000</td>
</tr>
<tr>
<td>σ (S/m)</td>
<td>5.5 × 10⁻⁶</td>
<td>2.09 × 10⁻⁴</td>
<td>1 × 10⁷</td>
</tr>
<tr>
<td>β_T × 10⁻⁵ (K⁻¹)</td>
<td>21</td>
<td>2.842 × 10⁻⁵</td>
<td>2.84 × 10⁻⁴</td>
</tr>
</tbody>
</table>

2.5. Basic Preliminaries

The one-parametric Mittag–Leffler function is

\[ E_\alpha(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + 1)}; \quad \alpha, z, \beta \in \mathbb{C}, \quad \text{Re}(\alpha) > 0 \]

Mittag–Leffler has investigated this [63]. After some time, Wiman [64] investigated the two-parametric Mittag–Leffler functions, a greater generalization of the one-parametric function.

\[ E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + \beta)}; \quad \alpha, z, \beta \in \mathbb{C}, \quad \text{Re}(\alpha) > 0 \]  \hspace{1cm} (13)

The three-parametric Mittag–Leffler function, also discussed as the Prabhakar fractional derivative, was first presented by Prabhakar in [65].

\[ E_{\gamma,\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{(\gamma)nz^n}{n! \Gamma(\alpha n + \beta)}; \quad \alpha, \beta, \gamma, z \in \mathbb{C}, \quad \text{Re}(\alpha) > 0 \]

With the basic properties

\[ E_\alpha(z) = E_{1,1}^\alpha(z), \quad E_{\alpha,\beta}(z) = E_{1,\beta}^\gamma(z), \quad E_{1,1}^1(z) = \exp(z) \]  \hspace{1cm} (14)

(Prabhakar kernel) The function

\[ e_{\gamma,\alpha,\beta}^\gamma(\alpha; t) = t^{\beta-1} E_{\alpha,\beta}^\gamma(at^\alpha); \quad t \in \mathbb{R}, \quad \alpha, \beta, \gamma, z \in \mathbb{C} \]

is the Prabhakar kernel.

(Prabhakar Integral) The Prabhakar integral is expressed as [66,67]

\[ E_{\alpha,\beta,\alpha,f}(t) = e_{\gamma,\alpha,\beta}^\gamma(\alpha; t) * f(t) = \int_0^t (t-\tau)^{\beta-1} E_{\alpha,\beta}^\gamma(\alpha(t-\tau)^\alpha)f(\tau)d\tau \]

with its Laplace

\[ \mathcal{L}\left\{ E_{\alpha,\beta,\alpha,f}(t) \right\}(q) = \mathcal{L}\left\{ e_{\gamma,\alpha,\beta}^\gamma(\alpha; t) \right\}\mathcal{L}\{f(t)\} = \frac{q^{\gamma-\beta}}{(q^{\alpha} - \alpha)\gamma}\mathcal{L}\{f(t)\} \]  \hspace{1cm} (15)

Some suitable fractional constraint cases can be summarized as

If \[ \beta = \gamma = 0 \]

If \[ \beta = 1, \quad \gamma = 0 \]

\[ \mathcal{L}^{-1}\left\{ \mathcal{L}\left\{ e_{\alpha,1}^\alpha(\alpha; t) \right\} \right\} = \mathcal{L}^{-1}\left\{ \frac{1}{\beta} \right\} = 1 \]
If \( \beta > 0, \gamma = 0 \)
\[
\mathcal{L}^{-1}\left\{ \mathcal{L}\left\{ \phi_{\alpha,\beta}(t) \right\} \right\} = \mathcal{L}^{-1}\left\{ \frac{1}{q^{\beta}} \right\} = \frac{t^{\beta-1}}{\Gamma(\beta)}
\]
when \( \beta > 0, \alpha = 0 \), then property three will repeat as
\[
\mathcal{L}\left\{ \xi_{\alpha,\beta}(0) \right\} = q^{-\beta}
\]
(The regularized Prabhakar derivative) In [66,67], regularized Prabhakar derivative is specified as
\[
^C\mathcal{D}_{\alpha,\beta,a}^{\gamma} g(t) = E_{\alpha,m-\beta,a}^{-\gamma} g^m(t) = e^{-\gamma t} E_{\alpha,m-\beta,0} \left( a(t-t) \right) g^m(t)
\]
where \( g^m \) is the \( m \)th derivative of \( g(t) \), and \( ^C\mathcal{D}_{\alpha,\beta,a}^{\gamma} \) denotes the Prabhakar derivative operator \( t \). Equations (15) and (16) can be used to generate the generalized Prabhakar’s Laplace and its kernel, as below:
\[
\mathcal{L}\left\{ ^C\mathcal{D}_{\alpha,\beta,a}^{\gamma} g(t) \right\} = \mathcal{L}\left\{ e^{-\gamma t} \right\} \mathcal{L}\{ g^m(t) \} = q^{\beta-m} (1 - aq^{-\alpha}) \mathcal{L}\{ g^m(t) \}
\]
\[
\mathcal{L}\left\{ e^{-\gamma t} \right\} = q^{\beta-m} (1 - aq^{-\alpha})
\]
The Prabhakar derivative \( ^C\mathcal{D}_{\alpha,\beta,a}^{0} g(t) = g'(t) \) with its kernel is equal to \( \mathcal{L}\{ g(t) \} = \frac{d}{dt} \mathcal{L}\{ g(t) \} \) for \( \beta = 1, \gamma = 0, m = 1 \). Because the LT of Prabhakar’s fractional operator \( ^C\mathcal{D}_{\alpha,\beta,a}^{\gamma} \) follows
\[
\mathcal{L}\left\{ ^C\mathcal{D}_{\alpha,\beta,a}^{\gamma} h(t) \right\} = \mathcal{L}\left\{ h^m(t) \right\} \mathcal{L}\left\{ e^{-\gamma t} \right\} = \mathcal{L}\{ h^m(t) \} \mathcal{L}\{ e^{-\gamma t} \}
\]
we might obtain the traditional Fourier’s rule by assuming \( \beta = \gamma = 0 \). The following Fourier’s and Fick’s laws also apply to the Prabhakar derivative since Fourier’s law effectively defines the Prabhakar fractional derivative
\[
\delta_{(y,t)} = -^C\mathcal{D}_{\alpha,\beta,a}^{-\gamma} \frac{\partial T_{(y,t)}}{\partial y}
\]
(18)
\[
J_{(y,t)} = -^C\mathcal{D}_{\alpha,\beta,a}^{-\gamma} \frac{\partial C_{(y,t)}}{\partial y}
\]
(19)
3. Solution of the Fractional Model
This section is basically devoted to explaining the working procedure of the fractional models for the acquired equations.
3.1. Solution of the Energy Field
Since the Fourier law of thermal flux is a component of the energy equation, the energy profile can be solved using the LT scheme on Equations (8) and (18) and the accompanying conditions:
\[
\Psi_4 Pr s T_{(y,s)} = -\frac{\partial \overline{T}_{(y,s)}}{\partial y}
\]
(20)
\[
\overline{T}_{(y,s)} = -\left( s^{\beta - 1} - \alpha s^{-\alpha} \right) \frac{\partial T_{(y,t)}}{\partial y}
\]
(21)
\[
\frac{\partial T}{\partial y} \bigg|_{y=0} = -\left( \frac{1}{s} + T_{(0,s)} \right) \Rightarrow T_{(y,s)} \rightarrow 0; y \rightarrow \infty.
\]
(22)
Equation (21) is introduced into Equation (20) for the temperature field solution

$$
\Psi_5 \frac{d^2 T(y,s)}{dy^2} = \Psi_4 Pr \frac{s^{1-\beta}}{(1-as^{-a})^2} T(y,s). 
$$

(23)

Utilizing the conditions mentioned above and resolving the ordinary differential equation (Equation (23)), the heat flux solution will result as:

$$
T(y,s) = \frac{1}{\sqrt{\Psi_5 Pr}} \frac{1}{s^{1-\beta}} \left( 1 - \frac{1}{\Psi_5 Pr} \frac{s^{1-\beta}}{(1-as^{-a})^2} \right)^{1/2} e^{-y \sqrt{\Psi_5 Pr} \frac{s^{1-\beta}}{(1-as^{-a})^2}}. 
$$

(24)

We shall employ numerical techniques, such as Stehfest’s as well as Tzou’s systems in Table 3, to determine the inverse of Laplace of Equation (24).

### Table 3. Numerical analysis of the temperature, concentration, and velocity profile by Stehfest’s and Tzou’s methods.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$T_{0,0}$ by Stehfest</th>
<th>$T_{0,0}$ by Tzou</th>
<th>$C_{0,0}$ by Stehfest</th>
<th>$C_{0,0}$ by Tzou</th>
<th>$w_{0,0}$ by Stehfest</th>
<th>$w_{0,0}$ by Tzou</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.3030</td>
<td>2.0953</td>
<td>0.7744</td>
<td>0.7357</td>
<td>1.3951</td>
<td>1.3920</td>
</tr>
<tr>
<td>0.2</td>
<td>2.0050</td>
<td>1.8179</td>
<td>0.5987</td>
<td>0.5688</td>
<td>1.4525</td>
<td>1.4467</td>
</tr>
<tr>
<td>0.3</td>
<td>1.7447</td>
<td>1.5766</td>
<td>0.4621</td>
<td>0.4390</td>
<td>1.4603</td>
<td>1.4554</td>
</tr>
<tr>
<td>0.4</td>
<td>1.5176</td>
<td>1.3668</td>
<td>0.3561</td>
<td>0.3383</td>
<td>1.4395</td>
<td>1.4307</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3190</td>
<td>1.1843</td>
<td>0.2738</td>
<td>0.2601</td>
<td>1.3918</td>
<td>1.3825</td>
</tr>
<tr>
<td>0.6</td>
<td>1.1458</td>
<td>1.0258</td>
<td>0.2101</td>
<td>0.1996</td>
<td>1.3276</td>
<td>1.3182</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9948</td>
<td>0.8880</td>
<td>0.1608</td>
<td>0.1528</td>
<td>1.2527</td>
<td>1.2436</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8632</td>
<td>0.7684</td>
<td>0.1228</td>
<td>0.1166</td>
<td>1.1716</td>
<td>1.1631</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7484</td>
<td>0.6645</td>
<td>0.0935</td>
<td>0.0888</td>
<td>1.0877</td>
<td>1.0800</td>
</tr>
</tbody>
</table>

3.2. Classical Simulations for Temperature Profile ($\beta = \gamma = 0$)

For classical heat transport by taking $\beta = \gamma = 0$, so

$$
\mathcal{L} \left[ \rho_{\delta,0}(x;t) \right] = 1 = \delta(t).
$$

The Dirac’s Delta distribution is represented by $\delta(t)$. The classical Fourier’s law will be created by utilizing this to convert the generalized Fourier’s law. So

$$
T_{(y,s)} = \frac{1}{\sqrt{\Pi_1 s} - 1} e^{-y \sqrt{\Pi_1 s}} 
$$

(25)

with its Laplace inverse

$$
T(y,s) = H_1 * H_2,
$$

$$
H_1 = \frac{1}{\sqrt{\pi t}} e^{t} Erf \left( \frac{\sqrt{t}}{\sqrt{\pi t}} \right),
$$

$$
H_2 = Erf \left( \frac{\sqrt{\Pi_1 y}}{2 \sqrt{t}} \right).
$$

3.3. Solution of the Concentration Field

By using the LT on Equations (9) and (19) for the equation of the concentration profile and on its stable conditions, one can make the concentration profile comparable to the thermal profile.

$$
\Psi_6 s \mathcal{C}_{(y,s)} = -\frac{\partial T_{(y,s)}}{\partial y} 
$$

(26)
\[ \mathcal{T}_{(y,s)} = -\left(s^\beta (1 - \alpha s^{-\alpha}) \right) \frac{\partial \overline{C}_{(y,s)}}{\partial y} \]  

(27)  

\[ \overline{C}_{(0,s)} = \frac{1}{s}, \overline{C}_{(y,s)} \to 0; y \to \infty \]  

(28)  

Presenting Equation (26) into (27), for the simulations of the concentration field

\[ \frac{\partial^2 \overline{C}_{(y,s)}}{\partial y^2} - \frac{\Psi_s}{s} \left( \frac{1}{1 - s^{-\beta}} \right) \overline{C}_{(y,s)} = 0 \]  

(29)  

By utilizing the above condition, the solution of the concentration profile will become as follows:

\[ \overline{C}_{(y,s)} = \frac{1}{s} e^{-y \sqrt{\frac{\Psi_s (1 - s^{-\beta})}{1 - s^{-\beta}}}} \]  

(30)  

Again, Table 3 will employ numerical approaches like Stehfest’s and Tzou’s algorithms for the inverse of Laplace of Equation (30).

3.4. Classical Solution of Concentration Field (\(\beta = \gamma = 0\))

For classical concentration results, by taking \(\beta = \gamma = 0\), then

\[ \mathcal{L} \left[ \frac{\partial^2}{\partial \alpha \partial t} (\alpha; t) \right] = 1 = \delta(t), \]  

\[ \overline{C}_{(y,s)} = \frac{1}{s} e^{-y \sqrt{\Psi_s s}}. \]  

(31)  

With its Laplace inverse

\[ C_{(y,t)} = \text{Erfc} \left[ \frac{\sqrt{\Psi_s y}}{2 \sqrt{t}} \right], \quad \Psi_s, y > 0 \]  

3.5. Solution of the Momentum Field

The method utilized to solve the momentum equation for the energy and concentration equations will be applied in this section as well. Using the appropriate conditions in Equation (7) and the LT method, we obtain

\[ \Psi_1 \beta_1 \frac{\partial^2 \overline{w}_{(y,s)}}{\partial y^2} \left( \frac{M}{K} \sin(\theta_2) + \frac{\Psi_1}{\alpha s} \right) \overline{w}_{(y,s)} = -\Psi_2 G_r \overline{T}_{(y,s)} \cos(\theta_1) - \Psi_3 G_m \overline{C}_{(y,s)} \cos(\theta_1), \]  

(32)  

\[ \overline{w}_{(0,s)} - \frac{\beta}{\omega} \overline{w}_{(y,s)} \bigg|_{y=0} = \frac{s}{\omega^2 + s^2} \overline{w}_{(y,s)} \to 0; y \to \infty \]  

Under these assumptions, the velocity equation’s solution will take the form

\[ \overline{w}_{(y,s)} = \frac{1}{1+b \sqrt{\frac{1}{\Pi_1} (\Pi_4 + \Psi_s)}} \left( \frac{\Pi_5}{s \left( \frac{\Pi_5}{(1 - \alpha s^{-\alpha})} - 1 \right)} \left( \frac{\Pi_5}{(1 - \alpha s^{-\alpha})^\beta} \right) - \frac{1 + b \sqrt{\frac{1}{(1 - \alpha s^{-\alpha})^\beta}}}{\Pi_1 (\Pi_4 + \Psi_s)} \right) + \frac{\Pi_6}{s} \left( \frac{\Pi_6}{(1 - \alpha s^{-\alpha})^\beta} \right) - \frac{1 + b \sqrt{\frac{1}{(1 - \alpha s^{-\alpha})^\beta}}}{\Pi_1 (\Pi_4 + \Psi_s)} \right) e^{-y \sqrt{\frac{\Psi_s (1 - s^{-\beta})}{1 - s^{-\beta}}}} \]  

(33)  

\[ \overline{w}_{(y,s)} = \frac{1}{1+b \sqrt{\frac{1}{\Pi_1} (\Pi_4 + \Psi_s)}} \left( \frac{\Pi_5}{s \left( \frac{\Pi_5}{(1 - \alpha s^{-\alpha})} - 1 \right)} \left( \frac{\Pi_5}{(1 - \alpha s^{-\alpha})^\beta} \right) - \frac{1 + b \sqrt{\frac{1}{(1 - \alpha s^{-\alpha})^\beta}}}{\Pi_1 (\Pi_4 + \Psi_s)} \right) + \frac{\Pi_6}{s} \left( \frac{\Pi_6}{(1 - \alpha s^{-\alpha})^\beta} \right) - \frac{1 + b \sqrt{\frac{1}{(1 - \alpha s^{-\alpha})^\beta}}}{\Pi_1 (\Pi_4 + \Psi_s)} \right) e^{-y \sqrt{\frac{\Psi_s (1 - s^{-\beta})}{1 - s^{-\beta}}}} \]
\[ \Pi_1 = \Psi_1 \beta_1, \quad \Pi_2 = M \sin(\theta_2), \quad \Pi_3 = \frac{\Psi_1}{K}, \quad \Pi_4 = \Pi_2 + \Pi_3, \]
\[ \Pi_5 = \Psi_2 Gr \cos(\theta_1), \quad \Pi_6 = \Psi_3 Gm \cos(\theta_1), \quad \Pi_7 = \frac{\Psi_4 Pr}{\Psi_5}. \]

Various authors have employed various numerical inverse techniques to determine the Laplace inverse. So that we can numerically examine the temperature and velocity profile, we will also apply the Stehfest algorithm here. Mathematically, the Gaver–Stehfest algorithm [68] is defined as
\[ w(\xi, t) = \frac{\ln(2)}{t} \sum_{n=1}^{N} v_n \overline{w}(\frac{\xi, n \ln(2)}{t}) \]
where \( N \) is a positive integer, and
\[ v_n = (-1)^n + \frac{N}{2} \sum_{r=\lceil \frac{n+1}{2} \rceil}^{\min(q, N)} \frac{r^N (2r)!}{(2r-r)! (r-1)! (q-r)! (2r-q)!} \]

We employed Tzou’s approach, another estimation for the formulation of the temperature as well as a velocity field, for the legitimacy and verification of our obtained numerical results using the Stehfest technique. Tzou’s method can be described as mathematical:
\[ w(\xi, t) = e^{4.7 t} \left[ \frac{1}{2} \overline{w}(r, \frac{4.7}{t}) \right] + \text{Re} \left\{ \sum_{j=1}^{N} (-1)^j \overline{w}(r, \frac{4.7 + k \pi i}{t}) \right\} \]

3.6. Gradients

In this paper, the following three important key engineering quantities of interest are used like the Nusselt number, the Sherwood number and the shear stress. These gradients are mathematically expressed as:
\[ Nu = -\frac{\partial T(y, t)}{\partial y} \bigg|_{y=0} = -\mathcal{L}^{-1} \left\{ \frac{\partial T(0,s)}{\partial y} \right\}, \quad (34) \]
\[ Sh = -\frac{\partial C(y, t)}{\partial y} \bigg|_{y=0} = -\mathcal{L}^{-1} \left\{ \frac{\partial C(0,s)}{\partial y} \right\}, \quad (35) \]
\[ C_f = -\frac{\partial w(y, t)}{\partial y} \bigg|_{y=0} = -\mathcal{L}^{-1} \left\{ \frac{\partial w(0,s)}{\partial y} \right\}. \quad (36) \]

4. Results with Discussion

Casson fluid fractional model with free-convective NF-containing molybdenum disulfide (MoS$_2$) plus base fluid and graphene-oxide (GO) as nanoparticles with the suspension of Carboxy-Methyl Cellulose (CMC) as base fluid with porosity, inclined magnetic field, Newtonian heating on temperature, and slip boundary condition on velocity are studied in this article. These nanoparticles have unique thermo-physical properties, as shown in Table 1. The use of the most current definition of fractional derivative, namely, the Prabhakar fractional derivative, distinguishes this study. The dimensionless defined fractional model issue for velocity, temperature, and concentration profiles is addressed using the LT approach, and Stehfest’s and Tzou’s methods are used for Laplace inversion. For detailed knowledge of the extensive importance of the considered flow problem, graphs are depicted including physical parameters as \( \alpha, \beta, \gamma, Pr, Gr, Sc, Gm, M, \theta_2, b, K, \beta_1 \) and \( \phi \). In addition, a flowchart (see Figure 2) has been included in the report to help illustrate the entire situation of the research effort. In addition, graphical demonstrations for temperature
field, concentration, and velocity are provided in Figures 3–13 by changing the values of \( \alpha, \beta, \gamma \), and other essential system parameters.
Figure 3. Impact of (a) $\alpha$, $\beta$, $\gamma$, and (b) $Pr$ on thermal profile when $t = 0.8$ is fixed for both graphs and $\varphi = 0.2$ and 0.0 values, respectively.

Figure 4. Impact of (a) $\alpha$, $\beta$, $\gamma$, and (b) $Sc$ on concentration profile when $t = 0.8$, and $\varphi = 0.2$.

Figure 5. Impact of (a) $\alpha$, $\beta$, $\gamma$ and (b) $Pr$ on momentum profile when $M = 1.7$, $Gr = 6.3$, $Gm = 6.4$, $Sc = 2.3$, $b = 0.4$, $\omega = 0.5$, $\theta_1 = \theta_2 = \frac{\pi}{4}$, $K = 0.5$, $t = 0.8$, and $\varphi = 0.2$.

Figure 6. Impact of (a) $Gr$ and (b) $Gm$ on momentum profile when $\alpha = \beta = \gamma = 0.6$, $M = 1.7$, $Sc = 2.3$, $b = 0.4$, $\omega = 0.5$, $\theta_1 = \theta_2 = \frac{\pi}{4}$, $K = 0.5$, $t = 0.8$, and $\varphi = 0.2$. 
Figure 7. Impact of (a) $M$ and (b) $b$ on momentum profile when $\alpha = \beta = \gamma = 0.6$, $Gr = 6.3$, $Gm = 6.4$, $Sc = 2.3$, $\omega = 0.5$, $\theta_1 = \theta_2 = \frac{\pi}{4}$, $K = 0.5$, $t = 0.8$, and $\varphi = 0.2$.

Figure 8. Impact of (a) $\theta_2$ and (b) $K$ on momentum profile when $\alpha = \beta = \gamma = 0.6$, $M = 1.7$, $Gr = 6.3$, $Gm = 6.4$, $Sc = 2.3$, $b = 0.4$, $\omega = 0.5$, $\theta_1 = \frac{\pi}{4}$, $t = 0.8$, and $\varphi = 0.2$.

Figure 9. Impact of (a) $\beta_1$ and (b) $Sc$ on momentum profile when $\alpha = \beta = \gamma = 0.6$, $M = 1.7$, $Gr = 6.3$, $Gm = 6.4$, $b = 0.4$, $\omega = 0.5$, $\theta_1 = \theta_2 = \frac{\pi}{4}$, $K = 0.5$, $t = 0.8$, and $\varphi = 0.2$.

Figure 10. Impact of $\varphi$ on (a) momentum profile and (b) for comparison of nanoparticles.
Figure 11. Comparison of numerical schemes (a) with previously published works for thermal field (b) [32].

Figure 12. Comparison of velocity profile (a) with previously published works for the limiting cases (b) [32].

Figure 13. Geometrical representation to show the variation of velocity profile in the presence of (a) small porous parameter (b) larger porous parameter and (c) very large porous parameter.
Figure 3a,b portrays the physical effect of fractional parameters ($\alpha$, $\beta$, $\gamma$) and $Pr$ on the temperature. It is represented that the temperature displays a declining behavior of ($\alpha$, $\beta$, $\gamma$) and $Pr$. It has also been noted that, for both parameters, the maximum temperature is at $y = 0$ and, after converging, becomes zero for $y \rightarrow \infty$. It has been described that, for greater $Pr$, the temperature is dropping. In general, the consistency of the temperature boundary layer lays down quickly with growing $Pr$, as this temperature is linearly declined, due to greater viscosity and thickness of the fluid. Furthermore, in the comparison of nanofluids, ($CMC/MoS_2$)-based fluid has a bit more heat flow rate as compared to ($CMC/GO$) due to the thermophysical characteristics of the considered nanomaterials.

Figure 4a,b reveals the physical impact of $\alpha$, $\beta$, $\gamma$, and $Sc$ on the concentration field. It is signified that the concentration profile shows a lessening behavior for $\alpha$, $\beta$, $\gamma$, and $Sc$. The methodology behind this is that the boundary layer of concentration is decreased when growing the values of $Sc$. Concentration is an essential factor of the velocity field on the movement of the fluid that cannot be ignored.

Figure 5a,b exposes the impact of $\alpha$, $\beta$, $\gamma$, and $Pr$ on the velocity field for different values of different constraints. It is implied that the velocity profile shows a decreasing behavior for $\alpha$, $\beta$, $\gamma$, and $Pr$. This means that we can compute the thermal or momentum profiles for any value of the fractional parameter known as the memory effect. As a result, the fractional parameter is really the memory parameter. The trend of the velocity profile is shown in Figure 6a by growing the $Gr$. An even more significant consequence is that growing the $Gr$ increases the fluid’s speed. As $Gr$ increases, the peak values of the velocity also rise quickly towards the porous plate before gently descending to the free-stream velocity. Physically, lower $Gr$ values indicate more viscosity and growing the $Gr$ varies the bouncy forces and thickens the velocity layer and enhances fluid motion. Once again, like the temperature profile, the nanofluid mixed with ($MoS_2$) nanoparticles has a greater impact on the momentum profile as compared to ($GO$) nanoparticles. Figure 6b defines the impact of $Gm$ by taking the changing values of $Gm$ on the momentum profile. The ratio of buoyancy force to viscous force is called the mass Grashof number of those reasons to clear convection. From these diagrams, it is portrayed that the velocity profile is elevated for growing $Gm$.

Figure 7a signifies the influence of the magnetic field $M$ on the fluid velocity. The velocity is decreased by $M$. It should be observed that the magnetic field impacts the velocity field by producing a drag force that opposes the motion of the fluid, causing a reduction in velocity. While the flow rate near the moving inclined plate surface drops, an increase in the $M$ in this case only marginally delays the fluid’s trip away from the moving inclined plate surface and toward the free-stream velocity. The actual fact that the Lorentz force created in the current flow model as a result of the interaction between the transverse magnetic field and the fluid velocity works as a resistive force to the fluid flow that helps to slow the flow is in remarkable accord with this phenomenon. Physically, a rise in the magnetic field increases Lorentz’s force, which declines the velocity. Figure 7b shows that the velocity contour decreased by increasing $a$, $\beta$, $\gamma$ with slip conditions. Further, we have noted that the growing slip parameter $b$ enlarges the velocity. Figure 8a signifies the trend of the inclination angle $\theta_2$ of the magnetic field on the velocity. The growth in the $\theta_2$ decays the impact of $M$, which takes off the influence of Lorentz force; so by rising the estimation of $\theta_2$, the velocity again declines. Figure 8b shows that the velocity is decreased by enlarging the porosity parameter $K$. Furthermore, for the porosity parameter, physically, when in the porous medium, the holes are significantly enough, and then the resistance of the porosity can be discounted. So, the velocity rises as the presence of the porous surface advances the resistance to the fluid.

Figure 9a expresses that the velocity is directly proportional to the Casson parameter $\beta_1$. The stream zone, where more distinct peak values were recorded, is where velocity is at its highest close to the plate before decreasing away from it. As the estimates of $Sc$ rise, kinematic viscosity rises, and mass diffusivity declines, as shown in Figure 9b, the velocity is inversely proportional to $Sc$. The velocity profile is shown in Figure 10a for various
estimates of $\varphi$. This plot further shows that the thickness of the thermal boundary layer is reduced as increasing values of the directing parameter $\varphi$, which causes the velocity of the nanofluid to decrease. Additionally, as the number increases, the fluid becomes more viscous. The science behind this is that raising the volume fraction increases the thermal conductivity of Casson nanofluid, which increases the thickness of the boundary layer and hence reduces fluid velocity. Furthermore, compared to the GO-CMC-based NF, the MOS$_2$-CMC-based nanoparticle fluid has a higher temperature, concentration, and velocity profiles. These innovative annotations may present numerous applications in enlightening the thermal capacity of numerous engineering and industrial phenomena. Figure 10b is sketched to compare different nanofluids on the velocity profile. The effects on the velocity of other nanofluids are lesser than the velocity of MOS$_2$-CMC nanofluid, and this influence is reversed after a specific value of $\gamma$.

We compare our results for temperature and velocity in Figures 11a and 12a using the numerical approaches of Stehfest and Tzou (a). The fact that the curves of the two procedures appear to overlap confirms our obtained results’ validity. Table 3 examines the numerical analysis of the temperature, concentration, and velocity profiles using the Stehfest and Tzou numerical methods. The Nusselt number is a significant physical quantity. The Nusselt number quantifies the influence of volume fraction on the flow of a nanofluid and its heat transfer rate. Table 4 displays the Nusselt number, Sherwood number and skin friction analysis. In order to assess the reliability of our obtained data, Tassaddiq et al.’s [32] results for temperature and velocity profiles are compared in Figures 11b and 12b, respectively. These graphs make it evident that our findings overlap with those of Tassaddiq et al. [32]. Figure 13a–c show geometrically the variation of the velocity profiles for the distinct cases of the porosity parameter. From the graphs, it is seen that the boundary layer thickness escalates with higher improvement in the porosity parameter while the velocity profile declines.

Table 4. Numerical data of the Nusselt number, Sherwood number, and skin friction for the several values of the Prabhakar fractional parameter.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\text{Nu at } t = 0.8$</th>
<th>$\text{Nu at } t = 1.8$</th>
<th>$\text{Sh at } t = 0.8$</th>
<th>$\text{Sh at } t = 1.8$</th>
<th>$\text{C}_f \text{ at } t = 0.8$</th>
<th>$\text{C}_f \text{ at } t = 1.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.9194</td>
<td>4.9767</td>
<td>1.7162</td>
<td>1.5888</td>
<td>2.0424</td>
<td>1.9859</td>
</tr>
<tr>
<td>0.2</td>
<td>3.5249</td>
<td>4.1850</td>
<td>1.8083</td>
<td>1.7001</td>
<td>2.0604</td>
<td>2.0352</td>
</tr>
<tr>
<td>0.3</td>
<td>3.1974</td>
<td>3.4786</td>
<td>1.9146</td>
<td>1.8597</td>
<td>2.0952</td>
<td>2.0503</td>
</tr>
<tr>
<td>0.4</td>
<td>2.9227</td>
<td>2.8323</td>
<td>2.0228</td>
<td>2.0794</td>
<td>2.1295</td>
<td>2.2678</td>
</tr>
<tr>
<td>0.5</td>
<td>2.6915</td>
<td>2.2279</td>
<td>2.1408</td>
<td>2.3642</td>
<td>2.1507</td>
<td>2.6309</td>
</tr>
<tr>
<td>0.6</td>
<td>2.4985</td>
<td>1.6524</td>
<td>2.2414</td>
<td>2.7063</td>
<td>2.1544</td>
<td>3.0274</td>
</tr>
<tr>
<td>0.7</td>
<td>2.3405</td>
<td>1.0976</td>
<td>2.3246</td>
<td>3.0587</td>
<td>2.1428</td>
<td>3.4998</td>
</tr>
<tr>
<td>0.8</td>
<td>2.2154</td>
<td>0.5556</td>
<td>2.3807</td>
<td>3.4734</td>
<td>2.1207</td>
<td>3.8385</td>
</tr>
<tr>
<td>0.9</td>
<td>2.1219</td>
<td>0.0231</td>
<td>2.4284</td>
<td>3.8443</td>
<td>2.0935</td>
<td>4.0515</td>
</tr>
</tbody>
</table>

5. Conclusions

The unsteady and inviscid nanofluid solution, including (MOS$_2$) and (GO) as nanoparticles and (CMC) as the base fluid, was investigated in this study as it flows over an angled oscillating plate. The study was analyzed for two nanofluids: (MoS$_2$/CMC) nanofluid and (GO/CMC) nanofluid. For the solution of the dimensionless guided model, the Prabhakar fractional derivative, a new and updated definition of fractional derivatives, was used. Using numerical approaches, such as Stehfest’s and Tzou’s, momentum solves the problem by exploiting the integral transform scheme LT. Leading equations are studied graphically and quantitatively at various points to assess the effects of various restrictions on them. Bullets can be used as one of the direct results of graphical and numerical representation.
• The temperature field falls as the Prabhakar fractional limitations increase, asymptotically rising with time.
• With an increase in the values of the fractional limitations, the velocity and concentration profiles likewise begin to drop.
• Improvement in porous constraint will decline the fluid velocity with an increase in momentum boundary layer thickness (see Figure 13).
• It should be noticed that the flow rate exhibited the same behavior for both slip and zero-slip situations for both traditional and fractional formulations.
• Selecting an appropriate value of the Prabhakar fractional parameters may govern the speed of the flowing nanofluid.
• The momentum and thermal fields slow down with the increment in Prandtl number values.
• It is clear that, when slip or no-slip circumstances exist, the flow rate decreases under increased values for the fractional factors.
• The fluid flows more progressively with the enhancement of the mass and heat Grashof number.
• The solution curves of the two numerical schemes coincide, validating our attained results. Furthermore, the velocity accelerates by increasing the values of the heat and mass Grashof numbers due to the buoyancy effect.
• The stream zone, where more distinct peak values were recorded, is where velocity is at its highest close to the plate before decreasing away from it.
• The fluid motion can be controlled with the help of an external applied magnetic field, whose strength is maximum at the right angle.
• The velocity field of nanofluid mixed with (MoS₂) nanoparticles is more remarkable than the nanofluid mixed with (GO) nanoparticles.
• The validity of velocity profile findings in graphical form is also indicated by comparing our acquired velocity solution with Tassaddiq et al. [32].
• The Prabhakar fractional model becomes classical by taking the fractional constraints as \( \alpha, \beta, \gamma \to 1 \).

Recent advances in the study of fractional order frameworks include the fractional natural decomposition method (FNDM), the fractional Shehu transform, and the modified generalized Taylor fractional series method (MGFTFSM). Researchers in the future can correlate their findings to those we found utilizing the Caputo–Fabrizio, Atangana–Baleanu, and Prabhakar fractional methods in our investigation.
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Nomenclature

-θ₁- Angle of inclination of the plate [-]
-θ₂- Angle of inclination of magnetic field [-]
-g- Acceleration due to gravity \([LT^{-2}]\)
-C- Concentration of the fluid \([ML^{-3}]\)
-U₀- Constant velocity \([LT^{-1}]\)
-β₁- Casson fluid parameter [-]
-K- Dimensionless porosity parameter [-]
-µ- Dynamic viscosity \([ML^{-1}T^{-1}]\)
-σ- Electrical conductivity \([SL^{-1} or M^{-1}L^{-2}T^{3}A^{2}]\)
-Tw- Fluids temperature at the plate \([K]\)
-Cw- Fluids Concentration at the plate \([ML^{-3}]\)
-Gr- Heat Grashof number [-]
-υf- Kinematic viscosity \([L^{2}T^{-1}]\)
-s- Laplace transformed variable [-]
-Gm- Mass Grashof number [-]
-D- Mass diffusion coefficient \([L^{2}T^{-1}]\)
-Nu- Nusselt number [-]
-Pr- Prandtl number [-]
-a, β, γ Prabhakar-fractional derivative operators [-]
-k- Permeability of the porous medium \([L]\)
-Sc- Schmidt number [-]
-b- Slip parameter [-]
-Cf- Skin friction [-]
-Cp- Specific heat at constant pressure \([JM^{-1}K^{-1}]\)
-t- Time \([T]\)
-T- Temperature \([K]\)
-T∞- Temperature of fluid away from the plate \([K]\)
-w- Velocity \([LT^{-1}]\)

Note: This [-] represents the dimensionless quantity.
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