Qualitative Analysis in a Beddington–DeAngelis Type Predator–Prey Model with Two Time Delays
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Abstract: In this paper, we investigate a delayed predator–prey model with a prey refuge where the predator population eats the prey according to the Beddington–DeAngelis type functional response. Firstly, we consider the existence of equilibrium points. By analyzing the corresponding characteristic equations, the local stability of the trivial equilibrium, the predator–extinction balance, and the coexistence equilibrium of the system are discussed, and the existence of Hopf bifurcations concerning both delays at the coexistence equilibrium are established. Then, in accordance with the standard form method and center manifold theorem, the explicit formulas which determine the direction of Hopf bifurcation and stability of bifurcating period solutions are derived. Finally, representative numerical simulations are performed to validate the theoretical analysis.
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1. Introduction

The dynamic relationship between predator and prey has always existed in our ecosystem due to its ubiquity and significance. The analysis of this relationship has turned into one of the research hotspots in biomathematics. Since Lotka [1] and Volterra [2] proposed the most concise model for predator–prey interaction, the classical two-dimensional Lotka–Volterra system has then been described by

\[
\frac{dx}{dt} = a_0x - b_0xy, \\
\frac{dy}{dt} = b_0xy - c_0y,
\]

where \( x \) and \( y \) denote the densities of prey and predator population, and the parameters \( a_0, b_0, \) and \( c_0 \) are three positive parameters representing the interaction of two populations. In view of this model, many scholars studied the relevant dynamics by considering unique structures, such as time delay term, functional response function term, prey refuge, etc. [3–10].

Functional response is an essential factor in the predator–prey model, which reflects the reaction of each predator to prey density. Different applicable response functions can induce various dynamic behaviors, which can explain the complexity of the ecosystem. Based on Holling’s experiments [11], three diverse functional response functions were introduced concerning different species: Holling I, Holling II, and Holling III. These functional response functions are only correlated with the density of prey but not with the density of predator, which can be known as the prey-dependent functional response. In [12], Liu et al. studied a predator–prey model with Holling type II functional response \( \frac{dx}{dt} = \frac{\alpha x}{x + \beta} \), where parameter \( \alpha \) (units: 1/time) and \( w \) (units: 1/prey) are positive constants which represent the influence of capture rate and handling time. Under this circumstance, predators do not interfere with each other’s activities. In reality, there will be competition...
or cooperation among the predators. The ideal functional response function should be related not only to the density of prey but also to the density of the predator.

Beddington [13] and DeAngelis [14] established a functional response which is defined by Beddington–DeAngelis functional response, expressed as \( \frac{\alpha x}{a + cy + x} \). Through comparison, we find that it is akin to Holling type II functional response, which can be described as its generalization. Several scholars have studied the predator–prey model with the Beddington–DeAngelis functional response function and obtained the corresponding conclusions, such as the existence of limit cycles, bifurcation problems, and so on [15–19]. In [15], Hwang reported a predator–prey system with the Beddington–DeAngelis functional response, and the uniqueness of limit cycles was proved. Tripathi et al. [17] explored a Beddington–DeAngelis type one-predator two-prey competitive approach with help and presented relevant local stability, uniform persistence, and permanence.

Furthermore, considering another essential factor from an ecological point of view, if all prey can be captured, then the prey population may be on the verge of extinction. Due to the continuous evolution of organisms, researchers have observed that, to avoid predation better, prey have developed many defensive abilities, such as color protection, concealment, and so on, that is, the situation where the prey refuge is produced [4, 20–24]. Tang et al. [20] investigated the global analysis of a Holling type II predator–prey model with a prey refuge. In [22], Peng et al. established a predator–prey system with Holling type III functional response by introducing a prey refuge and selective harvesting.

In addition, due to the lag phenomenon of population interaction, this lag exists in the stage of each population. Therefore, it is necessary to consider lag in studying population dynamics, which can more reasonably reflect the interaction between populations. Some scholars have gradually considered time delay in the population dynamics model, including feedback delay [25, 26], gestation delay [27, 28], etc. Moreover, the diverse types of delays have been presented [29–31], in which they discussed the local stability, Hopf bifurcation, and the bifurcation properties.

Based on the discussions above and inspired by the work [12], we first establish a predator–prey model with Beddington–DeAngelis functional response and incorporate a prey refuge. Then we consider two time delays: one is feedback delay about the prey population, and the other is gestation delay about the predator population, which is in the following form:

\[
\begin{align*}
\dot{x} &= x(t)(r - \rho_1 x(t - \tau_1) - \frac{\alpha_1 (1-m)x(t)y(t)}{a_1 + b_1 (1-m)x(t) + c_1 y(t)}) , \\
\dot{y} &= \frac{\alpha_2 (1-m)x(t - \tau_2) y(t - \tau_2)}{a_1 + b_1 (1-m)x(t - \tau_2) + c_1 y(t - \tau_2)} - d_1 y(t) - \rho_2 y^2(t) .
\end{align*}
\]  

(1)

where \( x(t) \) and \( y(t) \) can be understood as the population densities of prey and predator at time \( t \), respectively. All the parameters \( r, \alpha_1, \alpha_2, a_1, b_1, c_1, \rho_1, \rho_2, d_1, m \) are positive constants.

We also regard the assumptions as below:

(i) For prey: \( r \) denotes an intrinsic growth rate, \( \rho_1 \) means the intraspecific competition rate, \( m \in [0, 1] \) denotes refuge parameter, and \( (1-m)x(t) \) number of prey are available to predator, \( \tau_1 \) denotes the feedback time delay of the prey.

(ii) For predator: \( \alpha_1 (1-m) \) shows the capturing rate, \( \frac{\alpha_2}{a_1} \) denotes the conversion rate of the predator, \( d_1 \) means the death rate, \( \rho_2 \) denotes the intraspecific competition rate, the predator consumes the prey with the Beddington–DeAngelis functional response and prey refuge \( \frac{\alpha_1 (1-m)x(t)y(t)}{a_1 + b_1 (1-m)x(t) + c_1 y(t)} \). \( \tau_2 \) is the time delay due to the gestation of the predator.

The initial conditions for the system (1) is given by

\[
x(0) > 0, y(0) > 0.
\]  

(2)

In the light of the fundamental theory of functional differential equations [32, 33], the system (1) has a unique solution \((x(t), y(t))\) contenting initial conditions (2). It can easily
be shown that all solutions of system (1) with initial conditions (2) are defined on \([0, +\infty)\) and keep positive for whole \(t_1 > 0\) and \(t_2 > 0\).

For simplicity, by the re-scaling \(t \to \tau t, x \to \frac{\rho_1}{\tau}, y \to y, \beta_1 = \frac{a_1}{\tau}, \beta_2 = \frac{a_2}{\tau}, a = a_1, b = \frac{b_1}{\tau}, c = c_1, d = \frac{d_1}{\tau}, e = \frac{e_2}{\tau}\), then system (1) in a non-dimensional form is:

\[
\begin{align*}
\dot{x} &= x(t)(1 - x(t - \tau_1) - \frac{\beta_1(1 - m)x(t)y(t)}{a + b(1 - m)x(t) + cy(t)}), \\
\dot{y} &= \frac{\beta_2(1 - m)x(t - \tau_2)y(t - \tau_2)}{a + b(1 - m)x(t - \tau_2) + cy(t - \tau_2)} - dy(t) - ey^2(t).
\end{align*}
\]

The framework of this paper is arranged below. In Section 2, we study the existence of each possible equilibrium point and their local stability analysis of equilibria and Hopf bifurcation. In Section 3, we obtain the nature of Hopf bifurcation by utilizing the standard form method and center manifold theorem. In Section 4, some numerical simulations are conducted to check the theoretical analysis. Finally, we give a concise summary of this paper.

2. Stability Analysis and Hopf Bifurcation

In this section, the existence of equilibria and their local stability, as well as the occurrence of Hopf bifurcation will be explored.

The system (3) has three non-negative equilibrium points.

(i) It is not difficult to verify that the system invariably exists a trivial equilibrium \(E_0(0, 0)\).

(ii) The predator–extinction equilibrium the \(E_1(1, 0)\) biological explanation for this boundary equilibrium is that, without predators, the number of prey reaches its carrying capacity.

(iii) The positive equilibrium is defined by \(E_2(x^*, y^*)\); note that \(E_2\) satisfies the following equations:

\[
(1 - x^*) - \frac{\beta_1(1 - m)y^*}{a + b(1 - m)x^* + cy^*} = 0, \quad \frac{\beta_2(1 - m)x^*}{a + b(1 - m)x^* + cy^*} - d - ey^* = 0.
\]

With the help of [16], if and only if the condition:

(H1) \((1 - m)(\beta_2 - bd) > ad\), holds, then system (3) possesses a unique positive equilibrium \(E_2(x^*, y^*)\).

In what follows, we analyse the local stability about the equilibria \(E_0, E_1, E_2\), respectively. To begin with, we discuss the local stability about the trivial equilibrium \(E_0\).

Theorem 1. The equilibrium \(E_0\) is unstable.

**Proof.** The characteristic equation of system (3) at \(E_0\) is

\[\lambda - 1)(\lambda + d) = 0.\]

Obviously, Equation (5) has a positive root \(\lambda_1 = 1\), indicating that \(E_0\) is unstable equilibrium. This completes the proof. \(\square\)

Then, we investigate the stability concerning the predator-extinction equilibrium \(E_1\).

Theorem 2. For system (3),

(i) If (H1) \((1 - m)(\beta_2 - bd) > ad\) holds, then the equilibrium \(E_1\) is unstable for total \(\tau_2 \geq 0\).

(ii) If (H2) \((1 - m)(\beta_2 - bd) < ad\) holds, then the equilibrium \(E_1\) is locally asymptotically stable when \(\tau_2 = 0\), and for whole \(\tau_2 > 0\), the \(E_1\) is unstable.

**Proof.** The characteristic equation of system (3) at \(E_1\) turns into

\[
\left(\lambda + e^{-\lambda \tau_1}\right)\left(\lambda + d - \frac{\beta_2(1 - m)e^{-\lambda \tau_2}}{a + b(1 - m)}\right) = 0.
\]

(6)
Evidently, \( \lambda_1 = -e^{-\lambda_1} \) always keep negative, which indicates that the other root of Equation (6) is decided by
\[
\lambda + d - \frac{\beta_2(1-m)e^{-\lambda_1}}{a + b(1-m)} = 0. \tag{7}
\]

Because the above equation exists time delay \( \tau_2 \), we provide the following two cases.

For \( \tau_2 = 0 \), we obtain \( \lambda = -d + \frac{\beta_2(1-m)}{a + b(1-m)} = (1-m)(\beta_2 - bd) - ad \), if (H2) holds, according to the Routh–Hurwitz criterion, \( E_1 \) is locally asymptotically stable. Furthermore, if (H1) is satisfied, \( E_1 \) is unstable.

When \( \tau_2 \neq 0 \), we consider \( iw_0(\omega_0 > 0) \) be a root of Equation (7), and by a calculation, it can obtain that
\[
-\frac{\beta_2(1-m)}{a + b(1-m)} \sin(\omega_0\tau_2) = w_0, \\
\frac{\beta_2(1-m)}{a + b(1-m)} \cos(\omega_0\tau_2) = d,
\]
which implies
\[
\omega_0^2 + d^2 - \left( \frac{\beta_2(1-m)}{a + b(1-m)} \right)^2 = 0. \tag{8}
\]

In above equation, the coefficient of \( \omega_0 \) is zero, then in the light of the Routh–Hurwitz criterion, when \( \tau_2 > 0 \), the equilibrium \( E_1 \) is always unstable. The proof is complete. \( \Box \)

Further, we discuss the stability of a unique positive equilibrium \( E_2 \).

Consider \( \dot{x}(t) = x(t) - x^* \), \( \dot{y}(t) = y(t) - y^* \), and denote \( \dot{x}(t), \dot{y}(t) \) by \( x(t), y(t) \), respectively. Taylor expansion is utilized to spread the system (3) at the equilibrium \( E_2 \); thus, we obtain
\[
\dot{x}(t) = a_{11}x(t) + b_{11}x(t - \tau_1) + a_{12}y(t) + \sum_{i+j+k \geq 2} f_1^{(ijk)} x^i(t) y^j(t) x^k(t - \tau_1) \\
\dot{y}(t) = a_{21}x(t - \tau_2) + a_{22}y(t) + b_{22}y(t - \tau_2) + \sum_{i+j+k \geq 2} f_2^{(ijk)} x^i(t - \tau_2) y^j(t) y^k(t - \tau_2) \tag{9}
\]
where
\[
a_{11} = 1 - x^* - \frac{\beta_4(1-m)x^*(a+b(1-m)x^*)}{(a+b(1-m)x^*+cy^*)^2}, b_{11} = -x^*, a_{12} = -\frac{\beta_2(1-m)x^*(a+b(1-m)x^*)}{(a+b(1-m)x^*+cy^*)^2}, \\
a_{21} = \frac{\beta_2(1-m)y^*(a+b(1-m)x^*+cy^*)}{(a+b(1-m)x^*+cy^*)^2}, a_{22} = -2y^*, b_{22} = \frac{\beta_2(1-m)y^*(a+b(1-m)x^*)}{(a+b(1-m)x^*+cy^*)^2}, \\
f_1^{(ijk)} = \frac{1}{\pi\Delta} \frac{\partial^{i+j+k} f_1}{\partial x^i \partial y^j \partial x^k} \left| \begin{array}{c} x^*, y^* \end{array} \right|, \\
f_2^{(ijk)} = \frac{1}{\pi\Delta} \frac{\partial^{i+j+k} f_2}{\partial x^i \partial y^j \partial x^k} \left| \begin{array}{c} x^*, y^* \end{array} \right|
\]
\[
f_1 = x(t)(1 - x(t - \tau_1)) - \frac{\beta_4(1-m)x(t)y(t)}{a+b(1-m)x(t)+cy(t)}, \\
f_2 = \frac{\beta_2(1-m)x(t)y(t)}{a+b(1-m)x(t)+cy(t)} - dy(t) - ey^2(t).
\]

Then, we linearize the system (9) as follows
\[
\dot{x}(t) = a_{11}x(t) + b_{11}x(t - \tau_1) + a_{12}y(t), \\
\dot{y}(t) = a_{21}x(t - \tau_2) + a_{22}y(t) + b_{22}y(t - \tau_2). \tag{10}
\]

The corresponding characteristic equation of system (10) becomes
\[
\lambda^2 + A\lambda + B + (CA + D)e^{-\lambda\tau_1} + (EA + F)e^{-\lambda\tau_2} + Ge^{-\lambda(\tau_1 + \tau_2)} = 0, \tag{11}
\]
where \( A = -(a_{11} + a_{22}), B = a_{11}a_{22}, C = -b_{11}, D = a_{22}b_{11}, E = -b_{22}, F = a_{11}b_{22} - a_{12}a_{21}, G = b_{11}b_{22}. \)

To analyze the root distribution of the transcendental Equation (11) in the following, we give the result of Ruan and Wei [34].
Lemma 1. Regard to the transcendental equation

\[
p(\lambda, e^{-\lambda t_1}, \ldots, e^{-\lambda t_m}) = \lambda^n + p_1^{(0)} \lambda^{n-1} + \cdots + p_n^{(0)} + A\lambda + \cdots + B + C + D + F + G
\]

where \(A\), \(B\), \(C\), \(D\) are positive functions, \(p_1^{(0)}, \ldots, p_n^{(0)}, A, B, C, D\) are constants, \(\lambda\) and \(\omega\) are complex numbers, \(p_n^{(0)}\) is a positive root of \(p(\lambda, e^{-\lambda t_1}, \ldots, e^{-\lambda t_m})\) when \((\tau_1, \tau_2, \tau_3, \ldots, \tau_m)\) change, the sum of orders of the zeros of \(p(\lambda, e^{-\lambda t_1}, \ldots, e^{-\lambda t_m})\) in the open right half plane can vary, and only a zero emerges on or passes through the imaginary axis.

Due to the existence about \(\tau_1\) and \(\tau_2\), we analyze six different situations as follows.

**Situation 1:** \(\tau_1 = \tau_2 = 0\). Equation (11) turns to

\[
\lambda^2 + A_1 \lambda + B_1 = 0,
\]

where \(A_1 = A + C + E, B_1 = B + D + F + G\).

Then total roots of Equation (12) have negative real parts if and only if \((H3)\) \(A_1 > 0, B_1 > 0\).

Hence, the positive equilibrium \(E_2\) is locally asymptotically stable when \((H3)\) is satisfied.

**Situation 2:** \(\tau_1 = 0, \tau_2 > 0\); then Equation (11) reduces to

\[
\lambda^2 + A_2 \lambda + B_2 + (C_2 \lambda + D_2) e^{-\lambda \tau_2} = 0,
\]

where \(A_2 = A + C, B_2 = B + D, C_2 = E, D_2 = F + G\).

Let \(\lambda = i\omega \omega_2 > 0\) be a solution of Equation (13), which implies that

\[
D_2 \sin(\omega \omega_2 \tau_2) - C_2 \omega \cos(\omega \omega_2 \tau_2) = A_2 \omega_2,
\]

\[
D_2 \cos(\omega \omega_2 \tau_2) + C_2 \omega \sin(\omega \omega_2 \tau_2) = \omega_2^2 - B_2,
\]

which yields

\[
\omega_2^4 + p_{21} \omega_2^2 + p_{22} = 0,
\]

where \(p_{21} = A_2^2 - 2B_2 - C_2^2, p_{22} = B_2^2 - D_2^2\).

Making \(\omega_2^2 = v_1\), then Equation (15) can be re-written by

\[
v_1^2 + p_{21} v_1 + p_{22} = 0,
\]

We can observe that if \((H4)\) \(p_{21} > 0, p_{22} > 0\) is satisfied, then Equation (15) has no positive root, indicating that total roots of Equation (13) have negative real parts. Consequently, \(E_2\) is locally asymptotically stable when \(\tau_2 \geq 0\) under the conditions \((H3)\) and \((H4)\).

If Conditions \((H3)\) and \((H5)\) \(p_{21} > 0, p_{22} < 0\) are satisfied, indicating that Equation (15) exists a positive root \(\omega_2^2\), by calculation, we obtain

\[
\tau_2^{(n)} = \frac{1}{\omega_2} \arccos \left\{ \frac{(D_2 - A_2 C_2) \omega_2^2 - B_2 D_2}{D_2^2 + C_2^2 \omega_2^2} \right\} + \frac{2n\pi}{\omega_2}, n = 0, 1, 2, \ldots
\]

On the basis of the Hopf bifurcation theorem \([35–37]\), we require to prove the transversality condition.

**Lemma 2.** If Condition \((H6)\) \(f'(\omega_2^{(0)}) \neq 0\) holds, then \(\left\{ \frac{d(\text{Re}\lambda)}{d\tau_2} \right\}_{\lambda = i\omega_2^{(0)}} \neq 0\).
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Proof. Differentiating both sides of Equation (13) with regard to \( \tau_2 \), we obtain

\[
\frac{d\lambda}{d\tau_2} = -\frac{2\lambda + A_2}{\lambda(\lambda^2 + A_2\lambda + B_2)} + \frac{C_2}{\lambda(C_2\lambda + D_2)} - \frac{\tau_2}{\lambda},
\]

which leads to

\[
\text{Re}\left(\frac{d\lambda}{d\tau_2}\right)^{-1}_{\lambda=i\omega_{20}} = \text{Re}\left(-\frac{2\lambda + A_2}{\lambda(\lambda^2 + A_2\lambda + B_2)}\right) + \text{Re}\left(\frac{C_2}{\lambda(C_2\lambda + D_2)}\right) = \frac{2\omega_{20}^2 + A_2^2 - 2B_2}{(\omega_{20}^2 - B_2)^2 + A_2^2\omega_{20}^2} + \frac{-C_2^2}{C_2^2\omega_{20}^2 + D_2^2}.
\]

We obtain from Equation (14) that

\[
\left(\omega_{20}^2 - B_2\right)^2 + A_2^2\omega_{20}^2 = C_2^2\omega_{20}^2 + D_2^2.
\]

Noting that \( \frac{d(\text{Re}\lambda)}{d\tau_2} \) and \( \text{Re}\left(\frac{d\lambda}{d\tau_2}\right)^{-1}_{\lambda=i\omega_{20}} \) have the same sign, then

\[
\text{sign}\left\{\frac{d(\text{Re}\lambda)}{d\tau_2}\right\}_{\lambda=i\omega_{20}} = \text{sign}\left\{\text{Re}\left(\frac{d\lambda}{d\tau_2}\right)^{-1}\right\}_{\lambda=i\omega_{20}} = \frac{2\omega_{20}^2 + A_2^2 - 2B_2 - C_2^2}{C_2^2\omega_{20}^2 + D_2^2} = \frac{f'(\omega_{20}^2)}{C_2^2\omega_{20}^2 + D_2^2}.
\]

Therefore, \( \frac{d(\text{Re}\lambda)}{d\tau_2} \) \( \neq 0 \) if (H6) \( f'(\omega_{20}^2) \) \( \neq 0 \) holds. The proof of this lemma is now finished.

Through the above research, the corresponding results are concluded as below.

Theorem 3. For system (3), when \( \tau_1 = 0 \), suppose that (H1) and (H3) are satisfied,
(i) If (H4) holds, then the equilibrium \( E_2(x^*, y^*) \) is asymptotically stable for total \( \tau_2 \geq 0 \).
(ii) If (H5) and (H6) hold, then the equilibrium is \( E_2 \) asymptotically stable for whole \( \tau_2 \in [0, \tau_{20}) \) and unstable for \( [\tau_{20} \geq \tau_2] \). Additionally, the system occurs a Hopf bifurcation at the positive equilibrium \( E_2 \) when \( \tau_2 = \tau_{20} \).

Situation 3: \( \tau_1 > 0, \tau_2 = 0 \).

Theorem 4. For system (3), the positive equilibrium is \( E_2(x^*, y^*) \) asymptotically stable for total \( \tau_2 \in [0, \tau_{20}) \) and unstable for \( \tau_1 > \tau_{10} \). Additionally, the system (3) goes through a Hopf bifurcation at the equilibrium \( E_2 \) when \( \tau_1 = \tau_{10} \), where \( \tau_{10} \) means the minimum critical value of time delay \( \tau_1 \) when Hopf bifurcation occurs.

Proof. Because we adopt a same method which is applied in Situation 2, here we omit the process.

Situation 4: \( \tau_1 = \tau_2 = \tau \), then Equation (11) can be written by

\[
\lambda^2 + A_4\lambda + B_4 + (C_4\lambda + D_4)e^{-\lambda}\tau + E_4e^{-2\lambda}\tau = 0,
\]

where \( A_4 = A, B_4 = B, C_4 = C + E, D_4 = D + F, E_4 = G \).

Multiplying both sides of Equation (17) of \( e^{\lambda}\tau \), we obtain

\[
(C_4\lambda + D_4) + \left(\lambda^2 + A_4\lambda + B_4\right)e^{\lambda}\tau + E_4e^{-\lambda}\tau = 0.
\]
Let $i\omega (\omega > 0)$ be a root of Equation (18); thus, we have
\begin{align}
A_{41} \sin(\omega \tau) + A_{42} \cos(\omega \tau) &= A_{45}, \\
A_{43} \cos(\omega \tau) + A_{44} \sin(\omega \tau) &= A_{46},
\end{align}

where $A_{41} = -\omega^2 + B_4 - E_4$, $A_{42} = A_4\omega$, $A_{43} = -\omega^2 + B_4 + E_4$, $A_{44} = -A_4\omega$, $A_{45} = -C_4\omega$, $A_{46} = -D_4$.

This results in
\begin{align}
\sin(\omega \tau) &= \frac{B_{41}\omega^3 + B_{42}\omega}{\omega^3 + B_{45}\omega^2 + B_{46}}, \\
\cos(\omega \tau) &= \frac{B_{43}\omega^2 + B_{44}}{\omega^3 + B_{45}\omega^2 + B_{46}},
\end{align}

where $B_{41} = C_4$, $B_{42} = A_4D_4 - B_4C_4 - C_4E_4$, $B_{43} = D_4 - A_4C_4$, $B_{44} = D_4E_4 - B_4D_4$, $B_{45} = -2B_4 + A_1^2$, $B_{46} = (B_4 - E_4)^2$.

Then we obtain
\begin{equation}
\omega^8 + p_{41}\omega^6 + p_{42}\omega^4 + p_{43}\omega^2 + p_{44} = 0,
\end{equation}

with
\begin{align}
p_{44} &= -B_{41}^2 - 2B_{45}, \quad p_{42} = B_{45}^2 - B_{43}^2 - 2B_{45} + 2B_{46} - 2B_{41}B_{42} \\
p_{43} &= 2B_{45}B_{46} - B_{42}^2 - 2B_{43}B_{44}, \quad p_{44} = B_{45}^2 - B_{44}.
\end{align}

Consider $\omega^2 = v_2$, then, from Equation (21), we obtain
\begin{equation}
v_2^4 + p_{41}v_2^2 + p_{42}v_2 + p_{43} = 0.
\end{equation}

In general, we suppose Equation (22) has four positive roots, which are described by $v_1, v_2, v_3,$ and $v_4$. Then, Equation (21) also exists four positive roots $\omega_k = \sqrt{v_2}, k = 1, 2, 3, 4$. The corresponding critical value of time delay $\tau_{2k}^{(i)}$ is expressed by
\begin{equation}
\tau_{2k}^{(n)} = \frac{1}{\omega_k} \arccos \left( \frac{B_{43}\omega_k^2 + B_{44}}{\omega_k^4 + B_{45}\omega_k^2 + B_{46}} \right) + \frac{2n\pi}{\omega_k}, \quad k = 1, 2, 3, 4; \quad n = 0, 1, 2, \ldots.
\end{equation}

Let $\lambda(\tau) = \xi(\tau) + i\omega(\tau)$ be a root of Equation (18) comprising $\xi(\tau_k) = 0$, $\omega(\tau_k) = \omega_k$, and define $\tau_0^* = \min_{k=1,2,3,4} \tau_{2k}^{(n)}$, $\omega^* = \omega_k$.

**Lemma 3.** If Condition (H7) $Q_{41}Q_{43} + Q_{42}Q_{44} \neq 0$ holds, then $\frac{d(\Re \lambda)}{d\tau} |_{\lambda = i\omega_0^*} \neq 0$.

**Proof.** Differentiating both sides of Equation (18) about $\tau$, and by simplification, we have
\begin{equation}
\left[ \frac{d\lambda}{d\tau} \right]^{-1} = \frac{C_4 + (2\lambda + A_4)e^{i\tau}}{\lambda(C_4\lambda + D_4) + 2\lambda E_4e^{i\tau} - \lambda},
\end{equation}

It follows that
\begin{equation}
\Re \left( \frac{d\lambda}{d\tau} \right)^{-1} = \Re \left( \frac{C_4 + (2\lambda + A_4)e^{i\tau}}{\lambda(C_4\lambda + D_4) + 2\lambda E_4e^{i\tau} - \lambda} \right) = \frac{Q_{41} + Q_{42}i}{Q_{43} + Q_{44}i} = \frac{Q_{41}Q_{43} + Q_{42}Q_{44}}{Q_{43}^2 + Q_{44}^2},
\end{equation}

where
\begin{align}
Q_{41} &= C_4 + A_4\cos(\omega_0^*\tau_0^*) - 2\omega_0^* \sin(\omega_0^*\tau_0^*), \\
Q_{42} &= A_4\sin(\omega_0^*\tau_0^*) + 2\omega_0^* \cos(\omega_0^*\tau_0^*), \\
Q_{43} &= -2C_4E_4\omega_0^* \sin(\omega_0^*\tau_0^*) - 2D_4E_4\omega_0^* \cos(\omega_0^*\tau_0^*), \\
Q_{44} &= -2C_4E_4\omega_0^* \cos(\omega_0^*\tau_0^*) + 2D_4E_4\omega_0^* \sin(\omega_0^*\tau_0^*).\end{align}
Evidently, if (H7) $Q_{41}Q_{43} + Q_{42}Q_{44} ≠ 0$ is satisfied, we can obtain $\frac{d(\text{Re}\lambda)}{dt}_λ=ιω'_2 ≠ 0$. It is now obvious that the lemma holds.

To sum up the above discussion, we can draw the following conclusions.

**Theorem 5.** For system (3), when $τ_1 = τ_2 = τ$, assume that (H1) and (H7) hold, the positive equilibrium $E_2(x^*, y^*)$ is asymptotically stable for whole $τ ∈ [0, τ_0']$ and unstable for $τ > τ_0'$. In addition, a Hopf bifurcation occurs at the positive equilibrium $E_2$ when $τ = τ_0$.

**Situation 5:** $τ_1 ∈ [0, τ_10], τ_2 > 0$ and $τ_1 ≠ τ_2$.

Let $τ_1$ be set to a value selected from its stable interval, and assume that Equation (11) includes only $τ_1$ as a parameter. Let $ιω'_2(ω'_2 > 0)$ be the root of Equation (11), and we obtain

$$
A_{51} \cos ω'_2 τ_2 + A_{52} \sin ω'_2 τ_2 = A_{53},
$$

$$
A_{51} \sin ω'_2 τ_2 - A_{52} \cos ω'_2 τ_2 = A_{54},
$$

(24)

where

$A_{51} = Eω'_2 - G \sin ω'_2 τ_1, A_{52} = -F - G \cos ω'_2 τ_1, A_{53} = -Aω'_2 - Cω'_2 \cos ω'_2 τ_1 + D \sin ω'_2 τ_1, A_{54} = ω'_2 B - Cω'_2 \sin ω'_2 τ_1 - D \cos ω'_2 τ_1.$

From Equation (24), we have

$$
ω''_2^4 + p_{51}ω''_2^2 + p_{52} + (p_{53}ω'_2^2 + p_{54}) \cos ω'_2 τ_1 + (p_{55}ω'_2^2 + p_{56}ω'_2) \sin ω'_2 τ_1 = 0,
$$

(25)

with

$p_{51} = A^2 + C^2 - 2B - E^2, p_{52} = B^2 + D^2 - F^2 - G^2, p_{53} = -2D + 2AC, p_{54} = 2BD - 2FG, p_{55} = -2C, p_{56} = -2AD + 2BC + 2EG.$

We make the following assumption. (H8) Equation (25) has at least a finite positive root.

Assume that (H8) holds, we write the positive roots of (25) down as $ω''_2^{(1)}, \ldots, ω''_2^{(k)}$. For every $ω''_2^{(i)} (i = 1, \ldots, k)$, the corresponding critical value of time delay $τ''_2^{(i)} (j = 0, 1, 2, \ldots)$ is shown by

$$
t''_2^{(i)} = \frac{1}{ω''_2^i} \arccos \left( \frac{A_{51}A_{53} - A_{52}A_{54}}{A_{51}^2 + A_{52}^2} + \frac{2nπ}{ω''_2^i} \right), i = 1, \ldots, k; j = 0, 1, 2 \ldots
$$

(26)

Let $τ''_2^{(0)} = \min \{τ''_2^{(i)} | i = 1, \ldots k; j = 0, 1, 2 \ldots, ω''_2^{(j)} \}$ is the corresponding root of Equation (25): with $τ''_2^{(0)}$.

Next, we verify the transversality condition.

**Lemma 4.** If Condition (H9) $Q_{51}Q_{53} + Q_{52}Q_{54} ≠ 0$ holds, then $\frac{d(\text{Re}\lambda)}{dt}_λ=ιω''_2 ≠ 0$.

**Proof.** Differentiating both sides of Equation (11) about $τ_2$, we can derive that

$$
\left( \frac{dλ}{dt_2} \right)^{-1} = \frac{(2λ + A + Ce^{-λτ_1}) - τ_1(CA + D)e^{-λτ_1} + Ee^{-λτ_2} - Gτ_1e^{-λ(τ_1 + τ_2)})}{−λ(A^2 + Aλ + B + (CA + D)e^{-λτ_1})} - \frac{τ_2}{λ}
$$

This, hence, leads to

$$
\text{Re} \left( \frac{dλ}{dt_2} \right)^{-1}_λ=ιω''_2 = \text{Re} \left( \frac{Q_{51} + Q_{52}i}{Q_{53} + Q_{54}i} \right) = \frac{Q_{51}Q_{53} + Q_{52}Q_{54}}{Q_{53}^2 + Q_{54}^2},
$$

where
\[ Q_{51} = A + (C - \tau_1 D) \cos(\omega_0^2 \tau_1) - C u_0^2 \tau_1 \sin(\omega_0^2 \tau_1) + \cos(\omega_0^2 \tau_2) (E - G \tau_1 \cos(\omega_0^2 \tau_1)) + \sin(\omega_0^2 \tau_2) (-E + G \tau_1 \sin(\omega_0^2 \tau_1)), \]
\[ Q_{52} = 2\omega_0^2 + (\tau_1 D - C) \sin(\omega_0^2 \tau_1) - C u_0^2 \tau_1 \cos(\omega_0^2 \tau_1) + \cos(\omega_0^2 \tau_2) (G \tau_1 \sin(\omega_0^2 \tau_1)) + \sin(\omega_0^2 \tau_2) (G \tau_1 \cos(\omega_0^2 \tau_1)), \]
\[ Q_{53} = A\omega_0^2 + C u_0^2 \cos(\omega_0^2 \tau_1) - D \omega_0^2 \sin(\omega_0^2 \tau_1), \]
\[ Q_{54} = \omega_0^3 - B \omega_0^2 \tau_1 - C u_0^2 \sin(\omega_0^2 \tau_1) - D \omega_0^2 \cos(\omega_0^2 \tau_1). \]

Clearly, if (H9) \( Q_{51} Q_{53} + Q_{52} Q_{54} \neq 0 \) is satisfied, we can obtain \( \frac{d(\text{Re} \lambda)}{d \tau_2} |_{\lambda = i\omega_0^2} \neq 0. \) This completes the proof. □

Here we summarize the results as follows.

**Theorem 6.** For system (3), \( \tau_2 > 0, \tau_1 \in [0, \tau_{10}) \) and \( \tau_1 \neq \tau_2. \) Assume that the conditions (H8) and (H9) are satisfied, then the positive equilibrium \( E_2(x^*, y^*) \) is asymptotically stable for whole \( \tau_2 \in [0, \tau_{10}^*) \) and unstable for \( \tau_2 > \tau_{10}^* \). Moreover, a Hopf bifurcation happens at the equilibrium \( E_2 \) when \( \tau_2 = \tau_{10}^* \).

**Situation 6:** \( \tau_1 > 0, \tau_2 \in [0, \tau_{10}^*], \) and \( \tau_1 \neq \tau_2. \)

We regard Equation (11) with \( \tau_2 \) in its stable interval, and \( \tau_1 \) is taken as the parameter. Like Situation 5, we directly give the following theorem.

**Theorem 7.** For system (3), \( \tau_1 > 0, \tau_2 \in [0, \tau_{20}], \) and \( \tau_1 \neq \tau_2. \) The positive equilibrium \( E_2(x^*, y^*) \) is asymptotically stable for all \( \tau_1 \in [0, \tau_{10}^*] \) and unstable for \( \tau_1 > \tau_{10}^* \). In addition, a Hopf bifurcation at the positive equilibrium \( E_2 \) occurs when \( \tau_1 = \tau_{10}^* \) where \( \tau_{10}^* \) denotes the minimum critical value of time delay \( \tau_1 \) for the appearance of Hopf bifurcation when \( \tau_2 \in [0, \tau_{20}] \).

### 3. Direction and Stability of Hopf Bifurcation

In the preceding section, we have discussed that system (3) goes through Hopf bifurcation for different combinations of \( \tau_1 \) and \( \tau_2 \). In this section, we will utilize the central manifold theory and the normal form theorem of Hassard et al. [35] to derive the quality analysis of Hopf bifurcation at \( \tau_2 = \tau_{20}^*, \tau_1^* \in [0, \tau_{10}^*] \).

Without loss of generality, we suppose that \( \tau_{1}^* < \tau_{2}^*. \) Let \( \tau_2 = \tau_{20}^* + \mu, \mu \in \mathbb{R}, \) \( t = s \tau_2, x(s) = x(s), y(s \tau_2) = y(s), \) and records as \( x = \tilde{x}, y = \tilde{y}, t = s, \) then system (3) is rewritten by a functional differential equation (FDE) in \( \tilde{C} = \tilde{C}([-1, 0], \mathbb{R}^2) : \)

\[ U'(t) = L_\mu(U_t) + F(\mu, U_t), \quad (27) \]

where

\[ U(t) = (x(t), y(t))^T \in \tilde{C}, U_t(\theta) = (x(t + \theta), y(t + \theta))^T \in \tilde{C}, \]

and \( L_\mu : \tilde{C} \to \mathbb{R}^2, F : \mathbb{R} \times \tilde{C} \to \mathbb{R}^2 \) are described as

\[ L_\mu(\phi) = (\tau_{20}^* + \mu) \left[ A' \phi(0) + B' \phi \left( -\frac{\tau_{1}^*}{\tau_{20}^*} \right) + C' \phi(1) \right]. \]

and

\[ f(\xi, \phi) = (\tau_{20}^* + \mu)(f_1, f_2)^T, \quad (28) \]
where

\[
\phi(\theta) = (\phi_1(\theta), \phi_2(\theta))^T \in \mathbb{C},
\]
\[
A' = \begin{pmatrix}
a_{11} & a_{12} \\ 0 & a_{22}
\end{pmatrix},
B' = \begin{pmatrix}
b_{11} & 0 \\ 0 & 0
\end{pmatrix},
C' = \begin{pmatrix}
0 & 0 \\ a_{21} & b_{22}
\end{pmatrix},
\]
\[
f_1 = k_1^2 \phi_1(0) + k_2^2 \phi_2(0) (\frac{\tau}{\tau_0}) + k_3 \phi_1(0) \phi_2(0) + k_4^2 \phi_1(0) \phi_2(0) + \ldots,
\]
\[
f_2 = g_1^2 \phi_1(0) (1) + g_2^2 \phi_2(0) (1) + g_3^2 \phi_1(0) \phi_2(0) + g_4^2 \phi_1(0) \phi_2(0) + \ldots,
\]
\[
f_3 = k_1^2 \phi_1(0) \phi_1(0) + k_2^2 \phi_2(0) \phi_2(0) + k_3^2 \phi_1(0) \phi_2(0) + \ldots,
\]
\[
f_4 = g_1^2 \phi_1(0) (1) + g_2^2 \phi_2(0) (1) + g_3^2 \phi_1(0) \phi_2(0) + g_4^2 \phi_1(0) \phi_2(0) + \ldots.
\]

As a matter of fact, we can choose
\[
k_1 = 1, k_2 = -\beta_1 (1-m) (a + \eta b (1-m) x^2 + \eta c (1-m) y^2),
\]
\[
k_3 = \frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2},
\]
\[
k_4 = \frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2},
\]
\[
k_5 = -\frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2},
\]
\[
k_6 = \frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2},
\]
\[
k_7 = -\frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2},
\]
\[
k_8 = \frac{\beta_1 (1-m) [(a + \eta b (1-m) x^2 + \eta c (1-m) y^2) - (a + \eta b (1-m) x^2 + \eta c (1-m) y^2)]}{(a + \eta b (1-m) x^2 + \eta c (1-m) y^2)^2}.
\]

Hence, in light of the Riesz representation theorem, there exists a 2 \times 2 matrix function \( \eta(\theta, \mu) \) of bounded variation when \( \theta \in [-1, 0] \), which implies

\[
L_\mu \phi = \int_{-1}^{0} d\eta(\theta, \mu) \phi(\theta), \text{ for } \phi \in \mathbb{C}.
\]

As a matter of fact, we can choose

\[
\eta(\theta, \mu) = \begin{cases}
(\tau_2 - \mu) (A' + B') + C', & \theta = 0, \\
(\tau_2 - \mu) (B' + C'), & \theta \in \left[-\frac{\tau_1}{\tau_2}, 0\right), \\
(\tau_2 - \mu) C', & \theta \in \left(-1, -\frac{\tau_1}{\tau_2}\right), \\
0, & \theta = -1.
\end{cases}
\]

For \( \phi \in \mathbb{C}([-1, 0], \mathbb{R}^2) \), define

\[
\tilde{A}(\mu) \phi = \begin{cases}
\frac{d\phi(\theta)}{d\theta}, & -1 \leq \theta < 0, \\
\int_{-1}^{0} d\eta(\theta, \mu) \phi(\theta), & \theta = 0.
\end{cases}
\]

and

\[
\tilde{R}(\mu) \phi = \begin{cases}
0, & -1 \leq \theta < 0, \\
f(\mu, \phi), & \theta = 0.
\end{cases}
\]

Then system (27) can take the form

\[
U_\tau' = \tilde{A}(\mu) U_\tau + \tilde{R}(\mu) U_\tau.
\]

For \( \psi \in \mathbb{C}([-1, 0], (\mathbb{R}^2)^*) \), where \((\mathbb{R}^2)^*\) is the 2-dimensional space of row vectors, the adjoint operator \( A^* \) of \( \tilde{A}(0) \) is further defined:

\[
A^* \psi(s) = \begin{cases}
-\frac{d\psi(s)}{ds}, & s \in (0, 1], \\
\int_{0}^{s} d\eta^T(t, 0) \psi(-t), & s = 0.
\end{cases}
\]
For $\phi \in \tilde{C}([-1, 0], R^2)$ and $\psi \in C([-1, 0], (R^2)^\ast)$, the bilinear form is then defined:

$$
\langle \psi(s), \phi(\theta) \rangle = \psi(0)\phi(0) - \int_{-1}^{0} \int_{\zeta=0}^{\theta} \psi(\zeta - \theta)d\eta(\theta)\phi(\zeta)d\zeta,
$$

(35)

where $\eta(\theta) = \eta(\theta, 0)$, $\tilde{A} = \tilde{A}(0)$ and $A^\ast$ are adjoint operators.

In accordance with the previous section, we observe that $\pm i\omega_2^\ast \tau_{20}$ are eigenvalues of $\tilde{A}(0)$. Hence, they are still the eigenvalues of $A^\ast$. Supposing that $q(\theta) = (1, \delta)^T e^{i\omega_2^\ast \tau_{20} \theta}$ is the eigenvector of $\tilde{A}(0)$ corresponding to $i\omega_2^\ast \tau_{20}$ and $q^\ast(s) = \bar{M}(1, \delta^\ast) e^{i\omega_2^\ast \tau_{20}^\ast s}$ is the eigenvector of $A^\ast$ corresponding to $-i\omega_2^\ast \tau_{20}^\ast$, after some algebra, we obtain

$$
\delta = \frac{i\omega_2^\ast - a_{11} - b_{11}e^{-i\omega_2^\ast \tau_1^\ast}}{a_{21}}, \quad \delta^\ast = \frac{-\left(i\omega_2^\ast + a_{11} + b_{11}e^{i\omega_2^\ast \tau_1^\ast}\right)}{a_{21}e^{i\omega_2^\ast \tau_{20}^\ast}}.
$$

By a further calculation, we obtain from Equation (36)

$$
\langle q^\ast(s), q(\theta) \rangle = \bar{M}(1, \delta^\ast)(1, \delta)^T - \int_{-1}^{0} \int_{\zeta=0}^{\theta} q^\ast(\zeta - \theta)d\eta(\theta)q(\zeta)d\zeta = \bar{M} \left[1 + \delta^\ast \delta - \int_{-1}^{0} (1, \delta^\ast)\theta e^{i\omega_2^\ast \tau_{20} \theta}d\eta(\theta)(1, \delta)^T\right] = \bar{M} \left[1 + \delta^\ast + b_{11} \bar{\tau}_1^\ast e^{-i\omega_2^\ast \tau_1^\ast} + \tau_2^\ast e^{-i\omega_2^\ast \tau_{20}^\ast}(a_{21}^\ast \delta^\ast + b_{22} \delta^\ast)\right],
$$

This implies that

$$
\bar{M} = \left[1 + \delta^\ast + b_{11} \bar{\tau}_1^\ast e^{-i\omega_2^\ast \tau_1^\ast} + \tau_2^\ast e^{-i\omega_2^\ast \tau_{20}^\ast}(a_{21}^\ast \delta^\ast + b_{22} \delta^\ast)\right]^{-1}, \tag{36}
$$

such that $\langle q^\ast(s), q(\theta) \rangle = 1$, $(q^\ast(s), q(\theta)) = 0$. According to the computing method in Hassard et al. [35] and the calculation process in [38–40], we derive the coefficients to determine the relevant bifurcation properties.

$$
\begin{align*}
\beta_{20} &= 2\bar{M}\tau_{20}\left[k_1 + k_2 e^{-i\omega_2^\ast \tau_1^\ast} + k_3 \delta + k_5 \delta^2 + \delta^\ast \left(g_{11} e^{2i\omega_2^\ast \tau_{20}^\ast} + g_2 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta^2 + g_5 \delta^2 e^{-2i\omega_2^\ast \tau_{20}^\ast}\right)\right], \\
\beta_{11} &= 2\bar{M}\tau_{20}\left[k_2 e^{i\omega_2^\ast \tau_1^\ast} + k_3 (\delta + \delta^\ast) + 2k_5 \delta + \delta^\ast \left(2g_1 + g_2 (\delta + \delta^\ast) + g_3 \delta^2 + g_5 \delta^2 e^{-2i\omega_2^\ast \tau_{20}^\ast}\right)\right], \\
\beta_{02} &= 2\bar{M}\tau_{20}\left[k_1 + k_4 e^{i\omega_2^\ast \tau_1^\ast} + k_3 + k_5 \delta^2 + \delta^\ast \left(g_{11} e^{2i\omega_2^\ast \tau_{20}^\ast} + g_2 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta^2 + g_5 \delta^2 e^{-2i\omega_2^\ast \tau_{20}^\ast}\right)\right], \\
\beta_{21} &= 2\bar{M}\tau_{20}\left[k_1 \left(W_{20}^{(1)}(0) + 2W_{11}^{(1)}(0)\right) + k_2 \left(W_{11}^{(1)}(0) - \frac{1}{2}\right) + \frac{1}{2} W_{20}^{(1)}(0)\right] + \frac{1}{2} W_{20}^{(1)}(0) e^{i\omega_2^\ast \tau_{20}^\ast}, \\
\beta_{11}^{(1)}(0) &= 2\bar{M}\tau_{20}\left[k_3 \left(W_{11}^{(1)}(0) + \frac{1}{2} W_{20}^{(1)}(0)\right) + \frac{1}{2} W_{20}^{(1)}(0)\right] + k_4 \left(2(\delta + \delta^\ast) + k_5 \delta^2 + 2k_7 + 3k_5 \delta^2 + \delta^\ast \left(g_1 W_{20}^{(1)}(0) + g_2 W_{20}^{(1)}(0) e^{i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta e^{-i\omega_2^\ast \tau_{20}^\ast} + g_5 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast}\right) + 2W_{20}^{(1)}(0)\right] + \delta^\ast, \\
\beta_{02}^{(1)}(0) &= 2\bar{M}\tau_{20}\left[k_1 \left(W_{20}^{(1)}(0) + \delta W^{(2)}(0)\right) + k_6 \left(\delta^2 + 2\delta^\ast + 3k_6 e^{-i\omega_2^\ast \tau_{20}^\ast} + g_1 \left(W_{20}^{(1)}(0) e^{-i\omega_2^\ast \tau_{20}^\ast} + g_2 \delta e^{-i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast} + g_5 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast}\right)\right] + \delta^\ast, \\
\beta_{11}^{(2)}(0) &= 2\bar{M}\tau_{20}\left[k_3 \left(W_{11}^{(1)}(0) + \frac{1}{2} W_{20}^{(1)}(0)\right) + \delta^\ast \left(2(\delta + \delta^\ast) + k_5 \delta^2 + 2k_7 + 3k_5 \delta^2 + \delta^\ast \left(g_1 W_{20}^{(1)}(0) + g_2 W_{20}^{(1)}(0) e^{i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta e^{-i\omega_2^\ast \tau_{20}^\ast} + g_5 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast}\right) + 2W_{20}^{(1)}(0)\right] + \delta^\ast, \\
\beta_{21}^{(3)}(0) &= 2\bar{M}\tau_{20}\left[k_1 \left(W_{20}^{(1)}(0) + \delta W^{(2)}(0)\right) + k_6 \left(\delta^2 + 2\delta^\ast + 3k_6 e^{-i\omega_2^\ast \tau_{20}^\ast} + g_1 \left(W_{20}^{(1)}(0) e^{-i\omega_2^\ast \tau_{20}^\ast} + g_2 \delta e^{-i\omega_2^\ast \tau_{20}^\ast} + g_3 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast} + g_5 \delta e^{-2i\omega_2^\ast \tau_{20}^\ast}\right)\right] + \delta^\ast,
\end{align*}
$$

and

$$
\begin{align*}
W_{20}(\theta) &= \frac{i\delta_{20}}{\omega_{20}^\ast} q(0) e^{i\omega_2^\ast \tau_{20}^\ast \theta} + \frac{i\delta_{02}}{\omega_{20}^\ast} q(0) e^{-i\omega_2^\ast \tau_{20}^\ast \theta} + M_1 e^{2i\omega_2^\ast \tau_{20}^\ast \theta}, \\
W_{11}(\theta) &= -\frac{i\delta_{11}}{\omega_{20}^\ast} q(0) e^{i\omega_2^\ast \tau_{20}^\ast \theta} + \frac{i\delta_{11}}{\omega_{20}^\ast} q(0) e^{-i\omega_2^\ast \tau_{20}^\ast \theta} + M_2.
\end{align*}
$$

(37)
where \( M_1 = (M_1^{(1)}, M_1^{(2)})^T \in \mathbb{R}^2 \) and \( M_2 = (M_2^{(1)}, M_2^{(2)})^T \in \mathbb{R}^2 \) are also constant vectors: and to determine the values of \( M_1 \) and \( M_2 \), we give

\[
\begin{pmatrix}
2i\omega_0^\prime & -a_{11} - b_{11}e^{-2i\omega_0^\prime \tau_0} \\
-a_{21}e^{-2i\omega_0^\prime \tau_0} & 2i\omega_0^\prime - a_{12} - b_{22}e^{-2i\omega_0^\prime \tau_0}
\end{pmatrix} M_1 = 2 \begin{pmatrix} H_1 \\ H_2 \end{pmatrix},
\]

(38)

with

\[
H_1 = k_1 + k_2e^{-i\omega_0^\prime \tau_0} + k_3\delta + k_5\delta^2 \\
H_2 = 8\epsilon e^{-2i\omega_0^\prime \tau_0} + 8\epsilon e^{-2i\omega_0^\prime \tau_0} + 8g_3\delta^2 + 8g_3\delta e^{-2i\omega_0^\prime \tau_0} \\
H_3 = 2k_1 + k_2(e^{-i\omega_0^\prime \tau_0} + e^{i\omega_0^\prime \tau_0}) + k_3(\delta + \delta) + 2k_5\delta \\
H_4 = 2g_1 + 2g_2(\delta + \delta) + 2g_3\delta + 2g_3\delta^2
\]

Consequently, the coefficients \( g_{21} \) can be solved and we can obtain the values:

\[
\begin{align*}
\tilde{c}_1(0) &= \frac{-\epsilon}{40}g_1(1 - 2|g_{11}|^2 - 4g_1^2 + \frac{g_{21}}{2}) \\
\tilde{\mu}_2 &= -\frac{\Re\{\tilde{c}_1(0)\}}{\Re\{\lambda'(g_{20}^\prime)\}} \\
\tilde{\beta}_2 &= 2\Re\{\tilde{c}_1(0)\} \\
\tilde{T}_2 &= -\frac{\Im\{\tilde{c}_1(0)\} + \tilde{\mu}_2\Im\{\lambda'(g_{20}^\prime)\}}{\omega_0^\prime g_{20}^\prime (\tau_0)}
\end{align*}
\]

which decides the nature of Hopf bifurcation at the critical value \( \tau_2 = \tau_0' \). Therefore, we have the following results.

**Theorem 8.** For system (3),

1. The sign of \( \overline{\beta}_2 \) determines the direction of Hopf bifurcation: if \( \overline{\beta}_2 > 0 \), then the Hopf bifurcation is supercritical; if \( \overline{\beta}_2 < 0 \), then the Hopf bifurcation is subcritical.
2. The sign of \( \beta_2 \) decides the stability of bifurcating periodic solutions: if \( \beta_2 < 0 \), the bifurcating periodic solutions are stable; if \( \beta_2 > 0 \), the bifurcating periodic solutions are unstable.
3. The sign of \( \tilde{T}_2 \) determines the period of bifurcating periodic solutions: if \( \tilde{T}_2 > 0 \), the period increases; if \( \tilde{T}_2 < 0 \), the period decreases.

### 4. Numerical Simulations

This section gives numerical examples and simulations to verify the above analytical findings using Matlab software.

We take the system Matlab software to give numerical examples and simulations to verify the above analytical finding \( s_1 = 2 \), \( s_2 = 2 \), \( d_1 = 0.25 \), \( \rho_2 = 0.05 \), \( m = 0.5 \), and then we obtain \( \beta_1 = \frac{1}{2} \), \( a = 0.1 \), \( b = 2 \), \( c = 1 \), \( \beta_2 = 2 \), \( m = 0.5 \), \( d = 0.25 \), \( e = 0.01 \), whereby the system (3) can be expressed by

\[
\begin{align*}
\dot{x} &= x(t)(1 - x(t - \tau_1)) - \frac{\epsilon (1 - 0.5)x(t)y(t)}{0.1 + 2(1 - 0.5)x(t) + y(t)} \\
\dot{y} &= \frac{2(1 - 0.5)x(t - \tau_2)y(t - \tau_2) - 0.25y(t) - 0.01y^2(t)}{0.1 + 2(1 - 0.5)x(t - \tau_2) + y(t - \tau_2)}
\end{align*}
\]

System (40) exists the equilibrium \( E_{0}(0,0) \) and \( E_{1}(1,0) \), and both are unstable from the above-mentioned Theorems 1 and 2. When the condition (H1) holds, the unique positive equilibrium \( E_{2}(0.1872, 0.4485) \) is obtained.

(i) For \( \tau_1 = \tau_2 = 0 \), by calculation, the condition (H3) holds, consequently the equilibrium \( E_{2} \) is locally asymptotically stable.

(ii) For \( \tau_1 = 0, \tau_2 > 0 \), we can derive that the conditions (H1), (H3), (H5) are satisfied, the corresponding simulation results are \( \omega_{20} = 0.1986, \tau_{20} = 2.5714 \). According to Theorem 3, we know that the positive equilibrium \( E_{2} \) is asymptotically stable when
τ₂ ∈ [0, τ₂₀), and for τ₂ > τ₂₀, E₂ is unstable, which are shown in Figures 1 and 2. In the same way, we obtain \( ω_{10} = 0.2980, \tau_{10} = 2.8701 \) (see Figures 3 and 4).

(iii) For τ₁ = τ₂ = τ ≠ 0, we further obtain \( ω_0 = 0.2707, \tau_0 = 1.3689 \). From Theorem 5, the positive equilibrium E₂ is asymptotically stable as the time delay \( τ \) increases from 0 to \( τ₀ \). When the time delay \( τ \) goes through the critical value \( τ₀ \), the positive equilibrium E₂ will lose stability, and a Hopf bifurcation appears (see Figures 5 and 6).

(iv) For τ₂ > 0, τ₁ = 1 ∈ [0, τ₁₀), we have \( ω_{20} = 0.2296, \tau_{20} = 1.8564 \). From Theorem 6, E₂ is asymptotically stable when τ₂ ∈ [0, τ₂₀) and unstable when τ₂ > τ₂₀. By the formulas obtained in the above section, we can obtain \( \bar{v}_1(0) = -3.7126 + 0.2034I, \bar{\beta}_2 = -7.4252, \bar{\mu}_2 = 159.3391, \bar{T}_2 = 6.7752 \). By Theorem 8, the nature of Hopf bifurcation is supercritical; the bifurcating periodic solutions are stable, and its period increases, which can be depicted in Figures 7 and 8. Numerical simulations illustrate our theoretical analysis. Due to the bifurcation of periodic solutions being stable, that is, the number of predators and prey implies stability and coexistence. Similarly, for τ₁ > 0, τ₂ = 0.5 ∈ [0, τ₂₀), we can have \( ω{′}_{10} = 0.2842, \tau{′}_{10} = 2.3894 \) (see Figures 9 and 10).

Figure 1. Behavior and phase portrait of the system (40) when τ₂ = 2.0 < τ₂₀ = 2.5714, E₂ is asymptotically stable.
Figure 2. Behavior and phase portrait of the system (40) when $\tau_2 = 2.7 > \tau_{20} = 2.5714$, $E_2$ is unstable.

Figure 3. Behavior and phase portrait of the system (40) when $\tau_1 = 2.7 < \tau_{10} = 2.8701$, $E_2$ is asymptotically stable.
Figure 4. Behavior and phase portrait of the system (40) when \( \tau_1 = 2.9 > \tau_{10} = 2.8701 \), \( E_2 \) is unstable.

Figure 5. Behavior and phase portrait of the system (40) when \( \tau = 1.0 < \tau_0 = 1.3689 \), \( E_2 \) is asymptotically stable.
Figure 6. Behavior and phase portrait of the system (40) when $\tau = 1.5 > \tau_0 = 1.3689$, $E_2$ is unstable.

Figure 7. $E_2$ is asymptotically stable for $\tau_2 = 1.1 < \tau_{20} = 1.8564$ and $\tau'_1 = 1.0$. 
Figure 8. $E_2$ is unstable for $\tau_2 = 1.9 > \tau_{20} = 1.8564$ and $\tau_1' = 1.0$.

Figure 9. $E_2$ is asymptotically stable for $\tau_1 = 1.5 < \tau_{10} = 2.3894$ and $\tau_2' = 0.5$. 
5. Conclusions

This paper proposes and analyzes a predator–prey model with two time delays and a prey refuge. As mentioned earlier, the Beddington–DeAngelis type functional response is superior to other types. Then we describe the interaction between prey and predator as a Beddington–DeAngelis type functional response. First, we study the existence of the trivial equilibrium, the predator–extinction equilibrium, the coexistence equilibrium, and the relevant local stability of each feasible equilibrium of the system (3). We found that the equilibrium \( E_0 \) is unstable, and if \((H2) (1 - m)(\beta_2 - bd) < ad \) holds, then the equilibrium \( E_1 \) is locally asymptotically stable when \( \tau_2 = 0 \); for whole \( \tau_2 > 0 \), the \( E_1 \) is unstable. Afterward, we discuss the local stability of a unique positive equilibrium \( E_2 \). According to the existing two time delays and discussing six different cases, we know that the positive equilibrium will lose its original stability, and a Hopf bifurcation will occur. A family of periodic solutions bifurcates from \( E_2 \) when the time delay passes through some critical values, which means that the existence of time delay can cause the number of predator and prey populations to change periodically. Therefore, the time delay has a great influence on the dynamics of system (3). For \( \tau_2 > 0 \), \( \tau'_1 = 1 \in [0, \tau_{10}) \), we obtain \( \omega'_{20} = 0.2296, \tau'_{20} = 1.8564 \). From Theorem 6, \( E_2 \) is asymptotically stable when \( \tau_2 \in [0, \tau'_{20}) \) and unstable when \( \tau_2 > \tau'_{20} \). Moreover, the properties of Hopf bifurcation are analyzed by normal form theory and center manifold theorem. In the end, numerical simulations verify our theoretical analysis; for instance, we obtain \( \tilde{c}_1(0) = -3.7126 + 0.2034 I, \tilde{\beta}_2 = -7.4252, \tilde{\mu}_2 = 159.3391, \tilde{T}_2 = 6.7752 \). Based on Theorem 8, the nature of Hopf bifurcation is supercritical, the bifurcating periodic solutions are stable, and its period increases. From a biological point of view, a stable bifurcation periodic solution implies the coexistence of both populations in an oscillatory mode. In addition, the population can be divided into two stages: immature and mature. As for the question of what the system’s dynamic behavior will be if we are concerned with the combined effects of stage structure for predator and prey, we leave it for our future research.

Figure 10. \( E_2 \) is unstable for \( \tau_1 = 2.4 > \tau_{10} = 2.3894 \) and \( \tau'_2 = 0.5 \).
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