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Abstract: Video processing plays an important role in the intelligent monitoring and management
system of agricultural information. Video shot boundary detection is the basic symmetry step
underlying video processing techniques. According to the current shot boundary detection algorithm,
the feature changes between gradual transition frames are difficult to detect, and the misdetection
situation is caused by ignoring the attention of the target feature during the feature extraction. A
novel symmetry multi-step comparative scheme of shot boundary detection algorithm based on
global features and target features is proposed. First, the RGB color histogram features of the video
frame are extracted. Second, foreground object detection for the video frames is performed using
the Gaussian Mixture Model (GMM), and the scale-invariant features transformation (SIFT) of the
foreground targets is extracted. Finally, global features and target features fusion through weights,
calculating the difference between adjacent frames across multiple steps, generate a pattern distance
map. The pattern distance map of the gradual transition and the cut detection is different; we can
judge the gradual transition and the cut detection according to the pattern distance map. Experiments
show that the proposed symmetry method improves by about 2% in recall and accuracy compared to
other algorithms.

Keywords: shot boundary detection; RGB; target feature; GMM; SIFT

1. Introduction

As the primary industry in the world, agriculture occupies a very important position in
social development. Video processing plays an important role in the intelligent monitoring
and management system of agricultural information. It is also the basic symmetry step
in video processing. With the rapid development of information technology, video data
have been growing rapidly. Multimedia information is increasingly rich, and content-based
video retrieval [1], video annotation, video index, video summary, and other technologies
have emerged. Shot boundary detection technology is the basis of video-structured analysis,
and it is also an important step in video retrieval and other related work. The quality of the
shot boundary detection algorithm directly affects the performance of video retrieval and
other subsequent work, so it is particularly important to find a more efficient shot boundary
detection algorithm. Although traditional shot boundary detection algorithms, such as
color histogram, edge comparison, and frame difference methods, can detect cut detection
to a certain extent, they cannot detect gradual transition correctly. Traditional algorithms are
not sensitive to interference information such as illumination and motion [2]. The clustering-
based shot boundary detection algorithm needs to set the number of clusters, which partly
limits the accuracy of the algorithm results and increases some randomness [3]. The sub-
block-based shot boundary detection algorithm is better for motion and noise compared to
the general algorithms, but it is highly computational and susceptible to illumination [4].
With the development of deep learning, shot boundary detection using Convolutional
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Neural Networks (CNN) emerges. For example, Michale Gygli recently proposed a Neural
Network with 3D Convolution for shot boundary detection. Although the accuracy and
speed of the algorithm exceed the existing algorithm due to the increased dimension, it also
significantly increases the complexity of computation and the requirements for computer
hardware [5,6]. An article published in 2022 was based on primary segments using the
adaptive threshold of color-based histogram differences and candidate segments using the
SURF feature descriptor. The field of shot boundary detection is still studying traditional
methods [7].

RGB color histogram features describe the surface properties of the image that are
widely adopted in many fields of digital image processing. It is a traditional and efficient
way of feature extraction. RGB color histogram features describe the proportion of different
colors in the whole image and do not care about the spatial position of each color. The
characteristic of this feature is that it can generally control the global changes in the video
frame overall but ignores the internal detail changes in the video frame and the changes in
the main target features.

Background modeling algorithms are widely used in the field of target detection,
and the representative ones are Gaussian Mixture Model and the Codebook model. In
practical application, the Codebook model consumes large memory and affects real-time
performance [8]. However, the GMM algorithm is an efficient algorithm for background
modeling, and the GMM algorithm can adapt to the scene changes; in this paper, the
foreground object detection for the video frames using GMM.

SIFT feature is characterized by maintaining the invariance of rotation, scale scaling,
and brightness change, and it is a stable local feature. The characteristic of this feature is
that it can care about internal detail changes in the video frame.

Therefore, this paper presents a shot boundary detection algorithm based on global
features and target features. The RGB color histogram features of the video frame are
extracted. Then foreground object detection for the video frames using GMM and extracting
the SIFT features of the foreground targets. In this paper, the effect is verified through
experiments and opens up ideas for the study of the shot boundary detection algorithm.

2. Related Works
2.1. RGB Color Histogram Features

Color is most widely used in visual features of the image and is found effective in
many retrieval algorithms as it is independent of the size and orientation of the image.

Color histograms are widely used in the field of computer vision as a simple and
effective feature. Due to a large amount of video frame data, it is particularly important to
extract the global features of video frames simply and effectively.

RGB color space is an additive color system based on tri-chromatic theory. RGB is easy
to implement; it is very common and is used in virtually every computer system as well as
television, video, etc. [9].

2.2. Gaussian Mixture Model

GMM is suitable for modeling videos with more complex backgrounds, which are
mainly used for target detection. The first step of GMM to detect moving objects is to
calculate the sample value probability density of the pixels in a frame in a certain period
of time and then to determine whether each pixel is the background content of the video
frame according to the common principles in the statistical difference [10].

The specific process of GMM for background modeling is the following [11]:
First, assuming that each pixel in the video frame is independent of the other, the

value of each pixel can be generated by a mixed distribution. This distribution is composed



Symmetry 2023, 15, 565 3 of 10

of k independent Gaussian distributions. In this paper, the value of k is 5, the pixel value is
set as x, and the probability of the pixel value at time t is:

p(xj) =
k

∑
i=1

wi,tη(xt, µi,t, ∑i,t)

In the formula: wi,t, µi,t and wi,t are the weights, means, and covariance of the ith
Gaussian distribution at time t, respectively. Assuming that the three RGB channels of the
pixels are independent of each other and have the same variance, then:

∑i,t = σ2
k I

If satisfied:
|It − µi,t|< γσi,t

It means that x and this Gaussian model is matched, then the parameters of each
model are updated, and the weights are normalized. The first B Gaussian distributions
were used to establish the background model:

B = argminb

(
b

∑
k=1

wk > T

)

In the formula, the threshold T value is 0.7, and the first B Gaussian distribution in the
sorted K Gaussian distribution is the best description of this background pixel. Check the
matching relationship of each pixel value with its resulting first B Gaussian distribution,
and if the pixel value matches one of the first B Gaussian distributions, the pixel point is a
background point or a foreground point otherwise.

2.3. SIFT Features

The SIFT features were proposed by Canadian Professor David G. Lowe. The SIFT
features are characterized by maintaining the invariance of rotation, scale scaling, and
brightness change and are stable local features [12]. In this paper, the SIFT features were
extracted from the images containing the moving targets. The acquisition of the scale
space used in the SIFT feature point extraction algorithm requires Gaussian fuzzy, and the
two-dimensional Gaussian fuzzy function is defined as follows [13].

G(x, y, σ) =
1

2πσ
exp

{
−(x2 + y2)/2σ2

}
In the formula, σ represents the standard deviation of the normal distribution. Then,

the scale-space representation of a 2-dimensional image at different scales can be obtained
from the image and the Gaussian convolution kernel:

L(x, y, σ) = G(x, y, σ)I(x, y)

In the formula, (x, y) represents the pixel position of the image, σ is the scale-space
factor, and L(x, y, σ) represents the scale space of the image.

The SIFT feature point extraction algorithm simultaneously detects the local polima in
the image 2D plane space and the difference of gaussian (DOG) scale space as the feature
points. The DOG operator is shown below:

D(x, y, σ) = (G(x, y, kσ)− G(x, y, σ))I(x, y)
= L(x, y, kσ)− L(x, y, σ)

The overall generation of an image SIFT feature vector consists of four steps [14]:
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1. Scale-space detection is performed to initially determine the key point location and
scale;

2. The 3-dimensional quadratic function is pseudomatched to accurately determine the
position and scale of the key points, removing the key points with low contrast and
the unstable edge response points;

3. The gradient orientation distribution properties of the key neighborhood pixels are
used to specify the orientation parameters for each key;

m(x, y) =
√
(L(x + 1, y)− L(x− 1), y))2 + (L(x, y + 1)− L(x, y− 1))2

θ(x, y) = α tan 2(
L(x, y + 1)− L(x, y− 1)
L(x + 1, y)− L(x− 1, y)

)

The above formula refers to the modular value and direction formula of the gradient
at (x, y), respectively. At this time, the key detection is completed, and the scale used
by L is each key point;

4. Generate the SIFT feature vectors.

3. Fusion Feature Algorithm

In this algorithm, we extract color histogram features for video frames, using three
color channels: R, G, and B as feature vectors. Each color channel was quantified using
8 bins to obtain the 8-dimensional histogram features for each channel, and the three
channels were quantified with the 512-dimensional eigenvectors describing each frame.
The following formula represents the color histogram of the frame.

R(n, i), 0 ≤ i ≤ M− 1

In the formula, n and i represent the frame number in the video sequence and the bin
number in the histogram, respectively, and M = 512.

Foreground object detection for the video frames using GMM and extracting the SIFT
features of the foreground targets. Each key point has three pieces of information: location,
scale, and direction. A standard setting subregion of 4 by 4 for each key is used, and
direction histograms using eight intervals such that a key point produces 128 data, forming
a 128-dimensional SIFT eigenvector.

In the end, 8 bins of each image and each channel were quantified from the features
extracted by the RGB color histogram, and 512-dimensional features were fused with
128-dimensional features quantified from each key point of the moving target in each image
extracted by SIFT. The flow chart of the algorithm is shown in Figure 1.

3.1. Multi-Step Comparison Scheme

In the multi-step comparison scheme, a step-length l is set first, where l refers to the
distance between two frames. The compared color histogram differences are n− l and
n+1+l, respectively. When l equals 0, it represents the difference between two adjacent
frames. The distance between the two frames in the multiple steps is [15]:

sigma(n, l) =
100

6 ·W · H
M−1

∑
i=0
|h(n− l, i)− h(n + 1 + l, i)|

In the formula, sigma(n, l) represents the histogram difference between frames h(n−
l, i) and h(n + 1 + l, i), and the W and H represent the width and height of the frame. The
algorithm is performed by calculating the differences between frames across multiple steps;
their changes were detected by analyzing their patterns in the distance map. The pattern
distance map of the gradual transition detection is shown in Figure 2.
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The pattern distance map of the cut detection is shown in Figure 3.
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The sum of all possible steps can be described as:

phi(n, L) =
L� 1

å
l= 0

eta(n, l , L)

In the formula, L is the maximum step length, and eta(n, l , L) represents the difference
between sigma(n, l ) and the local temporal mean caused by limiting object motion or
camera motion. If the frame number K is the potential peak starting point, and the detection
starting point satis�es the following formula:

eat(Kstart(L) � 1,L) < 0 [ eat(Kstart(L) + 1,L) > 0

The detection endpoint meets the following formula:

eta(Kend(L) � 1,L) > 0 [ eta(Kend(L) + 1,L) < 0

The maximum number of video frames in the potential peak area can be de�ned as:

phi(Kmax(L, i), L)
= Max(phi(Kstart(L, i), L), ...,phi(Kend(L, i), L))

In the formula, Kstart(L, i) indicates the number of frames at the starting point, Kend(L, i)
indicates the endpoint, and Kmax(L, i) indicates the maximum frame number.

The steps of the multi-step comparative scheme of the shot boundary detection algo-
rithm are as follows:

The RGB color histogram features and SIFT features were, respectively, extracted, and
512 dimensional features were fused with 128 dimensional features quanti�ed from each
key point of the moving target.

Calculate the histogram difference value according to set steps L, and calculate the
sum of all possible steps phi for each frame according to the de�ned formula.

Different steps L were set, and the cut detection and gradual transition were judged
according to the formulas phi and eta, respectively.

The speci�c detection process of the gradual transition and the cut detection are shown
in Sections 3.2 and 3.3.

3.2. Cut Detection

Experiments show that the maximum step size in cut detection set to 4 is the most
appropriate. We set the maximum step size to 4. If the following formula is met:

phi(Kmax(4,i), 4) > Q [ eta(Kmax(4,i), 0, 4) � 2

Kmax(4,i) is retained as a result of cut detection. In the formula, the Q refers to the cut
detection threshold.

3.3. Gradual Detection

Experiments show that the maximum step size in gradual detection set to 10 is the
most appropriate. We set the maximum step size to 10. If the following formula is met:

phi(Kmax(10,i), 10) > J [ eta(Kmax(10,i), 0, 10) � 2

From Kstart(10,i) to Kend(10,i), is retained as a result of gradual detection. The Jrefers
to the cut detection threshold.
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4. Results and Discussion

In this paper, the experiments were tested in the RAI dataset, the Open-Source Video
dataset, and multiple sports videos. The evaluation criteria for the detection results of the
data sets are recall, accuracy, and a comprehensive indexF1. The formula is as follows:

Rp =
Nc

Nc + N f
� 100%

Rr =
Nc

Nc + Nl
� 100%

F1 =
2 � Rr � Rp

Rr + Rp

In the formula, Rp means accuracy,Rr is recall, F1 is the comprehensive index of
accuracy and recall, Nc is the number of correctly detected boundaries, N f is the number of
misdetected boundaries, and Nl is the number of missed boundaries.

4.1. Experimental Results and the Comparison

This experiment focuses on the test results of 10 videos and the RAI data set. The
experimental results show that the present algorithm detects the sixth video and the seventh
video of the RAI dataset much better; the detection results of sports videos are also good,

The video frame using the Gaussian Mixture Model diagram is shown on the right of
Figure 4:

Figure 4. Video frame using Gaussian Mixture Model diagram.

This experiment also had good detection results for the 5th, 8th, 9th, and 10th videos,
but the detection effect for the 1st, 2nd, and 3rd videos was relatively general. The main
reason is that the GMM in the proposed fusion algorithm can better detect the moving
objects in the video; when the video frame is cut detection and gradual transition, the
characteristics of the motor target will change greatly, so it is not easy to produce the error
and missed detection.

Ref. [16] proposed the shot boundary detection algorithm based on the genetic algo-
rithm and fuzzy logic method, and Ref. [ 17] proposed detecting mutation and gradient
using the visual similarity of adjacent video frames.

In order to verify the effectiveness of this algorithm for object detection, our algorithm
was compared with the two mentioned above and the method of only extracting the features
of the RGB color histogram. We selected representative videos with motion targets in the
RAI dataset, Open-Source Video dataset, and multiple sports videos. The total number of
test data boundaries in the table is 189. The results are shown in Table 1.

The experimental data in Table 1 can describe the experimental results more compre-
hensively, but the comparison of the four methods is not obvious enough. In order to make
the contrast results clear, the detection results of the shot boundary detection by the four
methods in Table 1 are shown in Figure 5.
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Table 1. The results of the comparison.

Method N l N f Nc Rp Rr F1

our 15 17 174 91.10% 92.06% 91.58%
RGB 22 18 167 90.27% 88.36% 89.30%

Ref. [16] 22 20 167 89.30% 88.36% 88.83%
Ref. [17] 23 23 166 87.83% 87.83% 87.83%

Figure 5. The results of the comparison [16,17] .

In order to verify the applicability of this algorithm to general videos, our algorithm
was compared with the two mentioned above and the method of only extracting the
features of the RGB color histogram. The results are shown in Table 2. We randomly
selected videos in the RAI dataset, Open-Source Video dataset, and multiple sports videos.
The total number of test data boundaries in the table is 294.

Table 2. The results of the comparison.

Method N l N f Nc Rp Rr F1

our 27 24 267 91.75% 90.82% 91.28%
RGB 36 28 258 90.21% 87.76% 88.97%

Ref. [16] 35 30 259 89.62% 88.10% 88.85%
Ref. [17] 37 35 257 88.01% 87.41% 87.71%

The experimental data in Table 2 can describe the experimental results more compre-
hensively, but the comparison of the four methods is not obvious enough. In order to make
the contrast results clear, the detection results of the shot boundary detection by the four
methods in Table 1 are shown in Figure 6.

4.2. Discussion

In the �rst experiment, we selected representative videos with motion targets in the
RAI dataset, Open-Source Video dataset, and multiple sports videos. Experimental data
are presented in Table 1. From Table 1, we can see that our algorithm was compared with
Refs. [16,17], and the method of only extracting the features of the RGB color histogram.
From the experimental results, our algorithm is effective for shot boundary detection. In our
algorithm, the foreground object detection for the video frames using GMM and extracting
the scale-invariant features transformation (SIFT) of the foreground targets; therefore, the
misdetection situation caused by ignoring the attention of the target feature during the
feature extraction is solved to some extent.
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Figure 6. The results of the comparison [16,17].

In the second experiment, we randomly selected videos from the RAI dataset, the
Open-Source Video dataset, and multiple sports videos. Experimental data are presented in
Table 2. From Table 2, we can see that our algorithm was compared with the single feature
algorithm, which is better than the single feature algorithm in both the recall accuracy and
the recall rate because the features fusion algorithm can compensate for the shortcomings
of a single feature. Secondly, this paper's algorithm was compared with Refs. [ 16,17].
The algorithm proposed in this paper is well improved compared with both Refs. [ 16,17].
Because the multi-step comparison scheme can calculate frame differences in multiple steps
by setting the step, this scheme bene�ts from the detection of gradual transition.

5. Conclusions

In this paper, we proposed a multi-step comparison scheme shot boundary detection
algorithm based on global features and target features. According to the experimental
results, the accuracy and recall improved compared with other algorithms. The main reason
is that the algorithm can solve the misdetection and missing detection due to the neglect of
the target feature during feature extraction.

It can be found by comparison with the other literature that our algorithm develops
the shot boundary detection algorithm, which solves the problem of ignoring the target
features, and the recall and accuracy of the algorithm are improved compared with other
algorithms. The innovation points are as follows:

1. In our method, by extracting the RGB color histogram global features of video frames
and the scale-invariant feature transform (SIFT) target features. It can not only com-
pensate for the misdetection of shot boundary detection caused by extracting only
the global features while ignoring the detailed features but also compensate for the
misdetection of shot boundary detection caused by extracting only the local features
while ignoring the global changes.

2. We combined the Gaussian Mixed Model (GMM) algorithm to the �eld of shot bound-
ary detection and then extracted the scale-invariant feature transform (SIFT) features
and further improved the misdetection situation caused by ignoring the attention to
the target features.

However, because of the limitations of the algorithm itself, the algorithm will have
a better detection effect for a speci�c video, and �nding a better shot boundary detection
algorithm will further reduce the number of errors and omissions.
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