Abstract: Differential equations of fractional order arising in engineering and other sciences describe nature sufficiently in terms of symmetry properties. In this article, a numerical method based on Laplace transform and numerical inverse Laplace transform for the numerical modeling of differential equations of fractional order is developed. The analytic inversion can be very difficult for complex forms of the transform function. Therefore, numerical methods are used for the inversion of the Laplace transform. In general, the numerical inverse Laplace transform is an ill-posed problem. This difficulty has led to various numerical methods for the inversion of the Laplace transform. In this work, the Weeks method is utilized for the numerical inversion of the Laplace transform. In our proposed numerical method, first, the fractional-order differential equation is converted to an algebraic equation using Laplace transform. Then, the transformed equation is solved in Laplace space using algebraic techniques. Finally, the Weeks method is utilized for the inversion of the Laplace transform. Weeks method is one of the most efficient numerical methods for the computation of the inverse Laplace transform. We have considered five test problems for validation of the proposed numerical method. Based on the comparison between analytical results and the Weeks method results, the reliability and effectiveness of the Weeks method for fractional-order differential equations was confirmed.
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1. Introduction

Fractional calculus (FC) is the branch of mathematics investigating the properties of non-integer-order operators. In particular, FC involves the notion and methods of solving differential equations involving fractional derivatives of the unknown. FC is as old as classical calculus. The birth of FC was due to a letter exchange between L’hôpital and Leibnitz, and its history starts at the end of the 17th century. Many famous mathematicians worked in FC, e.g., Liouville, Riemann, Grunwald, Lagrange, Euler, Heaviside, Fourier, Abel, etc. [1]. One of the fundamental properties of nature is symmetry, and fractional-order differential equations (FDEs) are able to sufficiently describe physical, chemical, or biological processes that have symmetry properties [2]. As a general rule, a physical property may depend on the time moment and the past time, which are actually shown by the utilization of fractional-order operators. In recent years, FDEs have gained importance in both theoretical and applied aspects of several fields, such as biology [3], epidemiology [4], control theory [5], and engineering [6].

The existence and uniqueness of a solution to FDEs given a set of initial conditions is one of the most important results of FDEs. Many researchers have studied the existence and uniqueness results of a solution to FDEs, such as the authors of [7], who studied the
existence and uniqueness of FDEs with generalized Caputo’s derivative. Nanware and Dhaigude [8] investigated the existence and uniqueness of FDEs with integral boundary conditions. In [9], the authors studied the existence and uniqueness results of solutions to FDEs with fractional boundary conditions. Other works on the existence and uniqueness of a solution to FDEs can be found in [10] and references therein.

The analytic solution of FDEs has been investigated by the research community using various adequate approaches, such as the Sumudu transform technique [11], the Adomian decomposition method [12], the Akbari–Ganji method [13], the Laplace transform decomposition method [14], the fractional differential transform method [15], the improved subequation method [16], etc. The substantial growth of fractional-order models has led to the emergence of complicated differential equations of fractional order. The analytic solution become hard to obtain for complex problems. Therefore, the desired solution is studied using numerical methods.

Numerous numerical methods have been developed in the literature to approximate the solution of FDEs. The authors of [17] studied the numerical solution of FDEs using the linear extrapolation scheme. Garrappa [18] obtained the numerical solution of FDEs using fractional linear multistep methods. Diethelm et al. [19] utilized the predictor–corrector method for the numerical solution of FDEs. In [20], the authors used the generalized block pulse operational matrix method for obtaining the numerical solution of FDEs. The authors of [21] studied the numerical solution of FDEs using Laplace transform and quadrature. Other works on the numerical solution of FDEs can be found in [22] and references therein.

In this article, our aim is to investigate the numerical solution to FDEs using Laplace transform (LT) and inverse Laplace transform (ILT). Laplace transform has been considered one of the best tools for solving linear differential equations of integer and noninteger orders [23]. Using the LT for solving differential equations, however, sometimes leads to solutions in the Laplace domain that are not readily invertible to the time domain by analytical means. Numerical inversion techniques are used to convert the obtained solution from the Laplace domain into the time domain. Numerous numerical methods are available in the literature for approximating the ILT. Each method has its applications and is suitable for a particular class of problems. Some well-known methods for the numerical approximation of ILT are the Fourier series method [24], the de Hoog method [25], the Stehfest method [26], Talbot’s method [27], etc. The authors of [28] reviewed various algorithms for the approximation of ILT. From experimentation and review, they found that the post-Wilder method [29], the Fourier series method [24], Talbot’s method [27], and the Weeks method [30] are superior methods for approximating the ILT. The Weeks method has the principal advantage over these three methods of returning an analytic formula for the time-domain function. In particular, it assumes that a smooth function can be well approximated by an expansion in terms of Laguerre polynomials [31]. In this method, the unknown coefficients are evaluated once for all for any given transformed function. Furthermore, it is equally applicable to real and complex time-domain functions [32].

In this paper, we aim to use the Weeks method to approximate the solution of FDEs.

The paper is organized as follows. In Section 2, we briefly introduce some basic concepts from fractional calculus. The proposed methods is discussed in Section 3. In Section 4, numerical examples are provided. Finally, Section 5 provides conclusions related to these studies.

2. Preliminaries

**Definition 1.** Let the function $C(t)$ be piecewise continuous for $t > 0$ and of exponential order; then, the Laplace transform (LT) of $C(t)$ is defined as $\mathcal{L}\{C(t)\} = \tilde{C}(s) = \int_0^\infty \exp(-st)C(t)dt$ (1)

where $s$ is the complex variable known as the Laplace variable.
Definition 2 ([33]). A function \( C(t) \) is said to be of exponential order \( \rho_0 > 0 \) on \( 0 \leq t < \infty \) if for \( \mathcal{M} > 0 \) and \( \forall \ t > 0 \)
\[
|C(t)| \leq \mathcal{M} e^{\rho_0 t},
\]
or, equivalently,
\[
\lim_{t \to \infty} \exp(-\eta t)|C(t)| = 0, \ \eta > \rho_0.
\]

Definition 3. The Mittag-Leffler (ML) function plays a key role in the solution of differential equations of fractional order.
1. The ML function in one parameter is defined as \([34]\)
\[
E_\eta(\zeta) = \sum_{k=0}^{\infty} \frac{\zeta^k}{\Gamma(\eta k + 1)},
\]
where \( \zeta \in \mathbb{C} \), and \( \eta \) is an arbitrary positive constant. The LT of the ML function in one parameter is given as
\[
\mathcal{L}\{E_\eta(-\beta \zeta^\eta)\} = \frac{s^{\eta-1}}{s^\eta + \beta},
\]
where \( \text{Re}(s) > |\beta|^{1/\eta} \).
2. The ML function in two parameters is defined as \([34]\)
\[
E_{\eta, \sigma}(\zeta) = \sum_{k=0}^{\infty} \frac{\zeta^k}{\Gamma(\eta k + \sigma)},
\]
where \( \zeta \in \mathbb{C} \), and \( \eta \) and \( \sigma \) are arbitrary positive constants. The LT of the ML function in two parameter is given as
\[
\mathcal{L}\{\xi^\sigma E_{\eta, \sigma}(-\beta \zeta^\eta)\} = \frac{s^{\eta-\sigma}}{s^\eta + \beta},
\]
where \( \text{Re}(s) > |\beta|^{1/\eta} \).
3. The ML function in three parameters is defined as \([34]\)
\[
E_{\delta, \eta, \sigma}(\zeta) = \sum_{k=0}^{\infty} \frac{(\delta)_k \zeta^k}{\Gamma(\eta i + \sigma)k!},
\]
where \( \zeta \in \mathbb{C} \), \( \eta \), \( \sigma \), and \( \delta \) are arbitrary positive constants, and \( (\delta)_k \) is a Pochhammer symbol \([23]\). The LT of the ML function in three parameters is given as
\[
\mathcal{L}\{\xi^\sigma E_{\delta, \eta, \sigma}(-\beta \zeta^\eta)\} = \frac{s^{\eta-\sigma}}{(s^\eta + \beta)\delta},
\]
where \( \text{Re}(s) > |\beta|^{1/\eta} \).

Definition 4. The Caputo derivative is defined as \([34]\)
\[
^{C}_0 D^\alpha_t C(t) = \frac{1}{\Gamma(p-\alpha)} \int_0^t \frac{d^p C(s)}{ds^p} \left( \frac{t-s}{(t-s)^{p-\alpha+1}} \right) ds, \ \ p - 1 < \alpha \leq p.
\]
The LT of the Caputo derivative is given by \([34]\)
\[
\mathcal{L}\{^{C}_0 D^\alpha_t C(t)\} = s^\alpha \hat{C}(s) - \sum_{k=0}^{p-1} s^{\alpha-k-1} C^{(k)}(0).
\]
Definition 5. Let \( C(t) \) possess a continuous derivative and be of exponential order \( \rho_0 \). Then, the inversion of \( \hat{C}(s) \) is given by the integral \([34]\)

\[
C(t) = \frac{1}{2\pi i} \int_{\rho - i\infty}^{\rho + i\infty} \hat{C}(s)e^{st} \, ds, \quad \text{where} \quad \rho > \rho_0,
\]

(6)

Definition 6. The Weeks method is one of the most well-known algorithms for the numerical inversion of a Laplace space function. It returns an explicit expression for the time-domain function as an expansion in Laguerre polynomials, given as

\[
C(t) = e^{\sigma t} \sum_{m=0}^{\infty} a_m e^{-\beta t} L_m(2\beta t), \quad t > 0,
\]

(7)

where the \( a_m \) are the expansion coefficients defined by

\[
\frac{2\beta}{1-\mu} \hat{C} \left( \rho + \frac{2\beta}{1-\mu} - \beta \right) = \sum_{m=0}^{\infty} a_m \mu^m, \quad |\mu| < R,
\]

(8)

where \( L_m(t) \) denotes the Laguerre polynomial of degree \( m \), and \( \beta \) is a positive real number.

3. Proposed Method

Here, we discuss our proposed numerical method for the numerical solution of FDEs. Our numerical method comprises three main steps: (i) we consider an FDE and reduce it to an algebraic using the Laplace transform; (ii) the solution of the reduced equation is obtained using algebraic techniques in the LT domain; and (iii) the solution of the original problem is obtained using the I LT. However, the analytic inversion is hard to compute. Therefore, we use the Weeks method for the numerical inversion of the LT. Figure 1 shows the flowchart of the proposed numerical scheme.

![Flowchart of the proposed numerical method](image)

**Figure 1.** The flowchart of the proposed numerical method.

3.1. Time-Fractional Differential Equation

We consider a time-fractional initial value problem given as

\[
\alpha \frac{D_t^\alpha C(t)}{\Gamma(\alpha)} + D_t^\alpha C(t) + D_t C(t) + C(t) = f(t), \quad p - 1 < \alpha \leq p,
\]

(9)

with initial condition

\[
C^{(k)}(0) = c_0^{(k)}, \quad k = 0, 1, 2, ..., p - 1.
\]

(10)

Applying Laplace transform to Equation (9), we obtain

\[
\mathcal{L} \left[ \alpha \frac{D_t^\alpha C(t)}{\Gamma(\alpha)} + D_t^\alpha C(t) + D_t C(t) + C(t) \right] = \mathcal{L}[f(t)],
\]
\[ s^a \hat{\mathcal{C}}(s) - \sum_{k=0}^{p-1} s^{a-k-1} C^{(k)}(0) + s^2 \hat{\mathcal{C}}(s) - sC(0) - C^{(1)}(0) + s\hat{\mathcal{C}}(s) - C(0) + \hat{\mathcal{C}}(s) = \hat{f}(s), \]

\[ (s^a + s^2 + s + 1)\hat{\mathcal{C}}(s) = \sum_{k=0}^{p-1} s^{a-k-1} C^{(k)}(0) + sC(0) + C^{(1)}(0) + C(0) + \hat{f}(s), \]

\[ \hat{\mathcal{C}}(s) = (s^a + s^2 + s + 1)^{-1} \sum_{k=0}^{p-1} s^{a-k-1} C^{(k)}(0) + sC(0) + C^{(1)}(0) + C(0) + \hat{f}(s), \]

applying the ILT, we obtain

\[ C(t) = \frac{1}{2\pi i} \int_{\rho-i\infty}^{\rho+i\infty} e^{st} \hat{\mathcal{C}}(s) ds = \frac{1}{2\pi i} \int_{\rho}^{\rho+\infty} e^{st} \hat{\mathcal{C}}(s) ds, \quad \rho > \rho_0. \]  

Here, \( \hat{\mathcal{C}}(s) \) is the transformed function that needs to be inverted, \( \rho_0 \) is the convergence abscissa, and \( \rho > \rho_0 \) means that all the singularities of \( \hat{\mathcal{C}}(s) \) lie in the open half-plane \( \text{Res} < \rho \). The analytic evaluation of the integral in Equation (11) can be challenging for the complex forms of transformed function \( \hat{\mathcal{C}}(s) \). Therefore, numerical methods are used to evaluate the integral in Equation (11). The ILT is generally an ill-posed problem. The numerical inversion of LT is a long-standing issue that has led to various numerical inverse Laplace transform (NILT) approaches [22]. In this work, we use the Weeks method for the computation of the integral in Equation (11).

### 3.2. Weeks Method

In the Weeks method, the Bromwich line is parameterized as \( s = \rho + iy, \ y \in \mathbb{R} \) to obtain the Fourier integral

\[ C(t) = \frac{e^{\rho t}}{2\pi} \int_{-\infty}^{\infty} e^{iy} \hat{\mathcal{C}}(\rho + iy) dy. \]  

The transform \( \hat{\mathcal{C}}(\rho + iy) \) is then expanded as

\[ \hat{\mathcal{C}}(\rho + iy) = \sum_{m=-\infty}^{\infty} a_m (iy - \beta)^m, \quad \beta > 0, \ y \in \mathbb{R}. \]  

Using Equation (13) in Equation (12), we obtain

\[ C(t) = \frac{e^{\rho t}}{2\pi} \sum_{m=-\infty}^{\infty} a_m \psi_m(t; \beta), \]  

where

\[ \psi_m(t; \beta) = \int_{-\infty}^{\infty} e^{iy} \frac{(iy - \beta)^m}{(iy + \beta)^{m+1}} dy. \]  

The Fourier integral may be evaluated using residues, and for \( t > 0 \), one obtains

\[ \psi_m(t; \beta) = \begin{cases} 2\pi e^{-\beta t} L_m(2\beta t), & m \geq 0, \\ 0, & m < 0. \end{cases} \]  

where \( L_m(t) \) denotes the \( m \)th degree Laguerre polynomial, and where \( \rho > \rho_0, \beta \in \mathbb{R}^+ \) are the parameters, and \( \rho_0 \) is the convergence abscissa. The Laguerre polynomials are defined by

\[ L_m(x) = \frac{e^x}{m!} \frac{d^m}{dx^m} (e^{-x}x^m), \]  

and see the Figure 2.

\[ \Leftrightarrow \]
Figure 2. Laguerre polynomials.

Where $a_m$ are Taylor coefficients of

$$Q(\mu) = \frac{2\beta}{1-\mu} \tilde{C} \left( \rho + \frac{2\beta}{1-\mu} - \beta \right) = \sum_{m=0}^{\infty} a_m \mu^m, \ |\mu| < R,$$  \hspace{1cm} (18)

where $R$ is the radius of convergence of the Maclaurin series (18). The coefficients $a_m$ are computed using Cauchy’s formula as

$$a_m = \frac{1}{2\pi i} \int_{|\mu|=1} \frac{Q(\mu)}{\mu^{m+1}} d\mu = \frac{1}{2\pi} \int_{-\pi}^{\pi} Q(e^{i\theta}) e^{-im\theta} d\theta,$$  \hspace{1cm} (19)

the integral in Equation (19) can be approximated using the midpoint rule as

$$\tilde{a}_m = e^{-imh/2} \frac{2N}{N-1} \sum_{j=-N}^{N-1} Q(e^{i\phi_j}) e^{-im\phi_j}, \ m = 0, 1, 2, 3, ..., N-1,$$  \hspace{1cm} (20)

where $\phi_j = jh$, $h = \frac{\pi}{N}$. This can be evaluated as an FFT of length $2N$ or as $N$ separate summations.

Error Analysis

In this section, we analyze the error of the proposed method. The author of [35] observed that for the expansion given below

$$C(t) = \exp(\rho t) \sum_{m=0}^{\infty} a_m \exp(-\beta t) L_m(2\beta t).$$  \hspace{1cm} (21)

There are three reasons due to which the error arises:

- First is the truncation of the series to $N$ terms;
- Second is the computation of the expansion coefficients numerically;
- Third is the approximation of ILT numerically. This error in (21) reveals itself in the fact that any error in the evaluated coefficients are increased with increasing $t$ when $\rho > 0$. 


The actual expansion for modeling these three errors is
\[ \tilde{C}(t) = \exp(\rho t) \sum_{m=0}^{N-1} \tilde{a}_m (1 + \epsilon_m) \exp(-\beta t) L_m(2\beta t), \] (22)
and \( \epsilon_m \) is the relative error in the floating-point representation of the coefficients, i.e., \( f(l(\tilde{a}_m)) = \tilde{a}_m (1 + \epsilon_m) \).

Subtraction of Equation (22) from Equation (21) with assumption \( \sum_{m=0}^{\infty} |a_m| < \infty \) yields
\[ |C(t) - \tilde{C}(t)| \leq \exp(\rho t) (\text{Trn} + \text{Dis} + \text{Con}), \]
where \( \text{Trn} = \sum_{m=N}^{\infty} |a_m|, \) \( \text{Dis} = \sum_{m=0}^{N-1} |a_m - \tilde{a}_m|, \) and \( \text{Con} = \epsilon \sum_{m=0}^{N-1} |\tilde{a}_m| \) are the truncation, discretization, and conditioning error bounds, respectively, and \( \epsilon \) is the machine roundoff unit satisfying \( \max_{0 \leq m \leq N-1} |\epsilon_m| \leq \epsilon \) with the fact that \( |\exp(-\beta t) L_m(2\beta t)| \leq 1 \). The \( \text{Dis} \) error can be neglected when compared with the \( \text{Trn} \) and \( \text{Con} \) errors [35]. Therefore, we refer to the \( \text{Trn} \) error and \( \text{Con} \) error. The upper bounds for the \( \text{Trn} \) error and \( \text{Con} \) error were given in [35] as
\[ \text{Trn} \leq m(\delta) \frac{1}{\delta N(\delta - 1)}, \quad \text{Con} \leq \epsilon m(\delta) \frac{1}{\delta - 1}, \]
valid for \( \delta \in (1, R) \). Therefore, the following error bound is obtained
\[ E_{\text{est}} \leq m(\delta) \frac{1}{\delta N(\delta - 1)} + \epsilon m(\delta) \frac{1}{\delta - 1}. \] (23)
For optimal \( E_{\text{est}} \), the author of [35] proposed two algorithms for the computation of the parameters \( \rho \) and \( \beta \). In this work, we utilized the following Algorithm 1, proposed in [35].

**Algorithm 1** Computation of \((\rho, \beta)\)

The user needs to provide \( F(s) \), \( t \), and \( N \), and a rectangle \([\rho_0, \rho_{\text{max}}] \times [0, \beta_{\text{max}}] \), which likely contains the optimal values of \( \rho \) and \( \beta \). The algorithm then works by solving
\[ \rho = \{ \rho \in [\rho_0, \rho_{\text{max}}] | E_{\text{est}}(\rho, \beta(\rho)) = \text{minimum} \}, \]
where
\[ \beta(\rho) = \{ \beta \in [0, \beta_{\text{max}}] | \text{Trn}(\rho, \beta) = \text{minimum} \}. \]

### 4. Numerical Results and Discussions

In many situations, analytic techniques are unavailable for obtaining the solution of differential equations of fractional order. So, we need to utilize numerical techniques for FDEs. This section aims to demonstrate the efficiency and simplicity of the proposed method for differential equations of fractional order. Five numerical examples are selected to validate the proposed method. The results show that the proposed method is accurate and easy to implement. We performed our experiments in MATLAB R2018a on a Windows 10 (64-bit) PC equipped with an Intel(R) Core(TM) i5-3317U CPU @ 1.70 GHz and with 4 GB of RAM. The numerical error is measured using two error norms, the absolute error and the relative error, defined by
\[ AE = |C_{ap}(t) - C(t)|, \]
and
\[ RE = \left| \frac{C_{ap}(t) - C(t)}{C_{ap}(t)} \right|. \]
where \( C_{ap}(t) \) and \( C(t) \) are the approximate and exact solutions, respectively. In all the numerical examples, the initial conditions and the linear source term \( f(t) \) are selected according to the exact solution.

4.1. Example 1

We consider a fractional initial value problem of the form [21]

\[
\frac{dC(t)}{dt} + \frac{d^{-a} C(t)}{dt^{-a}} = f(t),
\]

the exact solution of the problem is given as

\[
C(t) = E_{1+a}(-t^{1+a}) + \int_0^t E_{1+a}(-\tau^{1+a}) f(t - \tau) d\tau,
\]

the substitution \( \tau = ty^2 \) yields

\[
C(t) = E_{1+a}(-t^{1+a}) + \int_0^t E_{1+a}(-t^{1+a}y^{2+2a}) f(t - ty^2) 2ty dy.
\]

This problem is solved using the proposed method with \( \alpha = \frac{1}{2} \). The absolute error (AE), the relative error (RE), and the error estimates \( (E_{est}) \) for various values of \( N \) with optimal values of the parameters \( (\rho, \beta) \) are shown in Table 1. The plot of the exact solution (\( \text{Est} \)) and numerical solution (\( \text{Sol} \)) is shown in Figure 3a. The comparison of AE, RE, and \( (E_{est}) \) versus \( N \) at \( t = 1 \) is shown in Figure 3b. Similarly, the comparison of AE, RE, and \( (E_{est}) \) versus \( t \) with \( N = 200 \) is presented in Figure 3c. From the obtained results, we can see that the method has high accuracy and the computational results are in good agreement with the theoretical results.

**Table 1.** The numerical results corresponding to example 1.

<table>
<thead>
<tr>
<th>( (\rho, \beta) )</th>
<th>( N )</th>
<th>( AE )</th>
<th>( RE )</th>
<th>( E_{est} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.34538, 26.419)</td>
<td>20</td>
<td>( 1.8035 \times 10^{-4} )</td>
<td>( 3.9733 \times 10^{-4} )</td>
<td>( 2.1213 \times 10^{-2} )</td>
</tr>
<tr>
<td>(0.34538, 34.139)</td>
<td>30</td>
<td>( 2.4871 \times 10^{-4} )</td>
<td>( 5.4792 \times 10^{-4} )</td>
<td>( 1.5070 \times 10^{-2} )</td>
</tr>
<tr>
<td>(0.55823, 7.6713)</td>
<td>50</td>
<td>( 8.2630 \times 10^{-6} )</td>
<td>( 1.8204 \times 10^{-5} )</td>
<td>( 9.6074 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.55823, 10.891)</td>
<td>80</td>
<td>( 6.0354 \times 10^{-6} )</td>
<td>( 1.3296 \times 10^{-5} )</td>
<td>( 6.3258 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.55823, 18.286)</td>
<td>150</td>
<td>( 4.9259 \times 10^{-6} )</td>
<td>( 1.0852 \times 10^{-5} )</td>
<td>( 3.5762 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.34538, 14.911)</td>
<td>200</td>
<td>( 4.1822 \times 10^{-6} )</td>
<td>( 9.2136 \times 10^{-6} )</td>
<td>( 2.7660 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.34538, 17.936)</td>
<td>250</td>
<td>( 2.4210 \times 10^{-6} )</td>
<td>( 5.3336 \times 10^{-6} )</td>
<td>( 2.2599 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.34538, 20.627)</td>
<td>300</td>
<td>( 4.5779 \times 10^{-7} )</td>
<td>( 1.0085 \times 10^{-6} )</td>
<td>( 1.9116 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.34538, 20.627)</td>
<td>400</td>
<td>( 5.7410 \times 10^{-7} )</td>
<td>( 1.2648 \times 10^{-6} )</td>
<td>( 1.6436 \times 10^{-3} )</td>
</tr>
<tr>
<td>(0.17873, 20.627)</td>
<td>800</td>
<td>( 1.8042 \times 10^{-7} )</td>
<td>( 3.9748 \times 10^{-7} )</td>
<td>( 9.8380 \times 10^{-4} )</td>
</tr>
</tbody>
</table>
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Figure 3. (a) The plot of exact (Esol) and numerical (Nsol) solutions of Example 1. (b) The plot shows the AE, RE, and the $E_{est}$ for various values of $N$ at $t = 1$ corresponding to Example 1. (c) The plot shows the AE, RE, and $E_{est}$ for various values of $t$ at $N = 200$ corresponding to Example 1. It is observed that the theoretical results are in agreement with the computed results.

4.2. Example 2

We consider a fractional initial value problem of the form [36]

$$\frac{d^\alpha C(t)}{dt^\alpha} + C(t) = f(t),$$

the exact solution of the problem is given as

$$C(t) = E_{\alpha}(-t^\alpha).$$

We applied the proposed method to solve the problem with optimal values of the parameters $(\rho, \beta)$, $\alpha = \frac{3}{4}$, and various values of $N$. The numerical solutions obtained by the present method and another numerical method [36] are given in Table 2. Clearly, the numerical results show that the present method is effective, and its accuracy is comparable with existing methods. The plot of the exact solution (Esol) and numerical solution (Nsol) is shown in Figure 4a. The comparison of AE, RE, and $E_{est}$ versus $N$ at $t = 1$ is shown in Figure 4b. Similarly, the comparison of AE, RE, and $E_{est}$ versus $t$ with $N = 200$ is presented in Figure 4c. It is observed that the computational results using the proposed method are in good agreement with the exact solutions.

Table 2. The numerical results corresponding to example 2.

<table>
<thead>
<tr>
<th>$(\rho, \beta)$</th>
<th>$N$</th>
<th>$AE$</th>
<th>$RE$</th>
<th>$E_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.56672, 4.0034)</td>
<td>20</td>
<td>$1.2757 \times 10^{-4}$</td>
<td>$3.2451 \times 10^{-4}$</td>
<td>$4.7261 \times 10^{-3}$</td>
</tr>
<tr>
<td>(0.73322, 7.6713)</td>
<td>40</td>
<td>$6.7695 \times 10^{-6}$</td>
<td>$1.7220 \times 10^{-5}$</td>
<td>$1.8397 \times 10^{-3}$</td>
</tr>
<tr>
<td>(0.61508, 9.0014)</td>
<td>60</td>
<td>$5.0217 \times 10^{-6}$</td>
<td>$1.2774 \times 10^{-5}$</td>
<td>$1.0649 \times 10^{-3}$</td>
</tr>
<tr>
<td>(0.73322, 12.979)</td>
<td>80</td>
<td>$1.8286 \times 10^{-6}$</td>
<td>$4.6516 \times 10^{-6}$</td>
<td>$7.2735 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.56672, 12.172)</td>
<td>100</td>
<td>$1.3060 \times 10^{-6}$</td>
<td>$3.3223 \times 10^{-6}$</td>
<td>$5.3878 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.56672, 14.018)</td>
<td>120</td>
<td>$6.7202 \times 10^{-7}$</td>
<td>$1.7095 \times 10^{-6}$</td>
<td>$4.2151 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.73322, 19.830)</td>
<td>140</td>
<td>$6.1228 \times 10^{-7}$</td>
<td>$1.5575 \times 10^{-6}$</td>
<td>$3.4158 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.56672, 17.936)</td>
<td>160</td>
<td>$4.7414 \times 10^{-7}$</td>
<td>$1.2061 \times 10^{-6}$</td>
<td>$2.8644 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.56672, 19.456)</td>
<td>180</td>
<td>$3.5444 \times 10^{-7}$</td>
<td>$9.0163 \times 10^{-7}$</td>
<td>$2.4342 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.56672, 20.627)</td>
<td>200</td>
<td>$1.3183 \times 10^{-9}$</td>
<td>$3.3536 \times 10^{-9}$</td>
<td>$2.1308 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

[36] $6.1390 \times 10^{-7}$
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Figure 4. (a) The plot of exact ($E_{\text{sol}}$) and numerical ($N_{\text{sol}}$) solutions of Example 2. (b) The plot shows the $AE$, $RE$, and $E_{\text{est}}$ for various values of $N$ at $t = 1$ corresponding to Example 2. (c) The plot shows the $AE$, $RE$, and $E_{\text{est}}$ for various values of $t$ at $N = 200$ corresponding to Example 2. It is observed that the theoretical results are in agreement with the computed results.

4.3. Example 3

We consider a linear fractional initial value problem of the form [37]

\[
d\alpha C(t)dt^\alpha = f(t) + C(t),
\]

where the exact solution of the problem is given as

\[
C(t) = E_\alpha(t^\alpha) + \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-\tau)^{-\alpha} \left( E_\alpha(\tau^\alpha) - \frac{\tau^\alpha}{\Gamma(\alpha+1)} - 1 \right) d\tau,
\]

or $C(t)$ can be written as

\[
C(t) = \sum_{k=0}^{\infty} \frac{t^{k\alpha}}{\Gamma(k\alpha+1)} + t \sum_{j=1}^{\infty} \frac{t^{j\alpha}}{\Gamma(j\alpha+2)}.
\]

This problem is solved using the proposed method with $\alpha = \frac{3}{4}$. The absolute error $AE$, the relative error $RE$, and the error estimates ($E_{\text{est}}$) for various values of $N$ with optimal values of the parameters $(\rho, \beta)$ are shown in Table 3. The plot of the exact solution ($E_{\text{sol}}$) and numerical solution ($N_{\text{sol}}$) is shown in Figure 5a. The comparison of $AE$, $RE$, and $E_{\text{est}}$ versus $N$ at $t = 1$ is shown in Figure 5b. Similarly, the comparison of $AE$, $RE$, and $E_{\text{est}}$ versus $t$ with $N = 220$ is presented in Figure 5c. It is observed that the numerical solution
obtained using the proposed method is in excellent agreement with the analytic solution of the method proposed in [37].

Table 3. The numerical results corresponding to example 3.

<table>
<thead>
<tr>
<th>$(\rho, \beta)$</th>
<th>$N$</th>
<th>$AE$</th>
<th>$RE$</th>
<th>$E_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.8239, 3.4139)</td>
<td>20</td>
<td>$1.9976 \times 10^{-4}$</td>
<td>$4.3539 \times 10^{-5}$</td>
<td>$1.4882 \times 10^{-2}$</td>
</tr>
<tr>
<td>(1.6340, 4.5250)</td>
<td>40</td>
<td>$4.6340 \times 10^{-5}$</td>
<td>$1.0100 \times 10^{-5}$</td>
<td>$6.1742 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.7179, 6.9679)</td>
<td>60</td>
<td>$3.5713 \times 10^{-6}$</td>
<td>$7.7868 \times 10^{-7}$</td>
<td>$3.6354 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.6909, 8.7446)</td>
<td>80</td>
<td>$1.2002 \times 10^{-6}$</td>
<td>$2.6159 \times 10^{-6}$</td>
<td>$2.4726 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.7129, 10.831)</td>
<td>100</td>
<td>$4.1455 \times 10^{-7}$</td>
<td>$9.0352 \times 10^{-7}$</td>
<td>$1.8310 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.6340, 11.004)</td>
<td>120</td>
<td>$3.3696 \times 10^{-6}$</td>
<td>$7.3441 \times 10^{-7}$</td>
<td>$1.4324 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.7715, 15.045)</td>
<td>140</td>
<td>$1.6198 \times 10^{-6}$</td>
<td>$3.5304 \times 10^{-7}$</td>
<td>$1.1596 \times 10^{-3}$</td>
</tr>
<tr>
<td>(1.6653, 14.784)</td>
<td>160</td>
<td>$1.4706 \times 10^{-6}$</td>
<td>$3.2052 \times 10^{-7}$</td>
<td>$9.6314 \times 10^{-4}$</td>
</tr>
<tr>
<td>(1.7094, 17.089)</td>
<td>180</td>
<td>$1.1823 \times 10^{-7}$</td>
<td>$2.5768 \times 10^{-7}$</td>
<td>$8.2130 \times 10^{-4}$</td>
</tr>
<tr>
<td>(1.7094, 18.756)</td>
<td>200</td>
<td>$9.7606 \times 10^{-7}$</td>
<td>$2.1273 \times 10^{-7}$</td>
<td>$7.0906 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Figure 5. (a) The plot of exact (Esol) and numerical (Nsol) solutions of Example 3. (b) The plot shows the AE, RE, and $E_{est}$ for various values of $N$ at $t = 1$ corresponding to Example 3. (c) The plot shows the AE, RE, and $E_{est}$ for various values of $t$ at $N = 220$ corresponding to Example 3. It is observed that the theoretical results are in agreement with the computed results.

4.4. Example 4

We consider a linear fractional initial value problem of the form [38]

$$\frac{dC(t)}{dt} + \frac{d^\alpha C(t)}{dt^\alpha} + C(t) = f(t), \quad (27)$$

the exact solution of the problem is given as

$$C(t) = t^2 \sqrt{t},$$
This problem is solved using the proposed method with $\alpha = \frac{1}{4}$. The initial condition is selected according to the exact solution. The absolute error $AE$, the relative error $RE$, and the error estimates ($E_{est}$) for various values of $N$ with optimal values of the parameters $(\rho, \beta)$ are shown in Table 4. The plot of the exact solution ($Esol$) and numerical solution ($Nsol$) is shown in Figure 6a. The comparison of $AE$, $RE$, and $E_{est}$ versus $N$ at $t = 1$ is shown in Figure 6b. Similarly, the comparison of $AE$, $RE$, and $E_{est}$ versus $t$ with $N = 220$ is presented in Figure 6c. It is observed that the proposed method performed better than another Laplace transform method proposed in [38].

Table 4. The numerical results corresponding to example 4.

<table>
<thead>
<tr>
<th>$(\rho, \beta)$</th>
<th>$N$</th>
<th>$AE$</th>
<th>$RE$</th>
<th>$E_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(2.2739, 4.7660)$</td>
<td>20</td>
<td>$8.3012 \times 10^{-7}$</td>
<td>$8.3012 \times 10^{-7}$</td>
<td>$2.3953 \times 10^{-5}$</td>
</tr>
<tr>
<td>$(2.7614, 9.1325)$</td>
<td>40</td>
<td>$1.2261 \times 10^{-8}$</td>
<td>$1.2261 \times 10^{-8}$</td>
<td>$1.2510 \times 10^{-6}$</td>
</tr>
<tr>
<td>$(2.5096, 11.387)$</td>
<td>60</td>
<td>$4.0476 \times 10^{-10}$</td>
<td>$4.0476 \times 10^{-10}$</td>
<td>$2.1214 \times 10^{-7}$</td>
</tr>
<tr>
<td>$(2.5764, 14.489)$</td>
<td>80</td>
<td>$7.6084 \times 10^{-11}$</td>
<td>$7.6084 \times 10^{-11}$</td>
<td>$5.9160 \times 10^{-8}$</td>
</tr>
<tr>
<td>$(2.6809, 17.953)$</td>
<td>100</td>
<td>$8.8868 \times 10^{-11}$</td>
<td>$8.8868 \times 10^{-11}$</td>
<td>$2.1932 \times 10^{-8}$</td>
</tr>
<tr>
<td>$(2.5222, 19.515)$</td>
<td>120</td>
<td>$1.4327 \times 10^{-11}$</td>
<td>$1.4327 \times 10^{-11}$</td>
<td>$9.6073 \times 10^{-9}$</td>
</tr>
<tr>
<td>$(2.5222, 22.186)$</td>
<td>140</td>
<td>$1.2495 \times 10^{-11}$</td>
<td>$1.2495 \times 10^{-11}$</td>
<td>$4.8024 \times 10^{-9}$</td>
</tr>
<tr>
<td>$(2.5222, 24.556)$</td>
<td>160</td>
<td>$5.7061 \times 10^{-12}$</td>
<td>$5.7061 \times 10^{-12}$</td>
<td>$2.6232 \times 10^{-9}$</td>
</tr>
<tr>
<td>$(2.2739, 24.556)$</td>
<td>180</td>
<td>$6.3372 \times 10^{-13}$</td>
<td>$6.3372 \times 10^{-13}$</td>
<td>$1.5543 \times 10^{-9}$</td>
</tr>
<tr>
<td>$(1.9871, 23.190)$</td>
<td>200</td>
<td>$1.9100 \times 10^{-12}$</td>
<td>$1.9100 \times 10^{-12}$</td>
<td>$1.0129 \times 10^{-9}$</td>
</tr>
<tr>
<td>$(1.9850, 24.556)$</td>
<td>220</td>
<td>$1.0096 \times 10^{-12}$</td>
<td>$1.0096 \times 10^{-12}$</td>
<td>$6.8743 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Figure 6. (a) The plot of exact ($Esol$) and numerical ($Nsol$) solutions of Example 4. (b) The plot shows the $AE$, $RE$, and $E_{est}$ for various values of $N$ at $t = 1$ corresponding to Example 4. (c) The plot shows the $AE$, $RE$, and $E_{est}$ for various values of $t$ at $N = 220$ corresponding to Example 4. It is observed that the theoretical results are in agreement with the computed results.
4.5. Example 5

We consider a linear fractional initial value problem of the form [39]

\[
\frac{d^\alpha C(t)}{dt^\alpha} + C(t) = f(t),
\]  

(28)

the exact solution of the problem is given as

\[
C(t) = t^{\alpha} E_{\alpha, \alpha + 1}(-t^\alpha).
\]

This problem is solved using the proposed method with \( \alpha = 0.8 \). The initial condition is selected according to the exact solution. The absolute error \( AE \), the relative error \( RE \), and the error estimates \( E_{est} \) for various values of \( N \) with optimal values of the parameters \( (\rho, \beta) \) are shown in Table 5. The plot of the exact solution \((Esol)\) and numerical solution \((Nsol)\) is shown in Figure 7a. The comparison of \( AE \), \( RE \), and \( E_{est} \) versus \( N \) at \( t = 1 \) is shown in Figure 7b. Similarly, the comparison of \( AE \), \( RE \), and \( E_{est} \) versus \( t \) with \( N = 220 \) is presented in Figure 7c. We see that the computational results of the proposed method are in good agreement with the results presented in [39].
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**Figure 7.** (a) The plot of exact \((Esol)\) and numerical \((Nsol)\) solutions of Example 5. (b) The plot shows the \( AE \), \( RE \), \( E_{est} \) for various values of \( N \) at \( t = 1 \) corresponding to Example 5. (c) The plot shows the \( AE \), \( RE \), and \( E_{est} \) for various values of \( t \) at \( N = 220 \) corresponding to Example 5. It is observed that the theoretical results are in agreement with the computed results.
5. Conclusions

In this article, an efficient method based on Laplace transform and inverse Laplace transform was proposed for the numerical modeling of FDEs in Caputo’s sense. The Laplace transform provides a powerful tool for analyzing linear FDEs. However, many physical problems lead to Laplace transforms whose inverses cannot be obtained by analytic techniques. Several numerical methods are described in the literature to address the issues related to the inverse Laplace transform. In this work, we used the Weeks method, which is one of the most popular methods for the numerical inversion of the Laplace transform. We evaluated the method for five different test problems. The computational results are presented in the form of tables and figures. The obtained results led us to the conclusion that the Weeks method provides an accurate and stable approach to the numerical approximation of the solution of fractional differential equations. The application of the Weeks method coupled with some spatial discretization techniques for the numerical modeling of time-fractional PDEs may be of future interest.
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