A Novel Algorithm for Merging Bayesian Networks

Miroslav Vaniš *, Zdeněk Lokaj and Martin Šrotýř

Faculty of Transportation Sciences, Czech Technical University in Prague, 110 00 Prague, Czech Republic; lokaj@fd.cvut.cz (Z.L.); srotyr@fd.cvut.cz (M.Š.)
* Correspondence: vanismir@fd.cvut.cz

Abstract: The article presents a novel algorithm for merging Bayesian networks generated by different methods, such as expert knowledge and data-driven approaches, while leveraging a symmetry-based approach. The algorithm combines the strengths of each input network to create a more comprehensive and accurate network. Evaluations on traffic accident data from Prague in the Czech Republic and accidents on railway crossings demonstrate superior predictive performance, as measured by prediction error metric. The algorithm identifies and incorporates symmetric nodes into the final network, ensuring consistent representations across different methods. The merged network, incorporating nodes selected from both the expert and algorithm networks, provides a more comprehensive and accurate representation of the relationships among variables in the dataset. Future research could focus on extending the algorithm to deal with cycles and improving the handling of conditional probability tables. Overall, the proposed algorithm demonstrates the effectiveness of combining different sources of knowledge in Bayesian network modeling.
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1. Introduction

Bayesian networks are probabilistic graphical models used to represent uncertain knowledge about causal relationships between variables. They have been widely used in various domains such as medical diagnosis, decision making, and natural language processing. In these domains, Bayesian networks are primarily utilized for observational studies, where they are employed to model relationships and dependencies between variables based on observed data. Additionally, Bayesian networks can be applied in a causality view, allowing for the exploration of causal relationships between variables [1]. One of the main challenges in constructing Bayesian networks is to determine the network structure, which specifies the dependencies between variables [2].

Currently, there are several methods available for constructing Bayesian networks, such as score-based methods and constraint-based methods. However, these methods may not incorporate expert knowledge and may produce networks that do not meet the user’s expectations [3].

In this paper, we propose a novel algorithm for merging two Bayesian networks to create a final network that incorporates both expert knowledge and data information. Our approach is based on selecting nodes and edges from each network and merging them to form a final network. The selection process is independent of the node evaluation method used in the input networks, providing flexibility in the choice of evaluation method.

While the typical usage of our algorithm is to merge one network created by an algorithm and the other by an expert, our approach is not limited to this specific use case. Our algorithm allows for the incorporation of expert knowledge into the network construction process, providing a way to easily modify the structure of a network without having to start from scratch.
The motivation for our approach is to provide a more flexible and customizable approach to network construction that can incorporate both data and expert knowledge. By incorporating expert knowledge, we hope to address the limitations of current methods and enable users to create networks that better reflect their expectations and requirements. We evaluated our proposed algorithm on two datasets, demonstrating its effectiveness in constructing accurate Bayesian networks.

1.1. Probability Theory

Probability theory is an important mathematical tool used in Bayesian networks [2,4]. We define a random variable \( X \) as a variable whose values are uncertain and subject to probability distributions. A probability distribution is a function that maps every value \( x \) of the random variable to a probability \( P(X = x) \) of that value occurring.

The joint probability distribution \( P(X_1, X_2, \ldots, X_n) \) is a probability distribution that represents the probability of every possible combination of values of the random variables \( X_1, X_2, \ldots, X_n \) [5]. On the other hand, the marginal probability distribution \( P(X_i) \) is the probability distribution that represents the probability of a single random variable \( X_i \), ignoring the values of the other variables. Additionally, the conditional probability distribution \( P(X_i | X_j) \) represents the probability of a random variable \( X_i \) taking a certain value, given that another random variable \( X_j \) has taken a certain value [2].

Two random variables \( X \) and \( Y \) are marginally independent if \( P(X \cap Y) = P(X)P(Y) \) [5]. They are conditionally independent given a third random variable \( Z \) if \( P(X \cap Y | Z) = P(X | Z)P(Y | Z) \) [2].

Understanding these concepts is essential for building and analyzing Bayesian networks [2,5,6].

1.2. Bayesian Network

A Bayesian network is a directed acyclic graph (DAG) \( G = (V, E) \) where \( V \) is a set of nodes or variables and \( E \subseteq V \times V \) is a set of directed edges. Each node \( X_i \in V \) corresponds to a random variable \( X_i \), and each edge \((X_i, X_j) \in E\) represents a direct influence of \( X_i \) on \( X_j \). We say that \( X_i \) is a parent of \( X_j \). Each node \( X_i \) has a corresponding probability distribution \( P(X_i | pa(X_i)) \), where \( pa(X_i) \) denotes the set of parents of \( X_i \) in \( G \) [7].

The joint probability distribution over all variables in the network can be written as

\[
P(X_1, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | pa(X_i))
\] (1)

This is known as the chain rule of probability. It states that the joint probability of all variables in the network can be factorized into the local conditional probabilities of each variable given its parents [2].

Review of Algorithms for Bayesian Networks

Learning Bayesian networks involves inferring the structure and parameters of the network from data. There are three main types of algorithms for learning Bayesian networks: algorithms for learning structure, algorithms for learning parameters, and inference algorithms.

- Algorithms for learning structure include score-based methods and structure-based methods. Score-based methods aim to learn the network structure by searching for the structure that maximizes a scoring function, such as the Bayesian Information Criterion (BIC) [8] or the Akaike Information Criterion (AIC) [9]. These methods do not impose any constraints on the search space and are often used when no prior knowledge about the network structure is available. Structure-based methods, on the other hand, use prior knowledge about the structure of the network to constrain the search space. These methods impose a set of constraints on the possible network structures, such as the absence of certain edges or the presence of specific edge patterns.
Examples of structure-based algorithms include constraint-based algorithms such as the PC (Peter and Clark) algorithm [10] and the Grow–Shrink algorithm [11].

- Algorithms for learning parameters aim to estimate the parameters of a given network structure. These algorithms can be used in conjunction with either score-based or structure-based methods. Examples of learning parameter algorithms include maximum likelihood estimation [6] and Bayesian parameter estimation [2].

- Inference algorithms are used to compute the probabilities of events of interest in a Bayesian network. Exact inference methods, such as variable elimination [2], provide the exact probability distribution of the events of interest, while approximate inference methods, such as Monte Carlo methods [2], provide an approximation of the probability distribution.

1.3. State of the Art

Bayesian networks are a powerful tool for modeling complex systems and decision-making problems [12,13]. The use of Bayesian networks has become increasingly popular due to their ability to handle uncertain information and the ability to represent complex relationships between variables [1]. As the number of applications of Bayesian networks grows, the need for combining or merging them has become an important research topic. Merging Bayesian networks is challenging and requires addressing various issues, such as preserving the characteristics of the individual networks, avoiding cycles, and maintaining the conditional independence relations among variables [2]. There are several approaches for combining or merging Bayesian networks, including methods based on learning the structure from data and methods for combining networks with a fixed structure.

To provide a comprehensive overview of the state-of-the-art, the first part of the discussion will focus on papers that have a primary focus on combining Bayesian networks. The subsequent part of the state-of-the-art analysis will concentrate on similar approaches, such as ensemble learning and learning Bayesian network structures. These approaches, although not solely focused on merging networks, are relevant in the context of integrating probabilistic models.

Del Sagrado and Moral [14] propose a qualitative method for combining Bayesian networks. Their approach considers the intersection and union of nodes and conditional probability tables (CPTs) from the original networks. By preserving the structural and parametric characteristics while avoiding cycles in the merged network, their method ensures the integrity of the individual networks’ properties.

Jiang, Leong, and Kim-Leng [15] present a framework for combining Bayesian networks, specifically focused on finding the ideal structure. They begin with three Bayesian networks representing different medical fields and develop a method to merge them while preserving conditional independence relations among variables and avoiding cycles in the merged network. Their work contributes to the integration of domain-specific knowledge and the creation of a comprehensive network structure.

Feng, Zhang, and Liao [16] propose an algorithm for merging Bayesian networks that utilizes a scoring function to evaluate the quality of each node. Based on their scores, nodes are selected for merging. Their theoretical analysis demonstrates that their algorithm is effective in preserving the structural and parametric characteristics of the original networks. By providing a quantitative approach to merging networks, their work enhances the accuracy and reliability of the resulting merged network.

Gross et al. [17] propose an analytical threshold for combining Bayesian networks. Their method involves the generation of multiple approximate structures, and then selecting a representative structure based on the occurrence frequency of dominant directed edges between nodes. They analytically deduce an appropriate decision threshold using an adapted one-dimensional random walk. Experimental results validate the effectiveness of their approach in capturing associations among nodes and achieving better prediction performance. Their work contributes to the field by providing an analytical framework for merging networks, improving the efficiency and accuracy of the process.
The proposed algorithm for merging Bayesian networks presented in this research differs from the previously discussed approaches in several key aspects. While Del Sagrado and Moral’s qualitative method, Feng, Zhang, and Liao’s scoring-based algorithm, and Jiang, Leong, and Kim-Leng’s framework-based approach focus on preserving the structural and parametric characteristics of the original networks, the proposed algorithm prioritizes improving the accuracy of the merged network while considering the quality of the data. It can handle both singly and multiply connected networks, without assuming the existence of cliques or trees in the original networks. By incorporating expert knowledge and data information, the algorithm aims to create a merged network that accurately represents the relationships between variables.

In addition to merging Bayesian networks, there are also other techniques for combining probabilistic models. One such approach is ensemble learning, which combines multiple models to improve the accuracy of predictions [18]. Ensemble learning is a technique for combining multiple models to improve the accuracy and robustness of predictions [19,20]. It involves training multiple models independently or sequentially and then aggregating their predictions to obtain a final prediction. In contrast, the proposed algorithm for merging Bayesian networks combines two existing networks into a merged network that preserves the conditional independence relations among variables while taking into account the quality of the data. It is specifically designed for merging Bayesian networks and is focused on improving the accuracy of the merged network rather than simplifying the network structure. In summary, while both ensemble learning and the proposed algorithm for merging Bayesian networks are techniques for combining probabilistic models to improve accuracy, they differ in their approach and focus. Ensemble learning combines multiple models, which can be of different types or trained on different datasets, to improve prediction accuracy, whereas the proposed algorithm combines two existing Bayesian networks with a fixed structure to create a more accurate and effective merged network.

The proposed algorithm, which focuses on merging Bayesian networks, exhibits certain resemblances with Greedy Equivalence Search (GES), a widely used algorithm for learning the structure of a Bayesian network [21,22]. The algorithm iteratively builds a network by adding and removing edges while maintaining a partially directed acyclic graph that represents the Markov equivalence class of the true graph. GES starts with an empty network and uses a score-based approach to identify the next edge to add or remove. Specifically, it considers all possible edge additions and removals and choose the one that leads to the greatest increase in the network score. The algorithm continues until no further improvements can be made. GES is known for its efficiency and ability to handle large datasets, although it may not always identify the true network structure [21].

The proposed algorithm shares some similarities with GES, such as its iterative process and use of a score-based approach. However, there are several key differences. First, our algorithm prioritizes the selection of nodes based on their potential to improve the network score, whereas GES considers all possible edge additions and removals at each iteration. Second, our algorithm includes a cycle detection step that allows it to avoid adding edges that would create cycles in the network, which is not explicitly addressed in GES. Third, the proposed algorithm focuses primarily on merging Bayesian networks, while GES is focused on structure creation.

Finally, our algorithm includes a step for manually computing conditional probability functions when the input networks do not provide a suitable function, whereas GES relies solely on the input network structures and functions. This is particularly useful when dealing with incomplete or noisy data, where it may be necessary to manually compute probabilities or combine information from multiple sources. Despite these differences, both algorithms aim to learn the structure of a Bayesian network by iteratively adjusting the network based on a score-based approach. While GES is a well-established and widely used algorithm for learning the structure of Bayesian networks, our proposed algorithm...
focuses primarily on merging Bayesian networks and may provide an alternative approach for integrating and modifying existing Bayesian network structures in certain contexts.

2. Materials and Methods

In this section, we will explore the Merging Algorithm for combining two Bayesian networks into a single, more accurate network. The section covers the following topics:

- Mathematical description of the algorithm;
- Solutions to issues related to cycles and CPT computation;
- Description of the node evaluation method used for algorithm evaluation.

2.1. Evaluation Method

In order to evaluate the quality of the Bayesian networks and determine the scores of the nodes, we employ an evaluation method based on the prediction error. Let $y$ be the output variable, and let $\text{Pa}(y)$ denote the set of parent variables of $y$.

For a given data record $n$, let $y_n$ be the observed value of $y$, and let $\hat{y}_{\text{Pa}(y),n}$ be the predicted value of $Y$ based on the input network and the observed values of its parents. The prediction error for the $n$-th data record is then defined as the absolute difference between the observed and predicted values:

$$e_n = |y_n - \hat{y}_{\text{Pa}(y),n}|$$

(2)

The prediction error for the entire dataset is then defined as the sum of the prediction errors for all data records:

$$e_y = \sum_{n=1}^{N} e_n = \sum_{n=1}^{N} |y_n - \hat{y}_{\text{Pa}(y),n}|.$$  

(3)

where $N$ is the number of data records.

The node scores are derived from the prediction error, where a smaller prediction error indicates higher prediction accuracy and a better fit to the observed data. This scoring criterion ensures that the algorithm prioritizes nodes that contribute to more accurate predictions by considering smaller prediction errors as better evaluations.

It is important to note that the scores in $G_1$ and $G_2$ (see Section 2.2.1), corresponding to the two input networks, are calculated using the same evaluation method based on the prediction error. This consistency allows for a fair and consistent comparison between the nodes from both networks.

The choice of the scoring method can have an impact on the algorithm proceedings and the resulting solution. The algorithm itself is not directly affected by the choice of the scoring method. Instead, it operates based on the numerical scores derived from the scoring method, in this case prediction error. Different scoring criteria or evaluation methods may lead to different outcomes in terms of node selection and merging decisions.

However, it is important to note that the algorithm itself is not inherently dependent on the specific evaluation method used for the nodes. Nonetheless, when applying the algorithm to different datasets or scenarios, it is crucial to carefully consider the scoring method and its implications.

2.2. Algorithm

The Merging Algorithm requires the following inputs [23]:

- Two Bayesian networks, each containing a structure and conditional probability tables assigned to each node.
- Score values for all nodes in the networks, obtained using a chosen score method.
- A dataset that corresponds to the nodes in the Bayesian network structure.
Before describing the Merging Algorithm, there are a few remarks related to the algorithm that we would like to mention:

- The issue of conditional probability tables (CPTs) will not be covered in the algorithm description to avoid unnecessary complexity. They will be addressed in a separate section.
- The dataset is not needed for the algorithm, as it is only necessary for node score, CPT counting, and Bayesian network evaluation.
- The algorithm does not depend on the chosen node score method, as long as the lower the value of the node score, the better the dataset fits on that node.
- Throughout the algorithm, the input networks will be referred to as “first” and “second”, while the resulting network will be referred to as “final”.
- The final network is initially empty, and nodes and edges are added during the algorithm’s execution.

In terms of computational efficiency, the proposed algorithm for constructing the Bayesian network demonstrates favorable performance. The algorithm itself is designed to be efficient and generally completes within seconds, regardless of the size of the dataset. However, it is important to note that the evaluation of node scores, which involves comparing and calculating the evaluation values for each node, could be a time-consuming operation. The time required for evaluating the nodes may vary depending on the complexity of the network structure and the number of nodes involved. Nevertheless, the overall computational time remains relatively quick. To facilitate the application of the algorithm, an R package was developed, providing users with a tool for Bayesian network construction and analysis.

2.2.1. Algorithm Inputs

The input dataset for the Merging Algorithm generally contains \( n \) variables or nodes \( X = x_1, x_2, \ldots, x_n \). It is important to note that in the previous sections, the variables or nodes were denoted with capital letters. However, to avoid confusion and maintain consistency within the Merging Algorithm, we will now use smaller letters to represent the variables or nodes.

The input for the Merging Algorithm consists of two Bayesian networks represented by directed acyclic graphs (DAGs) \( G_1 = (V, E_1) \) and \( G_2 = (V, E_2) \), where \( V \) is the set of nodes that corresponds to dataset \( X \). Each node \( x_i \) in \( V \) has a corresponding probability distribution \( P_1(x_i|pa_1(x_i)) \) in \( G_1 \) and \( P_2(x_i|pa_2(x_i)) \) in \( G_2 \), where \( pa_1(x_i) \) and \( pa_2(x_i) \) denote the sets of parents of \( x_i \) in \( G_1 \) and \( G_2 \), respectively.

The set of edges for \( G_1 \) is denoted as \( E^{(1)} \), where \( E^{(1)} = E_{1,a,b}^{(1)}, E_{2,a,b}^{(1)}, \ldots, E_{da,db}^{(1)} \), and \( E_{sa,ta}^{(1)} \) denotes the edge from node \( x_s \) to node \( x_t \) in \( G_1 \). Similarly, the set of edges for \( G_2 \) is denoted as \( E^{(2)} \), where \( E^{(2)} = E_{1,a,b}^{(2)}, E_{2,a,b}^{(2)}, \ldots, E_{da,db}^{(2)} \), and \( E_{sa,ta}^{(2)} \) denotes the edge from node \( X_s \) to node \( X_t \) in \( G_2 \). The values of \( a \) and \( b \) correspond to the number of edges in \( E^{(1)} \) and \( E^{(2)} \), respectively.

It is important to note that both input Bayesian networks must have the same set of nodes, but their sets of edges may differ. This means that the node set \( V \) is identical in both networks, but the probability distributions assigned to each node may differ. The goal of the Merging Algorithm is to combine the two input networks to obtain a new, merged network \( G_f = (V, E_f) \), where \( E_f \) is a set of edges denoted as \( E^{(f)} = E_{1,a,b}^{(f)}, E_{2,a,b}^{(f)}, \ldots, E_{ca,cb}^{(f)} \), where \( c \) denotes the number of edges in \( E^{(f)} \).

For each node \( x_j \) in both networks \( G_1 \) and \( G_2 \), a local probability distribution \( f_{x_j}^{(i)} \) is assigned such that \( P(x_j|pa(x_j)) = f_{x_j}^{(i)} \), where \( pa_i(x_j) \) denotes the set of parents of \( x_j \) in input Bayesian network \( G_i \). The set of local probability distributions for \( G_1 \) is denoted as \( F^{(1)} = f_{x_1}^{(1)}, f_{x_2}^{(1)}, \ldots, f_{x_n}^{(1)} \), and the set of local probability distributions for \( G_2 \) is denoted as \( F^{(2)} = f_{x_1}^{(2)}, f_{x_2}^{(2)}, \ldots, f_{x_n}^{(2)} \). These local probability distributions describe the conditional probability distributions for each node in their respective networks.
In addition to defining the Bayesian network for each input network, we assign a score to each node in both networks. The score is a value that represents the importance of each node in the network. We denote the vector of scores for the first Bayesian network as $S^{(1)}$, and it is defined as $S^{(1)} = [s_{x_1}, s_{x_2}, \ldots, s_{x_n}]$. Similarly, we denote the vector of scores for the second Bayesian network as $S^{(2)}$, and it is defined as $S^{(2)} = [s_{x_1}, s_{x_2}, \ldots, s_{x_n}]$.

Finally, we define a vector $S$ that includes the absolute values of score differences computed from vectors $S^{(1)}$ and $S^{(2)}$ for each node in $X$. This vector is defined as $S = [s_{x_1}, s_{x_2}, \ldots, s_{x_n}] = [|s_{x_1}^{(1)} - s_{x_1}^{(2)}|, |s_{x_2}^{(1)} - s_{x_2}^{(2)}|, \ldots, |s_{x_n}^{(1)} - s_{x_n}^{(2)}|]$. Additionally, we introduce an empty set $A = \emptyset$ to store symmetric nodes.

The Merging Algorithm outputs the Final Bayesian Network, which contains both the structure and the conditional probability functions. Before the algorithm begins, the Final Bayesian Network is initialized as an empty set of nodes, edges, and conditional probability functions denoted as $X^{(m)} = \emptyset$, $E^{(m)} = \emptyset$, and $F^{(m)} = \emptyset$, respectively. During the algorithm, the sets in the Final Bayesian Network will be populated with nodes, edges, and conditional probability functions.

2.3. Mathematical Description

The algorithm description presented in this section is based on the dissertation thesis of the author [23]. It will be presented as a series of sequential steps, where the algorithm moves from one step to the next in the sequence, unless explicitly stated.

1. For each node $x$ in the input dataset $X$:
   (a) Retrieve the set of parent nodes of node $x$ in the first input network, denoted as $P^{(1)}(x)$.
   (b) Retrieve the set of parent nodes of node $x$ in the second input network, denoted as $P^{(2)}(x)$.
   (c) If the sets of parents $P^{(1)}(x) = P^{(2)}(x)$ are equal:
      - Retrieve the conditional probability table of node $x$ in the first input network, denoted as $T^{(1)}(x)$.
      - Retrieve the conditional probability table of node $x$ in the second input network, denoted as $T^{(2)}(x)$.
      - If the conditional probability tables are equal $T^{(1)}(x) = T^{(2)}(x)$, add node $x$ to the set of symmetric nodes $A$.
   (d) If the sets of parents are not equal, move on to the next node.

2. Add Symmetric Nodes to Final Sets.
   (a) For each node $x$ in the set of symmetric nodes $A$:
      i. Add the selected node $x$ and its parents to the final node set $X^{(m)}$: $X^{(m)} = X^{(m)} \cup x \cup P(x)$.
      ii. Add the edges between the parents and node $x$ to the final edge set $E^{(m)}$: $E^{(m)} = E^{(m)} \cup E_s^{(1)} \cup E_s^{(2)} \cup E_{s,t}^{(1)}$ where $E_{s,t}^{(1)}$ represents the edge from node $X_t$ to node $X_s$ in $G_1$. This way, we are selecting edges from $E^{(1)}$ where the target node is the node $x$. The index $k$ is not necessary in this context.
      iii. Add the conditional probability table of node $x$ to the final set of conditional probability tables $F^{(m)}$: $F^{(m)} = F^{(m)} \cup T(x)$.

3. Choose a node that was not already chosen from $X$.
   In the first step of the Merging Algorithm, a node is chosen from the input dataset $X$ based on the difference between node scores. The node with the highest score difference is selected, and this node will not be selected again. Mathematically, the index with the highest value from the vector of absolute score differences, $S$, is found using the argmax function, and this index is stored in the variable $i$. The selected node...
is denoted as $x_i$, and its score is set to zero to avoid being selected again in the future. The first step can be summarized by the following equations:

\[ i = \operatorname{argmax}(S), \]
\[ s_i = 0, \]

where $x_i$ represents the selected node from the input dataset.

4. **Choose input Bayesian Network.** The second step is to choose an input Bayesian network. This is determined by comparing the score values in the corresponding score vectors, $S^{(1)}$ and $S^{(2)}$. Specifically, we check whether the score of the selected node in $G_1$ is greater than the score in $G_2$ (i.e., whether $s_{x_i}^{(1)} > s_{x_i}^{(2)}$). If this is the case, we choose $G_2$ as the input network for the current step. Otherwise, we choose $G_1$ as the input network. We denote the index of the chosen input network as $j$, which is defined as follows:

\[ j = \begin{cases} 1 & \text{if } s_{x_i}^{(1)} \leq s_{x_i}^{(2)}, \\ 2 & \text{if } s_{x_i}^{(1)} > s_{x_i}^{(2)}. \end{cases} \]

Once the input network has been selected, we can proceed to the next step of the algorithm.

5. **Add the selected node $x_i$ into Final Network.**

In the third step of the algorithm, we check if the selected node $x_i$ is already present in the final node set $X^{(m)}$. This is done by introducing the variable $add$, which is set to 0 if $x_i$ is already present in $X^{(m)}$ and 1 otherwise. Mathematically,

\[ add = \begin{cases} 0 & \text{if } x_i \in X^{(m)}, \\ 1 & \text{if } x_i \notin X^{(m)}. \end{cases} \]

This variable will be useful in later steps of the algorithm.

6. **Search the input edges of the selected node $x_i$.**

To summarize, in step 4, we are searching for edges in the input Bayesian network that are directed towards the selected node $x_i$. We accomplish this by iterating over all the edges in the set $E^{(j)}$ for the selected input network (indexed by $j$), and checking if the target node index $t$ is equal to the index $i$ of the selected node $x_i$. The edges that meet this condition are saved into the set $H$:

\[ H = \{ \text{edges } E_{k,s,t} \mid E_{k,s,t} \in E^{(j)} \land k = 1, \ldots, n \{ E^{(j)} \} \land t = i \land s = 1, \ldots, n. \]
\[ P = x_p | x_p \in X \land \exists E_{k,s,t} \in H : p = s. \quad (9) \]

This notation goes through all nodes in the set \( X \) and selects those that satisfy the condition that there exists an edge \( E_{k,s,t} \) in the set \( H \) where the index of the source node \( s \) is equal to the index \( p \) of the node in the set \( X \). The relevant nodes are then saved to the set \( P \).

8. Algorithm branching based on the value of the \( add \) variable.

The variable \( add \) was introduced in point 5 in order to determine whether the selected node \( x_i \) is already present in the final node set \( X^{(m)} \). Depending on its value, the algorithm will branch into two paths:

- If \( add = 0 \), it means that the selected node \( x_i \) is already present in the final node set \( X^{(m)} \) from previous iterations. In this case, we can proceed to point 9, keeping in mind that adding this node may create a cycle.
- If \( add = 1 \), it means that the selected node \( x_i \) has already been added to the final node set \( X^{(m)} \) in this iteration. Therefore, we can proceed to point 12. It is important to note that no cycle can occur in this case.

The branching of the algorithm is based on this simple principle: If the selected node \( x_i \) is already in the final node set \( X^{(m)} \), then no cycle can occur, so we can proceed to the next step. Otherwise, we need to be careful not to introduce a cycle by adding the node to the final set, and so we proceed to a different path in the algorithm.

9. Find parents of the selected node \( x_i \) present in the set \( X^{(m)} \).

In this step, we are in the branch where the selected node \( x_i \) is already present in the final node set \( X^{(m)} \). Therefore, we need to determine whether there are any parents of \( x_i \) already in the set \( X^{(m)} \). To achieve this, we take the intersection of sets \( X^{(m)} \) and \( P \), where \( P \) is the set of parents of the selected node \( x_i \). We denote the resulting set by \( T \):

\[ T = X^{(m)} \cap P \quad (10) \]

If \( T \) is empty, it means that no parents of \( x_i \) are in the final node set \( X^{(m)} \), and therefore a cycle cannot be created. In this case, the algorithm continues with point 12. Otherwise, it continues with point 10. We can express this mathematically as

\[ T = \begin{cases} \emptyset & \text{go to point 12}, \\ \emptyset \neq \emptyset & \text{go to point 10}. \end{cases} \quad (11) \]

10. Find cycle.

Unfortunately, we now risk that by adding the selected node with its parent links, we will cause a cycle in the final network. We will therefore prepare a set \( U \) of all relevant edges in which we will search for the cycle. It will consist of the set of edges of the final network \( E^{(m)} \) and the set of edges between the selected node and its parents \( H \). Mathematically written, we have

\[ U = E^{(m)} \cup H. \quad (12) \]

We then apply a cycle search algorithm to this set.

Detecting cycles in directed graphs is a well-known problem in graph theory, and there are various algorithms to accomplish this task. However, discussing these algorithms is outside the scope of this particular algorithm. For completeness, we reference a well-known algorithm for cycle detection in directed graphs by Tarjan [24].
All we need here is information on whether the set $U$ contains a cycle. We introduce the auxiliary variable cycle. Its value will depend on this information as follows:

$$
\text{cycle} = \begin{cases} 
0 & \text{if } U \text{ does not include a cycle, go to Step 12;} \\
1 & \text{if } U \text{ includes a cycle, go to Step 11.}
\end{cases}
$$

**11.** New setup while the same selected node is $x_i$.

We have reached a point where we cannot add the edges between the selected node $x_i$ and its parents due to the cycle in the final network. If this is the first time the selected node $x_i$ is being processed in the current iteration, we can try selecting the other input Bayesian network even though the selected node $x_i$ has a worse score in it. In this case, we change the value of the variable $j$ as follows:

$$
\begin{cases} 
1 & \text{if } j = 2, \\
2 & \text{if } j = 1.
\end{cases}
$$

We also need to clear all the temporary sets, set the variable $add$ to false (since the selected node $x_i$ is already present in the set $X^{(m)}$), and continue with point 6:

$$
P = \emptyset \\
H = \emptyset \\
U = \emptyset \\
T = \emptyset \\
add = 0
$$

If, however, this is the second time the selected node $x_i$ is being processed in the current iteration, and there is still a cycle in the final network, the algorithm will leave the node as it is. This means that it remains in the final set of nodes $X^{(m)}$, and the algorithm continues at point 14.

Note that searching for cycles in oriented graphs is a separate topic in graph theory, and we will not delve into it here. For more information, refer to [24].

Regrettably, this approach could result in the final network being no better than the input networks. Additional information on this matter can be found in a separate section (Section 2.5).

**12.** Add missing parents into the final node set $X^{(m)}$.

At this point, we will add the missing parents to the final node set $X^{(m)}$. We have the parents of the selected node $x_i$ available in the set $P$ and we just need to unite with the final node set $X^{(m)}$.

$$
X^{(m)} = X^{(m)} \cup P.
$$

This approach also avoids problems with the presence of a parent in both sets $P$ and $X^{(m)}$.

**13.** Add edges into the final edge set $E^{(m)}$.

We will now do the same with the relevant edges (i.e. edges leading to the selected node $x_i$) of the selected node $x_i$ stored in the set $H$. Again, we will use the union of this set and the final edge set $E^{(m)}$.

$$
E^{(m)} = E^{(m)} \cup H.
$$

**14.** Assignment of the local probability function.

So far, all points of the algorithm have solved the structure of the network. Now, it is time to assign a local probability function to the selected node $x_i$. 

This is based on the previous point of the algorithm:

- The previous point is point 13.
  In this case, the selected node and its input edges correspond to the node and the input edges from the selected Bayesian network. Thus, the conditional probability function from the selected Bayesian network \( f_{x_i}^{(j)} \) is simply added into the final set of conditional probability functions \( F^{(m)} \):

  \[
  F^{(m)} = F^{(m)} \cup \{ f_{x_i}^{(j)} \}
  \]  
  \( (18) \)

- The previous point is point 11.
  In this situation, we do not have a chance to assign a conditional probability function directly from the input Bayesian networks. Section 2.6 deals with the issue of calculating conditional probability functions of a selected node when it is not possible to take any of the input networks.

For this description, it is enough to somehow obtain the conditional probability function \( f_{x_i} \), and then assign it to the selected node \( x_i \). This function is then added into the final set of conditional probability functions \( F^{(m)} \):

  \[
  F^{(m)} = F^{(m)} \cup \{ f_{x_i} \}
  \]  
  \( (19) \)

After the selected node \( x_i \) and its parents, as well as the edges between them, have been added to the final network, if possible, we perform the setup for the next iteration. This involves setting all variables and auxiliary sets to their default values:

\[
\begin{align*}
\mathbf{P} &= \emptyset, \\
\mathbf{H} &= \emptyset, \\
\mathbf{U} &= \emptyset, \\
\mathbf{T} &= \emptyset, \\
\text{add} &= 1, \\
\text{cycle} &= 0, \\
i &= 0, \\
j &= 0.
\end{align*}
\]  
\( (20) \)

If the vector of score value differences \( \mathbf{S} \) includes only zero values,

\[
S_i = 0, \quad i = 1, \ldots, n,
\]  
\( (21) \)

then the algorithm ends. Otherwise, the algorithm proceeds to point 3 to select the next node.

2.4. Flowchart of Algorithm

The proposed algorithm for merging two Bayesian networks in this study follows a systematic and structured approach. A flowchart representing the key steps of the algorithm is presented in Figure 1. This flowchart provides a visual representation of the sequential process employed to merge the networks.
2.5. Dealing with Cycles

The proposed algorithm includes a cycle detection step that allows it to avoid adding edges that would create cycles in the network. Specifically, the algorithm checks if adding an edge between the parents of the selected node and the selected node would create a cycle in the final network (point 11). If so, the algorithm does not add the edge and continues without updating the final network.

While this approach is effective in preventing cycles, it may result in the final network being suboptimal. To address this, one possible solution is to consider alternative edge configurations that would not create cycles. This can be done by computing the node score for different combinations of edges and selecting the configuration that results in the highest score.

Another option is to explore methods for breaking cycles after they have been created. One such method is to convert the cyclic graph into a DAG by removing one or more edges. This can be done using a variety of techniques, such as the Meek rules [25] or the Fast Causal Inference (FCI) algorithm [10]. However, it is important to note that these methods may not always lead to a unique DAG and may require additional heuristics or expert knowledge to resolve ambiguities.

Additionally, the article in [26] suggests another approach for handling cycles in Bayesian networks. It discusses embedding cyclic structures within acyclic Bayesian networks, allowing for the utilization of the factorization property and informative priors on network structure. In the context of linear Gaussian models, the cyclic structures are treated as multivariate nodes. To perform inference, a Markov Chain Monte Carlo algorithm is employed, enabling exploration of the posterior distribution on the space of graphs. By adopting this approach, the article presents a framework that overcomes the limitations of acyclic Bayesian networks in representing cyclic structures, thus facilitating the modeling and analysis of networks with enhanced flexibility and accuracy.

Another approach to handling cycles in Bayesian networks involves the introduction of latent (hidden) variables [27]. These latent variables act as mediators or moderators within the network, assisting in breaking the cycles. By representing unobserved factors that influence the observed variables, latent variables provide a means to model complex dependencies without violating the acyclic property of Bayesian networks. This approach allows for capturing intricate relationships and accounting for underlying factors that may not be directly observable.
In summary, while the proposed algorithm includes a cycle detection step to prevent cycles from being created in the final network, there are still opportunities to explore alternative edge configurations and methods for breaking cycles in order to improve the overall performance of the algorithm.

2.6. Filling in Missing Conditional Probability Tables

When merging Bayesian networks, it is possible that some CPTs may not be available in the input networks. This can occur if a node has a different set of parents in different input networks. In this case, the proposed algorithm assigns a new CPT to the node based on a default method or a user-defined function. However, there are situations where these methods cannot be used, such as when there are not enough data to estimate the parameters of the CPT.

One possible solution to this problem is to use the Expectation Maximization (EM) algorithm [28]. The EM algorithm is an iterative approach that can be used to estimate the parameters of a model when some data are missing or incomplete. In the context of Bayesian networks, the EM algorithm can be used to estimate the missing parameters of a CPT based on the available data.

Another possible solution is to use a maximum likelihood estimator (MLE) to estimate the missing parameters [29]. The MLE is a statistical method that can be used to estimate the parameters of a model based on the available data. In the context of Bayesian networks, the MLE can be used to estimate the missing parameters of a CPT based on the available data.

Both the EM algorithm and the MLE require a sufficient amount of data to estimate the missing parameters. In cases where there are not enough data, it may be necessary to use prior knowledge or expert opinion to assign values to the missing parameters.

The choice of method for filling in missing CPTs will depend on the specific context and available data. In general, the EM algorithm and the MLE are effective methods for estimating missing parameters in Bayesian networks and may be useful tools for addressing this problem in the context of merging networks.

3. Results

In this section, we present the results of applying the proposed algorithm to merge two Bayesian networks created by an algorithm and an expert. We conducted our experiments on two datasets: traffic accident data in Prague and railway crossing accident data in the Czech Republic.

For each dataset, we begin by describing the data used in our experiments and provide a detailed description of the two input Bayesian networks. To assess the quality of the input nodes in the network, we used a prediction error metric previously discussed in detail in Section 2.1. We applied this metric to evaluate the two input networks, one created by an expert and the other by a Hill-Climbing algorithm.

To ensure a comprehensive analysis, we partitioned the dataset into a training set and a validation set. The training set accounted for two-thirds of the data and was utilized to assess the performance of the merged network and select the nodes to be incorporated. The results obtained from evaluating the training set will be presented, shedding light on the merged network’s performance based on a significant portion of the data.

Furthermore, we will present the results of the validation set evaluation for each experiment. The validation set encompasses the remaining one-third of the data and enables us to evaluate the generalization and performance of the merged network on unseen data. This evaluation provides valuable insights into the effectiveness of the merged network in real-world scenarios and its ability to perform well beyond the training data.

Moreover, it is important to address the potential concern regarding the term “training dataset” used in this context. While the conventional definition of “training data” in statistical learning refers to labeled data used for training machine learning models, we have adapted the terminology in our work. In our context, “training dataset” specifically
refers to the portion of the original dataset utilized for calculating node evaluations and subsequent evaluation processes.

Finally, we evaluate the overall performance of the merged network using the same evaluation method: prediction error. We demonstrate that the final network achieves the best evaluation value in comparison with the input networks, highlighting the effectiveness of the proposed algorithm in combining Bayesian networks created by different methods and experts. The results also showcase the algorithm’s ability to improve the accuracy of the resulting network for both the traffic accident data and the railway crossing accident data.

3.1. Example S1—Traffic Accident Data

This example is based on the dataset which is in the Supplementary Material-Example S1.

3.1.1. Data Description

For this example, we have traffic accident data from 2012 provided by City Hall in Prague. The data contain 14 variables related to the weather at the time of an accident, the place where the accident happened, the accident itself, and damage-related variables. Based on the numerical value of the accident severity variable, which is calculated using a formula based on the number of minor and major injuries, deaths, and material damage connected with the accident, we divide it into three intervals representing a light accident, a medium accident, and a serious accident [30]. The dataset contains 3894 records.

The variables in the dataset include the type of accident, specific places and objects in the traffic accident area, road division, alcohol presence, location of the accident, type of collision of moving vehicles, state of the surface, type of solid barrier, wind conditions, location of the accident (other division), layout, main causes of an accident, visibility, number of involved vehicles, and accident severity. Each of these variables has several realizations (between two and five).

3.1.2. Description of Input Networks

The Bayesian network created by the expert consists of 18 variables grouped into five categories: main variables, driver- and weather-related variables, location-related variables, other variables, and the output variable of accident severity. The main variables are the main causes of the accident, the type of accident, and the type of collision. The driver- and weather-related variables include alcohol present, state of surface, visibility, and wind conditions. The location-related variables include road division, location of accident, location of crossing, specific places nearby, and layout. The other variables are the number of participants and type of barrier.

The main causes of the accident impact the type of accident, which in turn impacts the type of collision. All of these main variables directly impact the output variable of accident severity. The driver- and weather-related variables are connected to the main causes of the accident. The location-related variables begin with road division, which impacts the location of the accident and the location of the crossing. The location of the accident and specific places nearby impact the type of collision. The number of participants and type of barrier are not directly related to the output variable but are influenced by the type of collision.

The second Bayesian network was learnt using the Hill-Climbing algorithm, a popular and widely used method for learning the structure of Bayesian networks. The input to the algorithm was only the traffic accident data described in Section 3.1.1. One condition was set for this algorithm, which was that the accident severity node must be an output node and have no children.

Therefore, we now have two Bayesian networks created specifically for this task, one by an expert and the other by an algorithm. We will now proceed with the evaluation of input network followed by the use the proposed merge algorithm to combine these two networks and evaluate its performance.
3.1.3. Node Evaluation Results

We applied the prediction error metric described in the previous subsection to evaluate the node scores of both input networks. Table 1 shows the prediction error values for the nodes in the expert and algorithm network in the second and third columns, respectively.

The evaluation scores in Table 1 show that the algorithm network had better predictions for most of the variables, with a total evaluation score of 7132.95 compared to the expert network’s score of 8542.93. Notably, the algorithm network had substantially better predictions for the variables of wind conditions and road division, with scores of 144.85 and 608.61, respectively, compared to the expert network’s scores of 248.05 and 1028.11. These results suggest that the algorithm was able to identify relationships in the data that were not accounted for in the expert network. However, it is important to note that the expert network did have better predictions for some variables, such as location of the accident and accident severity.

Table 1. Evaluation scores of the expert, algorithm, and the merged network. The “Selected network” column indicates the input network (Exp for expert, Alg for algorithm, and Sym for symmetrical nodes that are same in both networks) that the node was selected from in the final merged network.

<table>
<thead>
<tr>
<th>Node Name</th>
<th>Expert</th>
<th>Algorithm</th>
<th>Merged Net Evaluation</th>
<th>Difference</th>
<th>Rank</th>
<th>Selected Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol present</td>
<td>590.41</td>
<td>590.41</td>
<td>590.41</td>
<td>0.00</td>
<td>15</td>
<td>Sym</td>
</tr>
<tr>
<td>State of surface</td>
<td>321.22</td>
<td>316.06</td>
<td>316.06</td>
<td>5.16</td>
<td>13</td>
<td>Alg</td>
</tr>
<tr>
<td>Wind conditions</td>
<td>248.05</td>
<td>144.85</td>
<td>144.85</td>
<td>103.21</td>
<td>8</td>
<td>Alg</td>
</tr>
<tr>
<td>Visibility</td>
<td>806.83</td>
<td>794.36</td>
<td>794.36</td>
<td>12.47</td>
<td>12</td>
<td>Alg</td>
</tr>
<tr>
<td>Main causes</td>
<td>614.09</td>
<td>511.32</td>
<td>511.32</td>
<td>102.77</td>
<td>9</td>
<td>Alg</td>
</tr>
<tr>
<td>Road division</td>
<td>1028.11</td>
<td>608.61</td>
<td>608.61</td>
<td>419.50</td>
<td>4</td>
<td>Alg</td>
</tr>
<tr>
<td>Location intersection</td>
<td>603.12</td>
<td>865.82</td>
<td>865.45</td>
<td>262.70</td>
<td>5</td>
<td>Alg</td>
</tr>
<tr>
<td>Type of accident</td>
<td>548.18</td>
<td>336.88</td>
<td>686.72</td>
<td>211.29</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>Location accident</td>
<td>318.74</td>
<td>336.48</td>
<td>304.79</td>
<td>17.74</td>
<td>11</td>
<td>Exp</td>
</tr>
<tr>
<td>Specific places nearby</td>
<td>906.52</td>
<td>904.35</td>
<td>906.43</td>
<td>2.17</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Type of collision</td>
<td>314.13</td>
<td>894.25</td>
<td>387.38</td>
<td>580.13</td>
<td>2</td>
<td>Exp</td>
</tr>
<tr>
<td>Type of barrier</td>
<td>493.08</td>
<td>2.00</td>
<td>2.00</td>
<td>491.09</td>
<td>3</td>
<td>Alg</td>
</tr>
<tr>
<td>Number of involved</td>
<td>458.58</td>
<td>254.82</td>
<td>254.82</td>
<td>203.77</td>
<td>7</td>
<td>Alg</td>
</tr>
<tr>
<td>Layout</td>
<td>862.92</td>
<td>114.78</td>
<td>114.78</td>
<td>748.14</td>
<td>1</td>
<td>Alg</td>
</tr>
<tr>
<td>Accident severity</td>
<td>428.93</td>
<td>457.95</td>
<td>429.93</td>
<td>29.02</td>
<td>10</td>
<td>Exp</td>
</tr>
<tr>
<td>Overall</td>
<td>8722.31</td>
<td>7132.95</td>
<td>6917.91</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1.4. Final (Merged) Network

Based on the evaluation results, the merged network shows an improvement in performance compared to the input networks. The merged network includes nodes selected from both the expert and algorithm networks, with the output variable Accident Severity chosen from the expert network. This means that substantial information from the expert network is included in the merged network. However, it is important to note that the
node Location Accident or Location intersection, which had better evaluation in the expert network than in the algorithm network, could not be selected due to the risk of creating a cycle in the merged network. Overall, the merged network provides a more comprehensive and accurate representation of the relationships among variables in the dataset.

3.1.5. Overall Network Evaluation

In this subsection, we will present an evaluation of the final network created by merging the expert and algorithm networks according to the proposed algorithm. To assess the performance of the final network, we have calculated the evaluation scores of each node in the expert and algorithm networks as well as in the merged network. These results are based on the evaluation of the training dataset. We will discuss the differences between the selected nodes and the ranking of the nodes based on their evaluation scores. Additionally, we will analyze the overall performance of the merged network and compare it to the individual input networks.

Based on the table and the proposed algorithm, the merged network was constructed by selecting nodes from the input networks with the highest evaluation scores and the greatest difference in evaluation values between the expert and algorithm networks. The nodes were then ranked and selected for the final network based on this order.

The “Alcohol present” node was added to the network at the beginning using symmetry, which means it was included in the merged network without undergoing the node selection process based on evaluation scores and differences between the expert and algorithm networks.

The second node selected was Layout, as it had the highest difference in evaluation value between the expert and algorithm networks. It was selected from the algorithm network due to its lower evaluation value.

The next node selected was Type of collision, as it had the second-highest difference in evaluation value and could not be selected from the input networks due to cycles. It was selected from the expert network.

The remaining nodes were selected from the algorithm network, with the exception of Location accident, which was selected from the expert network due to its higher evaluation value.

Two nodes, Type of accident and Specific places nearby, could not be selected from the input networks due to cycles and were left as they were in the final network.

Overall, the merged network showed better results than the individual input networks, indicating that combining the knowledge from multiple sources can lead to more accurate predictions in accident analysis.

3.1.6. Validation Results

Table 2 presents the validation scores of the expert network, algorithm network, and the final merged network. Each row corresponds to a specific node in the networks, while the columns represent the evaluation scores for each network.

The merged network has a lower evaluation score (2272.93) compared to both the expert network (2731.96) and the algorithm network (2340.42). This indicates that the merged network performs better in terms of prediction accuracy and has a smaller prediction error.

It is worth noting that the node “Location accident” has a higher evaluation score in the merged network (91.20) compared to the algorithm network (91.14), but a lower score than the expert network (79.98). This is due to the consideration of potential cyclic dependencies in the merged network, which led to the exclusion of the node with a better evaluation in the expert network. Despite this limitation, the merged network still provides an improved overall performance.
Table 2. Validation scores of the expert, algorithm, and final network for Example S1.

<table>
<thead>
<tr>
<th>Node Name</th>
<th>Expert</th>
<th>Algorithm</th>
<th>Merged Net Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol present</td>
<td>172.40</td>
<td>172.40</td>
<td>172.40</td>
</tr>
<tr>
<td>State of surface</td>
<td>150.51</td>
<td>149.07</td>
<td>149.07</td>
</tr>
<tr>
<td>Wind conditions</td>
<td>102.80</td>
<td>98.81</td>
<td>98.81</td>
</tr>
<tr>
<td>Visibility</td>
<td>327.23</td>
<td>323.21</td>
<td>323.21</td>
</tr>
<tr>
<td>Main causes</td>
<td>190.01</td>
<td>167.98</td>
<td>167.98</td>
</tr>
<tr>
<td>Road division</td>
<td>307.83</td>
<td>185.86</td>
<td>185.86</td>
</tr>
<tr>
<td>Location intersection</td>
<td>178.38</td>
<td>263.52</td>
<td>263.42</td>
</tr>
<tr>
<td>Type of accident</td>
<td>165.99</td>
<td>106.43</td>
<td>209.46</td>
</tr>
<tr>
<td>Location accident</td>
<td>79.98</td>
<td>91.14</td>
<td>91.20</td>
</tr>
<tr>
<td>Specific places nearby</td>
<td>263.47</td>
<td>261.39</td>
<td>263.44</td>
</tr>
<tr>
<td>Type of collision</td>
<td>94.87</td>
<td>268.61</td>
<td>94.87</td>
</tr>
<tr>
<td>Type of barrier</td>
<td>157.57</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td>Number of involved</td>
<td>144.75</td>
<td>79.63</td>
<td>79.63</td>
</tr>
<tr>
<td>Layout</td>
<td>258.40</td>
<td>35.19</td>
<td>35.19</td>
</tr>
<tr>
<td>Accident severity</td>
<td>137.77</td>
<td>136.56</td>
<td>137.77</td>
</tr>
<tr>
<td>Overall</td>
<td>2731.96</td>
<td>2340.42</td>
<td>2272.93</td>
</tr>
</tbody>
</table>

3.2. Example S2—Railway Crossing Accident Data

This example is based on the dataset which is in the Supplementary Material—Example S2.

3.2.1. Data Description

The dataset used for railway crossing accidents consists of records of all train accidents reported by the police in the Czech Republic from January 2013 to December 2021. Each accident record within the dataset contains 12 parameters. These parameters encompass details about the accident itself, such as the number of individuals killed and injured, material damage incurred, and the cause of the accident. Additionally, information pertaining to the railway line, including electrification, gauge, and the number of tracks, as well as details about the road, are also included.

Furthermore, the dataset incorporates an output parameter that signifies the severity of the accident. This severity is categorized into four levels: no injury, moderate, serious, and fatal accidents. The assignment of severity levels is based on the number of individuals injured or killed in a particular accident.

Overall, the dataset consists of a total of 1378 records, each capturing crucial information about railway crossing accidents in the Czech Republic during the specified time period.

3.2.2. Description of Input Networks

Another node in this network, Cause, has no parents and influences the Railway electrification node. The Railway electrification node, in turn, impacts three other nodes: Railway tracks, Region, and Material damage over 400,000 CZK. The Region node impacts the Road class node, while the Material damage over 400,000 CZK node influences the Severe injury node. The Severe injury node further impacts the Accident severity output parameter. Additionally, the Accident severity node influences two nodes: Killed and Light injury.
On the other hand, the network created by the expert begins with the Season node, which has no parents. It influences the Cause node, which subsequently impacts three other nodes: Railway electrification, Road class, and Accident severity. The Railway electrification node impacts four nodes: Railway gauge, Railway tracks, Material damage over 400,000 CZK, and Accident severity. The Road class node affects the Accident severity and Region nodes. The Region node, in turn, is influenced by two other nodes: Railway gauge and Railway tracks. Lastly, the Accident severity node impacts a total of four nodes: Material damage over 400,000 CZK, Killed, Severe injury, and Light injury.

3.2.3. Node Evaluation Results

We utilized the previously mentioned prediction error metric to assess the node scores of both input networks. The second and third columns of Table 3 present the prediction error values for the nodes in the expert and algorithm networks, respectively.

The assessment scores in Table 3 indicate that the expert network outperformed the algorithm network in terms of predictions for the majority of variables. The expert network achieved a total evaluation score of 2974.08, whereas the algorithm network scored 3097.11. Notably, the expert network demonstrated significantly superior predictions for the variables related to Severe injury, with a score of 103.92, compared to the algorithm network’s score of 252.20. These findings suggest that the expert was capable of identifying relationships in the data that were overlooked by the algorithm network. Nevertheless, it is important to acknowledge that the algorithm network did yield better predictions for certain variables, such as Road class or Accident Severity.

Table 3. Evaluation scores of the expert, algorithm, and the merged network. The “Selected network” column indicates the input network (Exp for expert, Alg for algorithm, Sym for symmetrical nodes that are same in both networks) that the node was selected from in the final merged network.

<table>
<thead>
<tr>
<th>Node Name</th>
<th>Expert</th>
<th>Algorithm</th>
<th>Merged Net Evaluation</th>
<th>Difference</th>
<th>Rank</th>
<th>Selected Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accident severity</td>
<td>343.26</td>
<td>310.88</td>
<td>343.26</td>
<td>32.37</td>
<td>2</td>
<td>Exp</td>
</tr>
<tr>
<td>Cause</td>
<td>277.30</td>
<td>281.25</td>
<td>277.30</td>
<td>3.95</td>
<td>6</td>
<td>Exp</td>
</tr>
<tr>
<td>Killed</td>
<td>14.23</td>
<td>14.23</td>
<td>14.23</td>
<td>0.00</td>
<td>8</td>
<td>Sym</td>
</tr>
<tr>
<td>Light injury</td>
<td>25.85</td>
<td>25.85</td>
<td>25.85</td>
<td>0.00</td>
<td>9</td>
<td>Sym</td>
</tr>
<tr>
<td>Material damage over 400,000 CZK</td>
<td>383.54</td>
<td>406.13</td>
<td>383.54</td>
<td>22.60</td>
<td>4</td>
<td>Exp</td>
</tr>
<tr>
<td>Railway electrification</td>
<td>466.22</td>
<td>466.22</td>
<td>466.22</td>
<td>0.00</td>
<td>10</td>
<td>Sym</td>
</tr>
<tr>
<td>Railway gauge</td>
<td>23.73</td>
<td>23.79</td>
<td>23.73</td>
<td>0.06</td>
<td>7</td>
<td>Exp</td>
</tr>
<tr>
<td>Railway tracks</td>
<td>89.20</td>
<td>89.20</td>
<td>89.20</td>
<td>0.00</td>
<td>11</td>
<td>Sym</td>
</tr>
<tr>
<td>Region</td>
<td>354.46</td>
<td>364.53</td>
<td>364.53</td>
<td>10.06</td>
<td>5</td>
<td>Alg</td>
</tr>
<tr>
<td>Road class</td>
<td>457.52</td>
<td>427.98</td>
<td>427.98</td>
<td>29.54</td>
<td>3</td>
<td>Alg</td>
</tr>
<tr>
<td>Season</td>
<td>434.85</td>
<td>434.85</td>
<td>434.85</td>
<td>0.00</td>
<td>12</td>
<td>Sym</td>
</tr>
<tr>
<td>Severe injury</td>
<td>103.92</td>
<td>252.20</td>
<td>103.92</td>
<td>148.28</td>
<td>1</td>
<td>Exp</td>
</tr>
<tr>
<td>Overall</td>
<td>2974.08</td>
<td>3097.11</td>
<td>2954.60</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2.4. Final (Merged) Network

Upon evaluating the prediction error of both networks, the algorithmic network exhibited a slightly inferior overall evaluation score of 3097.11, whereas the expert network achieved a score of 2974.08. It is worth mentioning that five nodes had identical scores in both networks, indicating that these nodes had the same parents in both networks. Among the remaining seven nodes, the expert network outperformed the algorithmic network for five nodes, while the algorithmic network performed better for two nodes. Notably, the connected network, which combines the strengths of both networks, achieved the best score of 2954.60, affirming the effectiveness of the algorithm.

3.2.5. Overall Network Evaluation

The evaluation scores provided in Table 3 offer detailed insights into the performance of the expert and algorithmic networks for each node. The expert network showcased superior performance for several nodes, including Cause, Material damage over 400,000 CZK, Railway gauge, and Severe injury. These results suggest that the expert network, leveraging its domain-specific knowledge and expertise, was able to capture the underlying relationships and make more accurate predictions for these variables.

On the other hand, the algorithmic network demonstrated a notable strength in predicting the Road class node. However, it is important to note that the algorithmic network’s higher score for the Region node does not indicate better evaluation. Instead, this selection might be attributed to the need to consider cycles in the network structure, despite the algorithmic network’s slightly higher evaluation score for the Region node.

It is worth mentioning that certain nodes, such as Killed, Light injury, Railway electrification, Railway tracks, and Season, obtained identical scores in both networks. This indicates that these nodes were symmetrical, sharing the same parents in both the expert and algorithmic networks.

The merged network, incorporating the strengths of both networks, attained the best overall evaluation score of 2954.60, showcasing the effectiveness of combining the expertise and algorithmic approaches. This suggests that the merging algorithm successfully leveraged the complementary strengths of the expert and algorithmic networks to enhance the predictive performance.

3.3. Validation Results

Based on the information provided in Table 4, it is evident that both the expert and algorithmic networks demonstrated strengths in predicting specific nodes. The expert network achieved a notable total validation score of 990.56, showcasing its strong predictive capabilities for nodes such as Cause, Killed, Light injury, Material damage over 400,000 CZK, Railway gauge, and Severe injury. These nodes exhibited lower evaluation scores, indicating superior performance by the expert network in predicting their values. On the other hand, the algorithmic network obtained a total validation score of 1031.21, highlighting its proficiency in predicting nodes such as Accident severity or Road class.

The merging process effectively leveraged the strengths of both networks to create a merged network with an improved overall validation score. The merged network achieved a total validation score of 979.86, indicating its enhanced predictive performance compared to the individual networks. By combining the expertise of the expert network with the strengths of the algorithmic network, the merged network demonstrated the potential for enhanced accuracy in predicting various variables. This underscores the value of integrating expert knowledge and algorithmic approaches to optimize predictive modeling in the given domain.
Table 4. Validation scores of the expert, algorithm, and final network for Example S2.

<table>
<thead>
<tr>
<th>Node</th>
<th>Expert Network</th>
<th>Algorithm Network</th>
<th>Merged Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accident severity</td>
<td>107.26</td>
<td>96.15</td>
<td>107.26</td>
</tr>
<tr>
<td>Cause</td>
<td>97.35</td>
<td>98.89</td>
<td>97.35</td>
</tr>
<tr>
<td>Killed</td>
<td>4.64</td>
<td>4.64</td>
<td>4.64</td>
</tr>
<tr>
<td>Light injury</td>
<td>7.67</td>
<td>7.67</td>
<td>7.67</td>
</tr>
<tr>
<td>Material damage over 400,000 CZK</td>
<td>125.79</td>
<td>134.95</td>
<td>125.79</td>
</tr>
<tr>
<td>Railway electrification</td>
<td>155.17</td>
<td>155.17</td>
<td>155.17</td>
</tr>
<tr>
<td>Railway gauge</td>
<td>8.90</td>
<td>8.91</td>
<td>8.90</td>
</tr>
<tr>
<td>Railway tracks</td>
<td>27.67</td>
<td>27.67</td>
<td>27.67</td>
</tr>
<tr>
<td>Region</td>
<td>122.33</td>
<td>125.58</td>
<td>125.58</td>
</tr>
<tr>
<td>Road class</td>
<td>155.74</td>
<td>141.79</td>
<td>141.79</td>
</tr>
<tr>
<td>Season</td>
<td>145.87</td>
<td>145.87</td>
<td>145.87</td>
</tr>
<tr>
<td>Severe injury</td>
<td>32.17</td>
<td>83.92</td>
<td>32.17</td>
</tr>
<tr>
<td>Total</td>
<td>990.56</td>
<td>1031.21</td>
<td>979.86</td>
</tr>
</tbody>
</table>

4. Discussion

The proposed algorithm for merging Bayesian networks has demonstrated its ability to effectively combine knowledge from multiple sources, including networks created by both human experts and automated algorithms. By applying the algorithm to two datasets, we were able to create a final merged network that exhibited superior prediction accuracy compared to the individual input networks.

The evaluation results demonstrated that the merged networks achieved better predictions for most variables, highlighting the algorithm’s ability to identify relationships that are better evaluated from the input networks. By combining the deep domain knowledge and expertise of experts with the processing power and objectivity of algorithms, a more comprehensive and accurate analysis can be achieved. Experts contribute their valuable experience, intuition, and contextual understanding to identify relevant variables, interpret complex relationships, and provide qualitative insights that may not be readily available in the data. Algorithms, on the other hand, efficiently process large datasets, uncover hidden patterns, and minimize biases, enabling objective analysis. Leveraging the strengths of both experts and algorithms, a merged network is created using the proposed merging algorithm. This merged network integrates the best of both approaches, incorporating expert insights and algorithmic predictions, resulting in a powerful framework.

In the context of discussing the limitations of the proposed algorithm, two key challenges are identified: dealing with cycles and filling in missing CPTs. Regarding the handling of cycles, the algorithm incorporates a cycle detection step to prevent their creation in the final network. However, this cautious approach may lead to suboptimal results, as alternative edge configurations that could avoid cycles are not considered. To overcome this limitation, exploring different edge combinations and computing node scores to select the highest-scoring configuration could improve the algorithm’s performance. Additionally, methods such as the Meek rules or the Fast Causal Inference algorithm can be utilized to break cycles post-creation, although achieving a unique DAG may require additional heuristics or expert knowledge.
The second limitation pertains to missing CPTs when merging Bayesian networks. In situations where nodes have different sets of parents in the input networks, some CPTs may not be available. The proposed algorithm handles this by assigning new CPTs based on default methods or user-defined functions. Two potential solutions are discussed for this issue. First, the EM algorithm can be employed to estimate parameters iteratively based on the available data. Second, a maximum likelihood estimator can be utilized to estimate parameters using statistical methods. However, both approaches rely on having a sufficient amount of data, and when data are limited, incorporating prior knowledge or expert opinions becomes necessary for assigning values to the missing parameters.

The next limitation to consider in the proposed algorithm is the potential impact of the starting distance between the two input networks, G1 and G2. The starting distance, which refers to the initial dissimilarity or divergence between the networks, can influence the final merged network structure. In such cases, it becomes crucial to carefully select and preprocess the input networks to minimize the initial distance. Preprocessing steps, such as data normalization, can help reduce the initial dissimilarity and improve the algorithm’s convergence. Nevertheless, it is important to acknowledge that the starting distance between G1 and G2 can introduce a degree of uncertainty and potential bias in the merged network, which may impact the accuracy of the final results.

The other limitation of our study is that we have not explicitly analyzed the maximal difference in evaluation values between the expert networks and algorithmic networks. This information could provide valuable insights into the varying evaluations and weightings of influencing factors by the different sources. By understanding these differences, we could effectively address potential disparities and improve the reliability and accuracy of the merged network. The absence of this analysis is a limitation of our study, and future research should consider examining and incorporating these differences to gain a deeper understanding of potential sources of prediction errors and areas for algorithmic improvement.

Despite the aforementioned limitations, the evaluation results strongly support the effectiveness of the proposed algorithm in merging Bayesian networks. It showcases the algorithm’s ability to harness knowledge from multiple sources, resulting in an improved and more accurate final network.

5. Conclusions

In this study, we have presented an algorithm for merging Bayesian networks created by different sources, such as experts and algorithms, and demonstrated its effectiveness in improving the accuracy of accident analysis. By combining the knowledge from multiple sources, our algorithm has shown promising results in identifying relationships in the data that were not accounted for in the merged network.

One important finding of our research is the significant improvement in the accuracy of the merged network compared to the individual input networks. Through the integration of diverse knowledge sources, the merged network captures a broader range of factors and their relationships, leading to more comprehensive and accurate predictions in accident analysis. This highlights the potential of our algorithm to enhance prediction capabilities.

To provide a different example rather than the one presented in this article, let us consider the healthcare domain. In medical diagnosis, the merging of expert knowledge with algorithmic models can lead to more reliable and accurate predictions. The algorithm can capture subtle patterns and relationships that may not be apparent to individual experts, while the experts can provide contextual knowledge and interpretability to the resulting model. This combined approach can enhance diagnostic accuracy, support treatment decisions, and improve patient outcomes.
Regarding future research, there are two key areas to explore. First, the handling of cycles in the merged network and the creation of conditional probability tables (CPTs) could be investigated. This would involve exploring alternative methods for handling cycles, such as incorporating causal inference techniques or exploring different edge configurations. Additionally, exploring alternative approaches for creating CPTs, such as the EM algorithm or maximum likelihood estimation, could help improve the accuracy and reliability of the merged network.

Furthermore, conducting network comparisons with other methods, such as likelihood-based approaches and ROC analysis, would provide a comprehensive assessment of the performance of the merged network. This would allow for a more thorough understanding of the strengths and limitations of our algorithm compared to alternative techniques. Additionally, comparing our merging algorithm with ensemble learning methods, such as stacking, would provide further insights into the benefits and trade-offs of different ensemble approaches.

In addition, an important consideration for future research is the faithfulness of the merged network. Faithfulness refers to the property of the merged network accurately reflecting the conditional independence relationships present in the underlying data-generating process. While our algorithm aims to capture the dependencies between variables, ensuring the faithfulness of the merged network requires careful validation. Future studies could explore techniques for evaluating the faithfulness of the merged network, such as validating against domain knowledge and conducting statistical tests for conditional independence. Sensitivity analyses could also be conducted to assess the robustness of the merged network to different modeling assumptions.

In conclusion, our research highlights the potential of merging Bayesian networks as a powerful approach for combining expertise and algorithmic models. Through the integration of multiple knowledge sources, we can enhance the accuracy and comprehensiveness of predictions in various domains. By further exploring the handling of cycles and CPTs, conducting network comparisons, and evaluating the algorithm against ensemble methods, we can continue to improve the performance and applicability of our algorithm. We believe that our work opens new avenues for research and has practical implications in decision-making processes across different fields.
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