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Abstract: This work discusses the issues of estimation and prediction when lifespan data following alpha-power Weibull distribution are observed under Type II hybrid censoring. We calculate point and related interval estimates for both issues using both non-Bayesian and Bayesian methods. Using the Newton–Raphson technique under the classical approach, we compute maximum likelihood estimates for point estimates in the estimation problem. Under the Bayesian approach, we compute Bayes estimates under informative and non-informative priors using the symmetric loss function. Using the Fisher information matrix under classical and Bayesian techniques, the corresponding interval estimates are derived. Additionally, using the best unbiased and conditional median predictors under the classical approach, as well as Bayesian predictive and associated Bayesian predictive interval estimates in the prediction approach, the predictive point estimates and associated predictive interval estimates are computed. We compare several suggested approaches of estimation and prediction using real data sets and Monte Carlo simulation studies. A conclusion is provided.
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1. Introduction

Using predictive analytics to foresee business outcomes may save time, money, and effort. More information will be accessible to help make better judgments. Organizations may also uncover possibilities and address their own challenges by providing precise and trustworthy insights. Aggregate data may be evaluated, using predictive analytics, to find new prospects for consumer acquisition. Prediction, which is important in many domains, has drawn greater attention in recent years. For instance, in business, an experimenter may wish to estimate the lifespan of an unseen future unit using data from a present sample. If so, the producer or the experimenter may release their goods into the market with the intention of capturing customers’ attention and increasing demand by lowering the thresholds for their warranties. See [1–3] for additional details regarding the applicability of predictions in business and industry.
not be the most efficient method of conducting experiments because it reduces the number of observations. However, due to administrative, logistical, and budgetary limitations, restricted observations must be available. In other words, censoring systems compensate for an estimator’s loss of efficiency by providing administrative simplicity at a lower cost.

Numerous censoring methods have been examined in statistical literature, including time censoring (Type I censoring), item censoring (Type II censoring), Type I and Type II hybrid censoring, and progressive censoring. It should be noted that while the length of a test is assured if the experiment is stopped at a preset period (T), the results may differ if a censored sample’s observations are randomly distributed. However, even if this censoring provides a certain efficiency, the test’s duration becomes random if it is halted after a predefined number of observations. Hybrid censoring, created by combining the Type I and Type II censoring methods, provides a more flexible and useful life-testing technique.

After a predetermined time, the T of an experiment’s duration or a predetermined number (R) of observations have been acquired, and the test is ended using Type I hybrid censoring. For example, if \( X_{R,n} \) stands for the \( R \)th ordered failure time, the experiment will end at \( \min(T, X_{R,n}) \). This ensures that the test will take less time than T, but the number of observations will fluctuate and be lower than R. Epstein [4] first presented the Type I hybrid censoring method, which was utilized in a subsequent reliability acceptance test [5]. With respect to Type I hybrid censored data, several authors have studied the estimation of the unknown parameters for different probability distributions (see, for example, [6–9]).

In several fields, such as medicine, the military, and aeronautics, efficiency levels are more important than experiment duration. Therefore, a censoring strategy may be proposed, in which the test is stopped when a predetermined number of observations are gathered and a predetermined time for the duration of the experiment is reached—i.e., the experiment is stopped at \( \max(T, X_{R,n}) \). This method is called the Type II hybrid censoring technique. It should be noted that the total number of observations in this censoring technique is random, but it will not be less than R. This ensures a minimal efficiency, although the length of the test can vary and continue beyond T. A thorough analysis of hybrid censoring systems, with generalizations and applications in competitive-risk and step-stress modeling, was provided by [10]. Additionally, for estimating the parameters under Type II hybrid censoring schemes, see [11–13].

Future-order statistics prediction arises readily in a variety of real-world circumstances. Here, we focus on future-order statistics estimates using the Bayesian paradigm. Predictive posterior distribution was first discussed by [14] in relation to prediction issues. Since then, other censoring techniques have been included in prediction tasks. Ebrahimi [15] provided two examples of Type I hybrid censoring prediction problems for exponential distributions. The one-sample and two-samples prediction problems, based on Type I hybrid censored samples for the general class of distribution and for generalized Lindley distribution, respectively, were studied by [16]. Based on a Type II hybrid censored sample for a generic class of distribution, Balakrishnan and Shafay [17] devised an estimation approach for one-sample and two-samples prediction issues.

Alpha-power Weibull (APW) distribution is significant because it extends the Weibull distribution and can model monotone and non-monotone failure rate functions, which are crucial in reliability research. In fact, the Weibull distribution’s widespread application in reliability theory and the generalization’s flexibility in lifetime data analysis served as the APW distribution’s main sources of inspiration. Moreover, Nassar et al. [18] developed the APW model to provide a new generalization of the Weibull distribution based on the proposed Weibull model. The following is a list of the probability-density function (pdf), cumulative distribution (cdf), the associated hazard rate function (hrf), and the reversed hazard rate function (rhrf).

\[
f(x) = \frac{\log \alpha}{\alpha - 1} \theta \lambda x^{\theta - 1} e^{-\lambda x^\theta} 1 - e^{-\lambda x^\theta}, \alpha, \lambda, \theta > 0, x \geq 0, \quad (1)
\]
\[ F(x) = \frac{1}{1-a} \left( 1 - a^{1-e^{-\lambda x^\theta}} \right), \ a, \lambda, \theta > 0, \ x \geq 0, \] (2)

\[ h(x) = \frac{\log a}{a^{-e^{-\lambda x^\theta}} - 1} \theta \lambda x^{\theta-1} e^{-\lambda x^\theta}, \ a, \lambda, \theta > 0, \ x \geq 0, \] (3)

and

\[ rh(x) = \frac{\log a}{1 - a^{1-e^{-\lambda x^\theta}}} \theta \lambda x^{\theta-1} e^{-\lambda x^\theta} a^{1-e^{-\lambda x^\theta}}, \ a, \lambda, \theta > 0, \ x \geq 0, \] (4)

The formula for the mean time to failure (MTF) is

\[ \text{MTF} = \text{E}(X) = \frac{\lambda}{1-a} \int_{0}^{\infty} \left( 1 - a^{1-e^{-\lambda x^\theta}} \right) dx. \] (5)

Despite there being a wealth of research on estimates under hybrid censoring and the APW distribution being superior to many competing distributions, including the Weibull, alpha power exponential, McDonald Weibull, beta Weibull, transmuted Weibull, gamma Lomax, Zografos–Balakrishnan log-logistic, exponentiated Weibull, and exponentiated Weibull distributions, there is no body of work discussing the prediction of the future ordered statistics based on hybrid censored samples for the APW model. In addition, there is not much information available regarding research achieving classical and Bayesian estimates of the unknown parameters, reliability, hazard rate functions, and the MTF for APW distribution under hybrid Type II censoring. All of these gaps in the current literature prompted us to produce this work, which has three major purposes. The first goal is to examine the issue of estimating the unknown parameters, reliability, hazard rate functions, and the MTF of APW distribution using classical and Bayesian methods of estimation under Type II hybrid censoring. We also calculate the corresponding interval estimates for the model parameter. The second goal is to obtain one- and two-sample Bayesian prediction problems. Also built in this section are the prediction boundaries for next samples. The results of the Monte Carlo simulation are studied in Section 4 to allow for the comparison of the performance of the suggested estimators. In Section 5, an actual data set is examined as an example. Concluding remarks are provided in Section 6 at the end of this essay.

2. Estimation Based on Type II Hybrid Censored Samples

2.1. Maximum Likelihood

Assume that \( n \) identical units are put through a life test, and that they all have lives that follow the APW distribution specified in the pdf Equation (1). The life test is ended at \( \max(X_{R:n}, T) \), where \( X_{R:n} \) stands for the \( R \)th order statistic, or at the later of a predetermined time (say, \( T \)) and a predetermined number of failures (say, \( R \leq n \)). The following scenarios would result in the random observations being obtained under this sort of censoring system (also called the Type II hybrid censoring method):

Case I: If \( T < X_{R:n} \), then \( (X_{1:n}, X_{2:n}, \ldots, X_{R:n}) \).
Case II: \((X_{1:n}, X_{2:n}, \ldots, X_{k:n})\) if \(X_{r:n} \leq T\), \(R < k < n\).

Case III: if \(X_{k:n} \leq T\), then \((X_{1:n}, X_{2:n}, \ldots, X_{n:n})\).

According to the Type II hybrid censoring method, the likelihood function can be expressed as follows:

\[
L(\alpha, \beta, \theta|x) = \frac{n!}{(n-r_o)!} \prod_{i=1}^{r_o} f(x_i)[1 - F(t_i)]^{n-r_o},
\]

\[
= \frac{n!}{(n-r_o)!} \prod_{i=1}^{r_o} \log\theta x_i^{\theta-1} e^{-\lambda x_i^{\theta}} \left[ \frac{1}{1 - e^{-\lambda^{\theta}}} - 1 \right] \right]^{n-r_o}, \tag{6}
\]

where

\[
r_o = \begin{cases} 
R \text{ Case I} & \quad k \text{ Case II}, t_o = \begin{cases} 
X_{R:n} \text{: Case I} & \quad \text{T : Case II} \\
X_{R:n} \text{: Case III}
\end{cases} \\
X_{R:n} \text{: Case III}
\end{cases}
\]

The log-likelihood function, \(\ell\) is provided by

\[
\ell = \log\left(\frac{n!}{(n-r_o)!}\right) + r_o \log\left(\frac{\log\theta}{\alpha - 1}\right) + r_o \log\theta + r_o \log\lambda + \left(\theta - 1\right) \sum_{i=0}^{r_o} \log\left(x_i^{(i)}\right) - \lambda \sum_{i=0}^{r_o} \log\left(x_i^{(i)}\right) \\
+ \log(\alpha) \sum_{i=0}^{r_o} \left(1 - e^{-\lambda x_i^{(i)}}\right) - (n-r_o)log(1-\alpha) + (n-r_o)\log\left(\alpha - e^{-\lambda^{\theta}} - 1\right). \tag{7}
\]

The following log-likelihood equations can be simultaneously solved to give the maximum likelihood estimates (MLEs), \(\hat{\alpha}\), \(\hat{\beta}\) and \(\hat{\lambda}\).

\[
\frac{\partial \ell}{\partial \alpha} = \frac{1}{\alpha \log\alpha} + \frac{1}{\alpha} \left[ \sum_{i=0}^{r_o} \left(1 - e^{-\lambda x_i^{(i)}}\right) - 1 \right] + \frac{(n-r_o)-(n-r_o)\alpha(1-e^{-\lambda^{\theta}}+1)}{\alpha - e^{-\lambda^{\theta}} - 1}, \tag{8}
\]

\[
\frac{\partial \ell}{\partial \theta} = \frac{r_o}{\theta} + \sum_{i=0}^{r_o} \log\left(x_i^{(i)}\right) - \lambda \log(\alpha) \sum_{i=0}^{r_o} e^{-\lambda x_i^{(i)}} x_i^{(i)} \log\left(x_i^{(i)}\right) + \frac{(n-r_o)\log(1-\alpha) - \lambda t_o \log(1-\alpha) e^{-\lambda^{\theta}} \alpha - e^{-\lambda^{\theta}} - 1}{\alpha - e^{-\lambda^{\theta}} - 1}, \tag{9}
\]

and

\[
\frac{\partial \ell}{\partial \lambda} = \frac{r_o}{\lambda} - \sum_{i=0}^{r_o} \log\left(x_i^{(i)}\right) \lambda \log(\alpha) \sum_{i=0}^{r_o} e^{-\lambda x_i^{(i)}} x_i^{(i)} + \frac{(n-r_o)\alpha e^{-\lambda^{\theta}} - \lambda^{\theta} e^{-\lambda^{\theta}}}{\alpha - e^{-\lambda^{\theta}} - 1}. \tag{10}
\]

As can be seen, the aforementioned equations cannot be solved explicitly and must instead be solved numerically using an iterative process. It is impossible to explicitly obtain the precise distribution of MLEs. Nonetheless, it is possible to build the confidence intervals for the parameters using the asymptotic characteristics of MLEs. The MLEs of the reliability (rf), hrf, and MTF may be directly calculated, respectively, by applying the invariance property of the maximum likelihood function, as shown below:

\[
\hat{R}(x) = \frac{\hat{\lambda}}{\hat{\lambda} - 1} \left(1 - \hat{\lambda}^{1-e^{-\lambda x^{\theta}}}\right), \tag{11}
\]

\[
\hat{h}(x) = \frac{\lambda \hat{\lambda} \log(\hat{\lambda}) x^{\theta-1} - e^{-\lambda x^{\theta}}}{\hat{\lambda} e^{-\lambda x^{\theta}} - 1}, \tag{12}
\]

and

\[
\hat{MTF} = E(X) = \int_0^\infty R(x) dx = \frac{\alpha}{1-\alpha} \int_0^\infty \left(1 - e^{-\lambda x^{\theta}}\right) dx. \tag{13}
\]
The MLEs \((\hat{\alpha}, \hat{\theta}, \hat{\lambda})\) roughly follow a bivariate normal distribution under some regularity criteria, with mean \(\psi = (\alpha, \theta, \lambda)\) and variance matrix \(\sigma = I^{-1}(\hat{\alpha}, \hat{\theta}, \hat{\lambda})\), where \(I(\hat{\alpha}, \hat{\theta}, \hat{\lambda})\) is the observed Fisher’s information matrix, which is given by

\[
I(\hat{\alpha}, \hat{\theta}, \hat{\lambda}) = \begin{bmatrix}
-\frac{\partial^2 \ell}{\partial \alpha^2} & -\frac{\partial^2 \ell}{\partial \alpha \partial \theta} & -\frac{\partial^2 \ell}{\partial \alpha \partial \lambda} \\
-\frac{\partial^2 \ell}{\partial \alpha \partial \theta} & -\frac{\partial^2 \ell}{\partial \theta^2} & -\frac{\partial^2 \ell}{\partial \theta \partial \lambda} \\
-\frac{\partial^2 \ell}{\partial \alpha \partial \lambda} & -\frac{\partial^2 \ell}{\partial \theta \partial \lambda} & -\frac{\partial^2 \ell}{\partial \lambda^2}
\end{bmatrix}
\]

where

\[
\frac{\partial^2 \ell}{\partial \alpha^2} = -\frac{1 + \log(\alpha)}{\alpha^2} \left( \sum_{i=0}^{n} \left( 1 - e^{-\lambda x_i^\alpha} \right) - \frac{(n - r_\theta)}{\alpha^2} \right) - \left[ (1 + e^{-\lambda \theta}) e^{-\lambda \theta} - e^{-\lambda \theta} - 2 \right],
\]

\[
\frac{\partial^2 \ell}{\partial \alpha \partial \theta} = \frac{1}{\alpha} \sum_{i=0}^{n} \lambda x_i^\theta \log(x_i) \left( e^{-\lambda x_i^\theta} \right) - \frac{(n - r_\theta)}{\alpha^2} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \left( \frac{(1 + e^{-\lambda \theta}) e^{-\lambda \theta} - 1}{1 - e^{-\lambda \theta}} \right)^2 - \frac{\theta}{\alpha} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \frac{\theta}{1 - e^{-\lambda \theta}}^2,
\]

\[
\frac{\partial^2 \ell}{\partial \alpha \partial \lambda} = -\frac{1}{\alpha} \sum_{i=0}^{n} \lambda x_i^\theta \log(x_i) \left( e^{-\lambda x_i^\theta} \right) + \left( \frac{(n - r_\theta)}{\alpha^2} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \right) \left( \frac{(1 + e^{-\lambda \theta}) e^{-\lambda \theta} - 1}{1 - e^{-\lambda \theta}} \right)^2 - \frac{\theta}{\alpha} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \frac{\theta}{1 - e^{-\lambda \theta}}^2,
\]

\[
\frac{\partial^2 \ell}{\partial \theta^2} = -\frac{r_\theta}{\alpha^2} + \lambda \log(\alpha) \sum_{i=0}^{n} \left( e^{-\lambda x_i^\theta} \log(x_i) \left( \lambda x_i^\theta \right) \right) - \frac{(n - r_\theta) \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \left( \frac{(1 + e^{-\lambda \theta}) e^{-\lambda \theta} - 1}{1 - e^{-\lambda \theta}} \right)^2 - \frac{\theta}{\alpha} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \frac{\theta}{1 - e^{-\lambda \theta}}^2,
\]

\[
\frac{\partial^2 \ell}{\partial \theta \partial \lambda} = \log(\alpha) \sum_{i=0}^{n} \left( e^{-\lambda x_i^\theta} \log(x_i) \right) - \frac{(n - r_\theta) \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \left( \frac{(1 + e^{-\lambda \theta}) e^{-\lambda \theta} - 1}{1 - e^{-\lambda \theta}} \right)^2 - \frac{\theta}{\alpha} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \frac{\theta}{1 - e^{-\lambda \theta}}^2,
\]

\[
\frac{\partial^2 \ell}{\partial \lambda^2} = -\frac{r_\theta}{\alpha^2} - \log(\alpha) \sum_{i=0}^{n} \left( e^{-\lambda x_i^\theta} \right) - \frac{(n - r_\theta) \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \left( \frac{(1 + e^{-\lambda \theta}) e^{-\lambda \theta} - 1}{1 - e^{-\lambda \theta}} \right)^2 - \frac{\theta}{\alpha} \theta e^{-\lambda \theta} e^{-\lambda \theta} - 1 \frac{\theta}{1 - e^{-\lambda \theta}}^2,
\]

The asymptotic variances for the parameters \(\psi = (\alpha, \theta, \lambda)\), are provided by the diagonal elements of \(I^{-1}(\hat{\alpha}, \hat{\theta}, \hat{\lambda})\), respectively. One may obtain the two-sided \((1 - \phi)\)100% normal approximation confidence interval as

\[
\psi \pm Z_{\phi/2} \sqrt{\text{var}(\psi)},
\]

where \(Z\) is the common normal variate.

2.2. Bayesian Estimation

On the basis of a Type II hybrid censored sample, we suggested Bayes estimators of the APW distribution’s unknown parameters in this section. We must define the prior distributions for the parameters in Bayesian estimation. The authors of [19] proposed a number of methods for earlier definitions. Assuming the functional form for the prior density, eliciting its parameter(s), also known as the hyper-parameter(s), is the simplest method for prior specifications. The gamma distribution contains closed-form equations for moments and is highly versatile and able to accept different density forms. In some situations, it also offers conjugacy and mathematical simplicity. The gamma distribution
has been extensively used in Bayesian estimation as a prior distribution for the parameters of the other lifespan distributions. Moreover, we assume that \( \psi = (\alpha, \theta, \lambda) \) are independent gamma random variables in this study. For more details, see [20–22]. The prior distribution of \( \psi = (\alpha, \theta, \lambda) \) are provided by

\[
\begin{align*}
\pi_1(\alpha) &\propto \alpha^{x_1-1}e^{\gamma x_1}; \alpha \geq 0, v_1, v_2 > 0, \\
\pi_2(\theta) &\propto \theta^{\gamma-1}e^{\gamma \theta}; \theta \geq 0, v_3, v_4 > 0, \\
\pi_3(\lambda) &\propto \lambda^{v_5-1}e^{\nu \lambda}; \lambda \geq 0, v_5, v_6 > 0,
\end{align*}
\]

where it is assumed that the hyper-parameters \( v_1, v_2, v_3, v_4, v_5, \) and \( v_6 \) are known and are selected to represent the previous assumption about the unknown parameters. These can be acquired if we can predict the parameter’s anticipated values using the prior mean (\( M \)) and confidence in the predicted value using the prior variance (\( V \)). Consequently, by resolving the following previous moment equations for \( v_1, v_2, v_3, v_4, v_5, \) and \( v_6 \) can be obtained: 

\[
M = \frac{1}{v_1}, V = \frac{1}{v_1^2}, M = \frac{1}{v_2}, V = \frac{1}{v_2^2}, M = \frac{1}{v_3}, V = \frac{1}{v_3^2}.
\]

The prior densities become non-informative inappropriate prior distributions as soon as \( v_1 = v_2 = v_3 = v_4 = v_5 = v_6 = 0, \)

\[
\pi_1(\alpha) \propto \alpha^{-1}; \alpha \geq 0, \pi_2(\theta) \propto \theta^{-1}; \theta \geq 0, \pi_3(\lambda) \propto \lambda^{-1}; \lambda \geq 0.
\]

The prior distribution mentioned above occasionally matches the scale-invariant Jeffrey prior (see [23]). You can find the joint posterior density of \( \psi = (\alpha, \theta, \lambda) \) as

\[
\begin{align*}
\pi(\psi|\lambda) &\propto \pi_1(\alpha)\pi_2(\theta)\pi_3(\lambda) L(\alpha, \beta, \theta, \lambda), \\
\pi(\psi|\lambda) &\propto \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
\log(\alpha) &\sum_{i=0}^{v_6} \left( 1 - e^{-\lambda x_1(i)} \right) - (n - r_0)\log(1 - \alpha) + (n - r_0)\log\left( \alpha^{-1} - 1 \right).
\end{align*}
\]

It is generally known that the expected value of any parametric function using the posterior distribution, or \( E_{\pi}[\psi(\alpha, \theta, \lambda)] \), is the Bayes estimator of that function, \( \psi = (\alpha, \theta, \lambda) \), under squared error loss. Consequently, the Bayes estimators of \( \alpha, \theta, \) and \( \lambda \) are the means of their posterior distributions. Similar to this, it is simple to construct the Bayes estimates of the reliability and hazard rate using squared error loss as

\[
\begin{align*}
\hat{R}(t) &\propto \int_{\alpha=0}^{\infty} \int_{\theta=0}^{\infty} \int_{\lambda=0}^{\infty} \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\propto \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\sum_{i=0}^{v_6} \left( 1 - e^{-\lambda x_1(i)} \right) - (n - r_0)\log(1 - \alpha) + (n - r_0)\log\left( \alpha^{-1} - 1 \right).
\end{align*}
\]

\[
\begin{align*}
\hat{h}(t) &\propto \int_{\alpha=0}^{\infty} \int_{\theta=0}^{\infty} \int_{\lambda=0}^{\infty} \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\propto \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\sum_{i=0}^{v_6} \left( 1 - e^{-\lambda x_1(i)} \right) - (n - r_0)\log(1 - \alpha) + (n - r_0)\log\left( \alpha^{-1} - 1 \right).
\end{align*}
\]

similar to how the MTF’s Bayes estimate may be determined by

\[
\begin{align*}
\hat{MTF}(t) &\propto \int_{\alpha=0}^{\infty} \int_{\theta=0}^{\infty} \int_{\lambda=0}^{\infty} \frac{1}{\alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\propto \alpha^{x_1-1}e^{\gamma x_1+\nu \lambda}; \gamma = \frac{\gamma}{\nu}, \lambda \geq 0, v_6 > 0, \\
&\sum_{i=0}^{v_6} \left( 1 - e^{-\lambda x_1(i)} \right) - (n - r_0)\log(1 - \alpha) + (n - r_0)\log\left( \alpha^{-1} - 1 \right).
\end{align*}
\]
It is clear that the aforementioned expressions, Equations (23)–(25), cannot be resolved in a pleasing closed form. To take a random sample from the joint posterior and enable sample-based inference, we proposed using Markov chain Monte Carlo (MCMC) techniques, such as the Gibbs sampler (see [24]) and Metropolis Hastings algorithm (see [25,26]).

3. Predictive Posterior Density

In this part, we have used a Type II hybrid censored sample to determine the density of future order statistics from the APW distribution. Predictive density is a term used to describe the pdf of the future sample. There are two categories for the prediction problems, with two sample predictions being covered in the following two successive subsections:

1- One-sample prediction;
2- Two-sample prediction.

3.1. One Sample Prediction

Out of all the units/items tested, only a small number of them were noticed in the Type II hybrid censoring scheme. In such cases, the investigator could be curious to learn how long the removed surviving units had lived based on the sample at hand. Let \( r_0 < n \) and \( X_{\text{cens}}(r_0 < s \leq n) \) be the prediction. Given the Type II hybrid censored sample \( X \), the conditional distribution of \( s \)th order statistics should be as follows:

Case I:

\[
f_1(x_{s:n} | \mathbf{x}; \psi) = f(x_{s:n} | x_{R:n}; \psi) = \frac{f(X_{s:n} = x_{s:n}, X_{R:n} = x_{R:n} | \psi)}{f(x_{R:n} = x_{R:n} | \psi)}, \tag{26}
\]

so

\[
f_1(x_{s:n} | \mathbf{x}; \psi) = \frac{(n - R)! [F(x_{s:n}) - F(x_{R:n})]^{s-R-1} [1 - F(x_{s:n})]^{n-s} f(x_{s:n})}{(n - s)! (s - R - 1)! [1 - F(x_{R:n})]^{n-R}}, \tag{27}
\]

where \((R \leq s \leq n)\), and \( x = \{x_{1:n}, x_{2:n}, \ldots, x_{s:n}\} \) for \( x_{s:n} > x_{R:n} \). By adding Equations (1) and (2) to Equation (27), we have

\[
f_1(x_{s:n} | \mathbf{x}; \psi) = \frac{(n - R)! \log(a)(1-a) \left[ a^{1-e^{-\lambda_X}} - a^{1-e^{-\lambda_{\psi}}} \right]^{s-R-1} \left[ a^{1-e^{-\lambda_X}} \right]^{n-s+1} \left( \theta \lambda_X \psi e^{-\lambda_{\psi}} \right)^{n-R}}{(a - 1)(n - s)! \left[ a^{1-e^{-\lambda_X}} \right]^{n-R}}. \tag{28}
\]

Case II:

\[
f_2(x_{s:n} | \mathbf{x}; K = k; \psi) = \frac{1}{P(R \leq K \leq s - 1)} \sum_{k=R}^{s-1} \frac{f(X_{s:n} = x_{s:n}, X_{K:n} = x_{k:n} | K = k, \psi)}{f(X_{K:n} = x_{k:n} | \psi)} p(K = k), \tag{29}
\]

where

\[
f(X_{s:n} = x_{s:n}, X_{K:n} = x_{k:n} | K = k, \psi) = \frac{n!(F(T))^k f(T) (1 - F(x_{s:n}))^{n-s} f(x_{s:n}) (F(x_{s:n}) - F(T))^{s-k-1}}{(k - 1)!(s - k - 1)!(n - s)!},
\]

and

\[
f(X_{K:n} = x_{k:n} | \psi) = \frac{n!(F(T))^k f(T) (1 - F(T))^{n-k}}{(k - 1)!(n - k)!}.
\]

So,

\[
f_2(x_{s:n} | \mathbf{x}; K = k; \psi) = \frac{1}{P(R \leq K \leq s - 1)} \sum_{k=R}^{s-1} \frac{(n - k)!(1 - F(x_{s:n}))^{n-s} f(x_{s:n}) (F(x_{s:n}) - F(T))^{s-k-1}}{(s - k - 1)!(n - s)!(1 - F(T))^{n-k}}, \tag{30}
\]
where \( \mathbf{x} = \{x_{1:n}, x_{2:n}, \ldots, x_{K:n}\} \); \( k < s \leq n, x_{s:n} > T \); and \( K \) is a random variable. The value \( T \) denotes the maximum number of \( x_s \)'s. Then,

\[
P(K = k) = \binom{n}{k} (F(T))^k (1 - F(T))^{n-k}, \quad k = 0, 1, 2, \ldots, n.
\]

Substituting Equations (1) and (2) into Equation (30), we obtain

\[
f_2(x_{s:n}|x, K = k; \psi) = \frac{\theta \lambda \log(n-k)!}{P(R \leq K \leq s-1)} \sum_{k=R}^{s-1} \left( \frac{s-1}{s-1} \right) \frac{x_{s:n}^{-1} - \lambda \gamma^a_{s:n}}{s-1 \lambda \gamma^a_{s:n}} \frac{1 - e^{-\lambda \gamma^a_{s:n}}}{1 - e^{-\lambda \gamma^a_{s:n}}} \right)^{s-1-k-1} \frac{\alpha^{s-k} \lambda^{s-k} \gamma^{s-k} \lambda \gamma^a_{s:n}}{(s-k-1)!(n-s)!} \text{ (31)}
\]

The following formula defines the one-sample predictive posterior density of future observables:

**Case I:**

\[
f_1(x_{s:n}|x) = \int_\alpha^\infty \int_\theta^\infty \int_\psi^\infty f_1(x_{s:n}|x, \psi) \pi(\psi|x) d\lambda d\theta d\alpha. \quad \text{(32)}
\]

**Case II:**

\[
f_2(x_{s:n}|x) = \int_\alpha^\infty \int_\theta^\infty \int_\psi^\infty f_2(x_{s:n}|x, \psi) \pi(\psi|x) d\lambda d\theta d\alpha. \quad \text{(33)}
\]

Numerical approaches are thus needed to investigate the posterior's characteristics as the aforementioned predictive posteriors cannot be reduced to any standard distribution. Using the method described in the previous section, we can utilize the M-H algorithm to extract a sample from the predicted posteriors and provide estimates and forecast intervals for upcoming data. By resolving the following equations, we can also obtain the two-sided 100(1 - \( \phi \))% prediction intervals (\( L_s, U_s \)) for \( y_{(s)} \).

\[
P(y_s > U_s|x) = \frac{\phi}{2}, \quad P(y_s > L_s|x) = 1 - \frac{\phi}{2}
\]

As the aforementioned equations cannot be solved directly, confidence intervals can be calculated by utilizing any acceptable iterative approach.

### 3.2. Two-Sample Prediction

In another circumstance, we may be interested in the failure time of the \( k \)th ordered observation from a future sample of size \( N \) from the same lifespan distribution, i.e., \( P(y_{(s)}|\psi, \mathbf{x}) = P(y(s)|\psi) \). The two sample prediction issues are the result of this. The \( s \)th order statistic's pdf is provided by

\[
P(y_{(s)}|\psi) = \frac{N!}{(s-1)! (N-s)!} \left[ F(y_{(s:N)}) \right]^{k-1} \left[ 1 - F(y_{(s:N)}) \right]^{N-k} f(y_{(s:N)}), \quad \text{(34)}
\]

And when we add Equations (1) and (2) to Equation (34), we obtain

\[
P(y_{(s)}|\psi) = \frac{\theta \lambda N \log a}{(a-1)(s-1)!(N-s)!} \left[ \frac{1}{1 - \alpha} \left( 1 - a^{1 - \lambda \gamma^a_{s:n}} \right) \right] \left( \frac{\alpha}{1 - \alpha} \left( a^{1 - \lambda \gamma^a_{s:n}} - 1 \right) \right)^{N-k} y_{(s:n)}^{\theta - 1} \lambda \gamma^a_{s:n} a^{1 - \lambda \gamma^a_{s:n}}. \quad \text{(35)}
\]

As stated below, the two-sample predictive posterior density of a future observation is

\[
P^\prime(y_{(s)}|\psi) = \int_\alpha^\infty \int_\theta^\infty \int_\psi^\infty P(y_{(s)}|\psi, \mathbf{x}) \pi(\psi|x) d\lambda d\theta d\alpha. \quad \text{(36)}
\]
As the density in Equation (34) is independent of Type II censoring, it is the same for both instances (Case I and Case II). We can also obtain the predictive density for Case I and Case II by replacing the posterior \( p(\psi|\bar{x}) \) of the corresponding case. Using the MCMC techniques covered in the preceding section, it is possible to quantitatively investigate the aforementioned posterior density. By solving the following two equations, we can also obtain the two-sided \( 100(1 - \phi)\% \) prediction intervals \((L_k, U_k)\) for \( y(k)\)

\[
P\left(y(k) > U_k|\bar{x}\right) = \frac{\phi}{2}, P\left(y(k) > L_k|\bar{x}\right) = 1 - \frac{\phi}{2}.
\]

As the aforementioned equations cannot be solved directly, confidence intervals can be calculated by utilizing any acceptable iterative approach.

4. Simulation

In this section, we give some experimental findings, mostly for the purpose of seeing how the various approaches behave for various sample sizes and time censoring techniques. We use the MLE and Bayes estimators developed by employing the MCMC approach to estimate the unknown parameters. We contrast how well each estimator performs in terms of relative absolute bias (RAB) and MSE. Additionally, as the aim of this section, Bayes prediction has been obtained from the \( s \)-th observation, where \( r_0 < s \leq n \) for a one-sample and two-sample prediction problem, and is associated with the inference based on the available data, namely \( x_{(1)} < x_{(2)} < \ldots < x_{(r_0)} \). Specifically, we wish to provide an estimate of the posterior density function of \( x_{(s)} \) given the data and also construct a \( 100(1 - \phi)\% \) predictive interval of \( x_{(s)} \). We consider these two cases separately.

When the parameters \( a, \theta, \) and \( \lambda \) are supposed to have true values with the time value of \( a = 0.5, \theta = 0.6, \lambda = 0.4, T = 3 \) and 4; \( a = 0.5, \theta = 1.3, \lambda = 3, T = 0.3 \) and 0.6; \( a = 0.5, \theta = 0.6, \lambda = 3, T = 0.15 \) and 0.4; and \( a = 2, \theta = 1.3, \lambda = 3, T = 0.5 \) and 0.8, we repeat hybrid censoring scheme data from an APW distribution 5000 times. We chose various sample sizes, such as \( n = 50 \) and 100, as well as hybrid censored sample sizes, such as \( r = 35 \) and 45 for \( n = 50 \), and \( r = 70 \) and 85 for \( n = 100 \). For Bayes prediction, \( s_1 = 40 \) and \( s_2 = 45 \) for \( r = 35, s_1 = 46 \) and \( s_2 = 48 \) for \( r = 45, s_1 = 80 \) and \( s_2 = 85 \) for \( r = 70 \), and \( s_1 = 88 \) and \( s_2 = 95 \) for \( r = 85 \).

The estimates of the parameters in the Bayes technique are generated based on informative priors in order to evaluate the type of prior. In the case of informative priors, the hyper-parameters are selected by elective hyper-parameters utilizing MLE information to display the outcomes of estimated parameters with the help of the MLE’s asymptotic distribution and Gibbs samples. For confidence intervals, we compare the average intervals (lower and upper) of the asymptotic confidence intervals for the MLE and HPD for the Bayesian estimators based on their coverage percentages of 95%. Also, we have calculated approximate 95% confidence intervals for the unknown parameters. The procedure is repeated 1000 times, and the average confidence/credibility is reported. Tables 1–4 present the complete results. The acquired estimates were calculated using the “maxLik” and “coda” packages of the R programming language because the theoretical findings of \( d \) and \( q \) obtained using the suggested estimation methods cannot be represented in closed form. For these estimates, the “cmaxLik” package was used for MLE, while the “coda” package was used to obtain the Bayesian estimation for MCMC based on MH algorithms.

The simulation results concluded the following findings, which we highlight:

- As the sample size increases for the parameters of APW \( a, \theta, \) and \( \lambda \), the minimum RAB and MSE decline for the estimated parameters of MLE and Bayes estimates;
- The Bayes estimates consistently outperform the MLE in terms of RAB, MSE, and interval values;
- In most cases, the HPD intervals are shorter than ACI;
- When the censored sample size \( r \) increases while keeping the hybrid censored sample’s sample size \( n \) and time constant, and the performance improves.
When sample size n and censored sample size r are kept constant, performance improves as the time of the hybrid censored sample lengths.

Table 1. MLE and Bayesian; $\alpha = 0.5, \theta = 0.6, \lambda = 0.4$.

<table>
<thead>
<tr>
<th>n</th>
<th>T</th>
<th>r</th>
<th>MLE</th>
<th>Bayesian</th>
<th>Prediction</th>
<th>One</th>
<th>Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>40</td>
<td>1</td>
<td>0.2026</td>
<td>0.3199</td>
<td>0.0517</td>
<td>1.6925</td>
<td>0.0277</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>1</td>
<td>0.1442</td>
<td>0.2445</td>
<td>0.1052</td>
<td>1.5314</td>
<td>0.0126</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>1</td>
<td>0.1934</td>
<td>0.3069</td>
<td>0.1152</td>
<td>1.8134</td>
<td>0.0251</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>1</td>
<td>0.0318</td>
<td>0.0108</td>
<td>0.4191</td>
<td>0.8190</td>
<td>0.0210</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>1</td>
<td>0.0139</td>
<td>0.0248</td>
<td>0.0865</td>
<td>0.7451</td>
<td>0.0040</td>
</tr>
<tr>
<td>70</td>
<td>40</td>
<td>1</td>
<td>0.0445</td>
<td>0.1599</td>
<td>0.2607</td>
<td>1.3052</td>
<td>0.0254</td>
</tr>
<tr>
<td>85</td>
<td>40</td>
<td>1</td>
<td>0.0229</td>
<td>0.1362</td>
<td>0.2121</td>
<td>2.349</td>
<td>0.0111</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>1</td>
<td>0.0556</td>
<td>0.1600</td>
<td>0.2546</td>
<td>1.3102</td>
<td>0.0191</td>
</tr>
</tbody>
</table>

Table 2. MLE and Bayesian $\alpha = 0.5, \theta = 1.3, \lambda = 3$.

<table>
<thead>
<tr>
<th>n</th>
<th>T</th>
<th>r</th>
<th>MLE</th>
<th>Bayesian</th>
<th>Prediction</th>
<th>One</th>
<th>Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>40</td>
<td>1</td>
<td>0.1108</td>
<td>0.2678</td>
<td>0.0982</td>
<td>1.5644</td>
<td>0.0177</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>1</td>
<td>0.0936</td>
<td>0.2488</td>
<td>0.1259</td>
<td>1.5207</td>
<td>0.0054</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>1</td>
<td>0.1105</td>
<td>0.2430</td>
<td>0.1925</td>
<td>1.6476</td>
<td>0.0050</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>1</td>
<td>0.0390</td>
<td>0.0669</td>
<td>0.8535</td>
<td>1.8480</td>
<td>0.0055</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>1</td>
<td>0.0934</td>
<td>0.0634</td>
<td>0.8858</td>
<td>1.8307</td>
<td>0.0010</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>1</td>
<td>0.0037</td>
<td>0.2051</td>
<td>1.9941</td>
<td>4.3838</td>
<td>0.0005</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>n</th>
<th>T</th>
<th>r</th>
<th>RAB MSE</th>
<th>Lower</th>
<th>Upper</th>
<th>MLE MSE</th>
<th>Lower</th>
<th>Upper</th>
<th>s1, s2</th>
<th>x_{(s1)}</th>
<th>y_{(s1)}</th>
<th>x_{(s2)}</th>
<th>y_{(s2)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>0.3</td>
<td>0.101</td>
<td>0.0001</td>
<td>2.5138</td>
<td>0.0037</td>
<td>0.0169</td>
<td>2.8991</td>
<td>0.0061</td>
<td>Upper</td>
<td>0.0579</td>
<td>0.0621</td>
<td>0.3377</td>
<td>0.3424</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.6</td>
<td>0.0094</td>
<td>0.0284</td>
<td>0.9824</td>
<td>1.6420</td>
<td>0.0052</td>
<td>0.0081</td>
<td>1.1370</td>
<td>1.4780</td>
<td>0.8095</td>
<td>0.8140</td>
<td>0.8595</td>
<td>0.8640</td>
</tr>
</tbody>
</table>

Table 3. MLE and Bayesian $\alpha = 0.5$, $\theta = 0.6$, $\lambda = 3$.

<table>
<thead>
<tr>
<th>n</th>
<th>T</th>
<th>r</th>
<th>RAB MSE</th>
<th>Lower</th>
<th>Upper</th>
<th>MLE MSE</th>
<th>Lower</th>
<th>Upper</th>
<th>s1, s2</th>
<th>x_{(s1)}</th>
<th>y_{(s1)}</th>
<th>x_{(s2)}</th>
<th>y_{(s2)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>0.15</td>
<td>0.0101</td>
<td>0.0154</td>
<td>2.0001</td>
<td>4.5216</td>
<td>0.0014</td>
<td>0.0216</td>
<td>2.7202</td>
<td>3.3071</td>
<td>0.2356</td>
<td>0.2412</td>
<td>0.1942</td>
<td>0.2009</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.4</td>
<td>0.0553</td>
<td>0.1489</td>
<td>2.2598</td>
<td>3.7720</td>
<td>0.0028</td>
<td>0.0208</td>
<td>2.7241</td>
<td>3.2833</td>
<td>0.1519</td>
<td>0.1578</td>
<td>0.1197</td>
<td>0.1266</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.15</td>
<td>0.0114</td>
<td>0.0127</td>
<td>0.0279</td>
<td>1.3630</td>
<td>0.0017</td>
<td>0.0077</td>
<td>0.3479</td>
<td>0.6954</td>
<td>0.2517</td>
<td>0.2578</td>
<td>0.2517</td>
<td>0.2578</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. MLE and Bayesian $\alpha = 2$, $\theta = 1.3$, $\lambda = 3$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$r$</th>
<th>MLE</th>
<th>Bayesian</th>
<th>Prediction</th>
<th>One</th>
<th>Two</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>RAB</td>
<td>MSE</td>
<td>Lower</td>
<td>Upper</td>
<td>RAB</td>
</tr>
<tr>
<td>35</td>
<td>0.5</td>
<td></td>
<td>$a$</td>
<td>0.1689</td>
<td>1.9600</td>
<td>0.5798</td>
<td>4.3272</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0792</td>
<td>0.0775</td>
<td>0.8957</td>
<td>1.9101</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0532</td>
<td>0.9964</td>
<td>0.9083</td>
<td>4.7728</td>
</tr>
<tr>
<td>45</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.1113</td>
<td>1.8086</td>
<td>0.6942</td>
<td>4.1576</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0799</td>
<td>0.0719</td>
<td>0.8996</td>
<td>1.9522</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0422</td>
<td>0.9500</td>
<td>0.9783</td>
<td>4.7685</td>
</tr>
<tr>
<td>50</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.0049</td>
<td>1.9653</td>
<td>0.6091</td>
<td>4.7392</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0796</td>
<td>0.0730</td>
<td>0.9142</td>
<td>1.8929</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0198</td>
<td>0.8697</td>
<td>1.2345</td>
<td>4.8846</td>
</tr>
<tr>
<td>70</td>
<td>0.5</td>
<td></td>
<td>$a$</td>
<td>0.1016</td>
<td>1.7415</td>
<td>0.6716</td>
<td>4.4127</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0856</td>
<td>0.0707</td>
<td>0.9378</td>
<td>1.8849</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0552</td>
<td>0.7473</td>
<td>1.1706</td>
<td>4.4980</td>
</tr>
<tr>
<td>85</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.0267</td>
<td>0.8196</td>
<td>0.1745</td>
<td>3.7189</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0237</td>
<td>0.0312</td>
<td>0.9896</td>
<td>1.6721</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0020</td>
<td>0.3551</td>
<td>1.8255</td>
<td>4.1626</td>
</tr>
<tr>
<td>100</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.0021</td>
<td>0.7953</td>
<td>0.2354</td>
<td>4.0929</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0227</td>
<td>0.0306</td>
<td>0.9685</td>
<td>1.7027</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0013</td>
<td>0.3211</td>
<td>1.8850</td>
<td>4.1075</td>
</tr>
<tr>
<td>80</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.0217</td>
<td>0.7381</td>
<td>0.2741</td>
<td>3.6992</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0409</td>
<td>0.0303</td>
<td>1.0151</td>
<td>1.6912</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0199</td>
<td>0.3180</td>
<td>1.9638</td>
<td>4.1555</td>
</tr>
<tr>
<td>85</td>
<td>0.8</td>
<td></td>
<td>$a$</td>
<td>0.0261</td>
<td>0.7182</td>
<td>0.3740</td>
<td>3.7218</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\theta$</td>
<td>0.0352</td>
<td>0.0254</td>
<td>1.0461</td>
<td>1.6454</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>0.0105</td>
<td>0.2677</td>
<td>1.9956</td>
<td>3.9813</td>
</tr>
</tbody>
</table>

5. Application

Reference [18] used two real-life data sets and confirmed that APW distribution is better than many competitive distributions such as: Weibull, alpha power exponential, McDonald Weibull, beta Weibull, transmuted Weibull, gamma Lomax, Zografos–Balakrishnan log-logistic, exponentiated Weibull, and exponentiated Weibull distributions. The APW distribution has more different applications, such as inferences and engineering applications based on progressive Type II censoring (see [27]); the optimal test plan of step-stress models under progressively Type II censored samples (see [28]); and discrete APW and its applications (see [29]). In this section, we consider two real-life data sets, which are discussed by [18], and illustrate the methods proposed in the previous sections.

First, the data set is from [18] for the application to the APW distribution, and it represents the survival times (in days) of 109 successive coal-mining disasters in Great Britain, within the period of 1875–1951. The statistical summarized measures of this data are given as follows: minimum value is 1; first quartile is 54; median is 145; mean is 233.3; third quartile is 312; and maximum value is 1630. Before moving on, we want to look at the data set using a scaled Total Time on Test (TTT) plot, a strip plot, a violin plot, and an empirical hazard function of the observed data. Figure 1 gives a clear picture of the distribution’s hazard function’s shape, which has a decreasing shape and a TTT line under half line. In Figures 1 and 2, the APW is good model to describe these data. Figure 2 illustrates the APW distribution’s theoretical and empirical pdf, QQ, CDF, and P-P plot using the data set of the survival times data, and it can be seen that the APW is suitable and reliable for fitting the survival times data set.
Table 5. MLE and Bayesian with different measures for survival times.

<table>
<thead>
<tr>
<th>r</th>
<th>T</th>
<th>Estimates</th>
<th>SE</th>
<th>Lower</th>
<th>Upper</th>
<th>R</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>110</td>
<td>MLE</td>
<td>0.12432</td>
<td>0.06293</td>
<td>0.00098</td>
<td>0.24767</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00717</td>
<td>0.12820</td>
<td>0.75590</td>
<td>1.25844</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.00213</td>
<td>0.00027</td>
<td>0.00160</td>
<td>0.00265</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.16131</td>
<td>0.05115</td>
<td>0.00019</td>
<td>0.20380</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00678</td>
<td>0.12802</td>
<td>0.76675</td>
<td>1.26696</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.00213</td>
<td>0.00021</td>
<td>0.00207</td>
<td>0.00219</td>
<td></td>
</tr>
<tr>
<td>235</td>
<td></td>
<td>MLE</td>
<td>0.11153</td>
<td>0.05176</td>
<td>0.00233</td>
<td>0.24563</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.98353</td>
<td>0.10345</td>
<td>0.78076</td>
<td>1.18629</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.00226</td>
<td>0.00023</td>
<td>0.00167</td>
<td>0.00259</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.13639</td>
<td>0.04956</td>
<td>0.00022</td>
<td>0.23157</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.98322</td>
<td>0.10331</td>
<td>0.79113</td>
<td>1.19317</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.00226</td>
<td>0.00003</td>
<td>0.00220</td>
<td>0.00233</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Classical examination of the survival times.

Figure 2. APW estimated examination of the survival times.

Reference [18] obtained the MLE parameters of APW as \( \alpha = 0.01956, \theta = 1.04985 \), and \( \lambda = 0.00106 \), the KSD is 0.0592, and its P-value is 0.8383. Table 5 discussed MLE and Bayesian estimation to estimate parameters of APW based on hybrid censoring with different size of samples, which different measures have been obtained as the MLE of the parameters with standard error (SE), lower, upper for confidence intervals with 95%, reliability, and hazard value with \( t_r \). Figure 3 discussed the existence and uniqueness plot of maximum likelihood estimates for survival times data to check the existence and uniqueness estimators. The maximum likelihood values for survival time data set, where \( r = 60 \) and \( T = 110 \) for the estimated parameter values that coincide with the MLE estimates in Table 5, are shown in Figure 3, which also supports the MLE estimates.
Table 5. Cont.

<table>
<thead>
<tr>
<th>r</th>
<th>T</th>
<th>Estimates</th>
<th>SE</th>
<th>Lower</th>
<th>Upper</th>
<th>R</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>250</td>
<td>MLE</td>
<td>0.11035</td>
<td>0.04169</td>
<td>0.00265</td>
<td>0.44420</td>
<td>0.33250</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.09656</td>
<td>0.09374</td>
<td>0.81284</td>
<td>1.18029</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.02166</td>
<td>0.00023</td>
<td>0.00172</td>
<td>0.00261</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLE</td>
<td>0.13494</td>
<td>0.03935</td>
<td>0.00023</td>
<td>0.30928</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.09628</td>
<td>0.09361</td>
<td>0.82224</td>
<td>1.18652</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.02156</td>
<td>0.00025</td>
<td>0.00171</td>
<td>0.00221</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>MLE</td>
<td>0.14193</td>
<td>0.03919</td>
<td>0.00294</td>
<td>0.45158</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.10695</td>
<td>0.08421</td>
<td>0.84190</td>
<td>1.17200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.02233</td>
<td>0.00025</td>
<td>0.00174</td>
<td>0.00272</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLE</td>
<td>0.16166</td>
<td>0.02961</td>
<td>0.00012</td>
<td>0.30063</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>0.10669</td>
<td>0.08409</td>
<td>0.85034</td>
<td>1.17760</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.02222</td>
<td>0.00021</td>
<td>0.00175</td>
<td>0.00229</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Existence and uniqueness plot for MLE of survival times: \( r = 60 \), and \( T = 110 \).

The MCMC results are normal, exhibit symmetric posterior density histograms, and have convergence measures by using the Brooks–Gelman–Rubin (BGR) statistic, as shown in Figures 4 and 5. According to Figure 6, the values for the MCMC series, which began with zero and ended with one, do not exhibit any auto-correlation.

Figure 4. Histogram of posterior for APW parameters: \( r = 60 \), and \( T = 110 \).
Figure 5. Trace and BGR lines of MCMC results for APW parameters. Survival times: \( r = 60 \) and \( T = 110 \).

Figure 6. Auto-correlation test with different lags of MCMC results for APW parameters. Survival times: \( r = 60 \) and \( T = 110 \).

Now let us look at the sample prediction problems for one and two. Based on the observed sample, we present in Figure 7 the predictive point for one sample and two sample, and the predictive point of the s-st order statistic. Accordingly, the s-st failure will occur between \( r \) and 109 days based on the observed sample. Based on the results in Table 6 and Figure 7, we note the closeness of the results of the two methods for predicting values, but to determine the best method, the key is the KS test for two independent samples. It has been noted that the first method is the best because it contains the least distance between the data and also has the largest \( p \)-value of KS test.

Figure 7. Bayes prediction by one-sample prediction and two-sample prediction: survival times.
Table 6. Bayes prediction with different size and two sample KS test: survival times.

<table>
<thead>
<tr>
<th>r</th>
<th>T</th>
<th>110</th>
<th>235</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One</td>
<td>Two</td>
</tr>
<tr>
<td>60</td>
<td>x_(s1:n)</td>
<td>213.592</td>
<td>227.753</td>
</tr>
<tr>
<td></td>
<td>x_(s2:n)</td>
<td>330.184</td>
<td>356.529</td>
</tr>
<tr>
<td></td>
<td>KSD</td>
<td>0.110</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>p value</td>
<td>0.524</td>
<td>0.330</td>
</tr>
</tbody>
</table>

90

<table>
<thead>
<tr>
<th>r</th>
<th>T</th>
<th>110</th>
<th>235</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One</td>
<td>Two</td>
</tr>
<tr>
<td></td>
<td>x_(s1:n)</td>
<td>209.059</td>
<td>214.511</td>
</tr>
<tr>
<td></td>
<td>x_(s2:n)</td>
<td>325.225</td>
<td>353.268</td>
</tr>
<tr>
<td></td>
<td>KSD</td>
<td>0.110</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td>p value</td>
<td>0.524</td>
<td>0.253</td>
</tr>
</tbody>
</table>

The authors of [30] provided the second data set. The statistics are 1.5 cm glass fiber strengths, as determined by the National Physical Laboratory in England. The statistically summarized measures of these data are given as follows: minimum value is 0.55; first quartile is 1.375; median is 1.590; mean is 1.507; third quartile is 1.685; and maximum value is 2.240. Reference [18] obtained the MLE parameters of APW for glass fiber data as $\alpha = 10.8558$, $\theta = 4.48362$, and $\lambda = 0.194777$, the KSD is 0.10661, and its $p$-value is 0.47107. Figure 8 gives a clear picture of the distribution’s hazard function’s shape, which has a decreasing shape, and the TTT line is under half line. Based on Figures 8 and 9, the APW is a good model to describe these data. Figure 9 illustrates the APW distribution’s theoretical and empirical pdf, QQ, CDF, and P-P plot using the glass fiber data, and it can be seen that the APW is suitable and reliable for the fitting glass fiber data.

Figure 8. Classical examination of glass fiber data.

Figure 9. Classical examination of Fibre data.

Table 7 discussed the MLE and Bayesian approaches to estimate the parameters of APW based on hybrid censoring with different size of samples, for which different measures have been obtained as the MLE of parameters with SE, lower, upper for confidence intervals with 95%, reliability, and hazard value with $t_\alpha$. Figure 10 discussed the existence and
uniqueness plot of maximum likelihood estimates for glass fiber data to check for existence and uniqueness estimators. The maximum likelihood values for the glass fiber data set, where \( r = 40 \) and \( T = 1.5 \) for the estimated parameter values that coincide with the MLE estimates in Table 7, are shown in Figure 10, which also supports the MLE estimates.

### Table 7. MLE and Bayesian with different measures for glass fibers data.

<table>
<thead>
<tr>
<th>( r )</th>
<th>( T )</th>
<th>Estimates</th>
<th>SE</th>
<th>Lower</th>
<th>Upper</th>
<th>( R )</th>
<th>( h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>40</td>
<td>MLE</td>
<td>6.38471</td>
<td>4.04607</td>
<td>1.14558</td>
<td>33.91500</td>
<td>0.62580</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>6.37244</td>
<td>0.97457</td>
<td>4.42246</td>
<td>8.24316</td>
<td>0.62825</td>
</tr>
<tr>
<td>1.6</td>
<td>40</td>
<td>MLE</td>
<td>8.13212</td>
<td>3.88604</td>
<td>1.08452</td>
<td>35.34876</td>
<td>0.48970</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>8.13443</td>
<td>0.96970</td>
<td>6.16518</td>
<td>9.96940</td>
<td>0.48921</td>
</tr>
<tr>
<td>1.65</td>
<td>50</td>
<td>MLE</td>
<td>8.89171</td>
<td>3.80317</td>
<td>2.24250</td>
<td>32.02592</td>
<td>0.37761</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>8.89902</td>
<td>0.82629</td>
<td>7.29770</td>
<td>10.54122</td>
<td>0.37968</td>
</tr>
<tr>
<td>1.7</td>
<td>50</td>
<td>MLE</td>
<td>4.96924</td>
<td>0.95637</td>
<td>3.09475</td>
<td>6.84374</td>
<td>0.25907</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayesian</td>
<td>4.96814</td>
<td>0.66231</td>
<td>7.41435</td>
<td>10.01433</td>
<td>0.26094</td>
</tr>
</tbody>
</table>

**Figure 10.** Existence and uniqueness plot for MLE of glass fibers data: \( r = 40 \), and \( T = 1.5 \).

The MCMC results are normal, exhibit symmetric posterior density histograms, and have convergence measures for APW parameters with the glass fiber data, as shown in Figures 11 and 12. According to Figure 13, the values for the MCMC series, which began
with zero and ended with one, do not exhibit any auto-correlation for APW parameters with glass fibers data.

![Histogram](image1)

**Figure 11.** Histogram of posterior for APW parameters of glass fiber data: \( r = 40 \), and \( T = 1.5 \).

![Trace and BGR Lines](image2)

**Figure 12.** Trace and BGR lines of MCMC results for APW parameters of glass fiber data: \( r = 40 \), and \( T = 1.5 \).

![Auto-correlation Test](image3)

**Figure 13.** Auto-correlation test with different lags of MCMC results for APW parameters of glass fiber data: \( r = 40 \), and \( T = 1.5 \).

Now let us look at the sample prediction problems for one and two. Based on the observed sample, we present in Figure 14 the predictive point for the one-sample and two-sample prediction of the s-st order statistic for glass fiber data. Accordingly, the s-st failure will occur between the r and 63rd observation based on the observed sample. Based on the results in Table 8 and Figure 7, we note the closeness of the results of the two methods for predicting values, but to suggest the best method, the key is the KS test for two independent samples. It has been noted that the first method is the best because it contains the least distance between the data and also has the largest \( p \)-value of KS test.
Additionally, the issue of predicted future observables was also covered, and one- and two-sample prediction based on different censored samples and constant/step stress for APW will be studied. Also, the classical two-sample prediction of APW distribution based on different censored samples can be obtained. Finally, we think that academics, reliability experts, and scientists in the engineering and manufacturing industries will find the approaches outlined in this work to be of great use.

### Table 8. Bayes prediction with different size and two sample KS test: glass fiber data.

<table>
<thead>
<tr>
<th>r</th>
<th>T</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One</td>
<td>Two</td>
</tr>
<tr>
<td>40</td>
<td>1.4</td>
<td>1.930</td>
<td>1.942</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.850</td>
<td>1.860</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>2.041</td>
<td>2.089</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.946</td>
<td>1.988</td>
</tr>
<tr>
<td>50</td>
<td>1.4</td>
<td>1.783</td>
<td>1.792</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.735</td>
<td>1.742</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>1.865</td>
<td>1.900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.804</td>
<td>1.834</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>0.111</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.111</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.828</td>
<td>0.681</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.826</td>
<td>0.686</td>
</tr>
</tbody>
</table>

### 6. Concluding Remarks

Under the hybrid Type II censoring schemes, the maximum likelihood estimation and Bayesian estimation techniques for the alpha power Weibull distribution are devised. Both paradigms take into account parameter estimates as well as reliability, hazard rate functions and mean failure time. On the basis of simulated samples produced from the distribution for various hybrid Type II censoring techniques, the long-term performances of the suggested estimators are compared. Under the symmetric loss function, Bayes estimators are built. In reality, Bayes estimators give accurate estimates of the parameters because, as predicted, they have mean squared errors that are lower than those of MLEs. Additionally, the issue of predicted future observables was also covered, and one- and two-sample predictive posteriors of the future order statistics were obtained. The posteriors become quite complex and are impossible to simplify into any clear forms. The samples are extracted from the posteriors using the Metropolis–Hastings method, and a sample-based summary of the predicted posteriors is then provided. Because of reasonable results of the APW model in application and its flexibility in this study, in the future, researchers should discuss several new issues for the APW model. For instance, the Bayesian estimation of one- and two-sample prediction based on different censored samples and constant/step stress for APW will be studied. Also, the classical two-sample prediction of APW distribution based on different censored samples can be obtained. Finally, we think that academics, reliability experts, and scientists in the engineering and manufacturing industries will find the approaches outlined in this work to be of great use.
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