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Abstract: In the tunnel construction practice, multiple buildings’ tilt rate data are collected. In this study, data causality is defined to reflect the causal relation between the input and output of the building tilt rate detection data. Upon defining and calculating the data causality, a new high resilient causality detection (HiReCau) method is proposed for abnormal building tilt rate detection. A numerical case and another practical case are studied for validation purposes. The case study results show that the proposed HiReCau method can accurately detect high-causality data and low-causality data among the building tilt rate detection data and produces superior results compared with the direct adoption of a machine learning approach. Furthermore, the resilience of HiReCau is validated by investigations testing varied levels of additional low-causality data in the training dataset. Presently, HiReCau is limited to handling problems with a single output. Furthermore, only the back-propagation neural network (BPNN) is tested as the baseline model and there is also room to further expand the data size. The proposed approach is versatile and able to be adjusted to handle fault diagnosis and safety assessment problems in varied theoretical and engineering backgrounds.
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1. Introduction

Asymmetry detection in the context of tunnel construction safety assessment and prediction is referred to as abnormal building tilt rate detection [1,2]. To be more specific, the safe/unsafe conditions of a tunnel construction site are partially reflected by the settlement of key locations, i.e., symmetry conditions denote safety, whereas asymmetry conditions denote unsafe conditions. Then, the settlement as well as other safety parameters are used to train an asymmetry detection model.

Therefore, it is essential to guarantee the accuracy of data to provide a robust basis for accurate asymmetry detection [3,4]. There are several means for data guarantee. First, more reliable sensors can primarily guarantee the accuracy of the source data [5]. Specifically, “more reliable” denotes that a sensor should be of high reliability to fully function against performance deterioration. However, in many practical conditions, the reliability of a sensor could not always be guaranteed, not only owing to the late update of certain degraded sensors but also to possible harsh working environments. This is almost unavoidable for large construction projects that involve over-tasked and over-numbered sensors. Second, the collection of data could be made an automatic process to maintain minimum interactions with subjective human interruption [6,7]. Note that this does not mean all human involvement should be avoided—if some input should come from a human, it should remain the same.

Owing to the above reasons, the “all data are fully reliable” ideal condition may not hold in practical conditions because inaccurate data could come from the following reasons. (i) Sensor degradation, especially considering the harsh environments. For example, the
sensors deployed in tunnels need to work under harsh working environments with high temperature/pressure during their lifetime [8], which makes the sensors generally degrade or sometimes even accelerated degradation can be expected. (ii) Data delay. The output of data sometimes comes later than the data input parameters. For example, the settlement in the tunnel construction site is the gradual accumulation of the influences of multiple factors over a longer period of time, which does not happen immediately after some indicators go out of the safety range [9]. (iii) Other reasons include misunderstanding of the data input–output relation [10], human ignorance [11], etc.

In this study, data causality is defined to reflect the causal relation between the input and output of data. If two statuses are assumed for data, namely safe and unsafe, and considering that there are two parts of data, namely data input and output [12,13], then all data can be divided into four conditions. Condition 1: the input is safe and the output is safe. Condition 2: the input is unsafe and the output is unsafe. Condition 3: the input is safe and the output is unsafe. Condition 4: the input is unsafe and the output is safe. According to the input–output relation of data, Conditions 1 and 2 depict high data causality while Conditions 3 and 4 depict low data causality. Note that the existences of both high and low data causality are acknowledged in this study, although their likelihood of existence may vary [4,7,14–16]. Nonetheless, accurately calculating data causality and differentiating low data causality from high data causality is very important for asymmetry detection.

In this study, a new HiReCau method is proposed for asymmetry detection with high (Hi) resilience (Re) to the additional noisy data, because data causality (Cau) is defined and calculated to reflect the causal input–output relation in the data.

The remainder of this study is organized as follows: The new HiReCau method is proposed in Section 2, and software is developed in Section 3. Two cases are developed in Section 4, and this study is concluded in Section 5.

2. Method

2.1. Motive Analysis

Driven by the motive of asymmetry detection, the most important task is to calculate data causality and handle data according to the calculation results. Table 1 presents the details as well as their corresponding steps in the designed method.

Table 1. Purpose of steps in the proposed HiReCau method.

<table>
<thead>
<tr>
<th>Motive</th>
<th>Specifics</th>
<th>Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>To calculate the data causality.</td>
<td>To generate multiple sub-datasets while guaranteeing that (1) any two sub-datasets are NOT identical, and (2) any two sub-datasets share most data in common. To construct multiple sub-models and generate multiple errors for each set of data. Since each sub-model is different, each error is also different.</td>
<td>Step 1</td>
</tr>
<tr>
<td>To handle data according to the data causality.</td>
<td>To calculate data causality. (1) To handle high-causality data and low-causality data differently. (2) Moreover, it is tested when additional noise is added to the data for resilience validation.</td>
<td>Step 4</td>
</tr>
</tbody>
</table>

2.2. Framework

The framework of HiReCau is presented in Figure 1 with four steps.
Model
Original training dataset
Sub-dataset-1 Sub-dataset-2
More sub-datasets

• Each sub-dataset is randomly selected from the original dataset;
• Each sub-dataset makes a large portion of the original dataset, yet not exactly the original dataset;
• Any two sub-datasets share a large portion of the same data.

As a result,
• Each set of data is grouped into multiple different sub-datasets, e.g., the red star.

Step 1: Random sampling
Randomly select 90%

Step 2: Sub-model construction and sub-errors calculation

• By integrating multiple virtual outputs, it can help differentiate high causality data from low causality data;
• If it is high causality data, it can be directly used for modeling;
• If it is low causality data, it should be assigned with a smaller weight.

Step 4: Validation

Step 2
Step 3

• A smaller error denotes this set of data has been recognized by the respective sub-model;
• Each error is can be used an additional output.

Causality of the 1st set of data from S sub-models
Avg. error of the 1st set of data

Causality of the 2nd set of data from S sub-models
Avg. error of the 2nd set of data

Causality of the Pth set of data from S sub-models
Avg. error of the Pth set of data

Avg. error of the 1st set of data

Sub-errors from sub-models denotes whether this set of data has been recognized by the respective sub-model;

Step 3: Error-based causality calculation

Figure 1. The framework of the proposed HiReCau method.
Step 1: Random sampling for generating multiple sub-datasets.
Randomly select a large proportion of data from the original training dataset $D_T$ (for short) to form multiple sub-datasets, $D_1, D_2, \ldots, D_s, \ldots, D_S$, (see the rectangle in the upper left of Figure 1). More details can be found in Section 2.3.

Step 2: Sub-model construction and sub-error calculation.
Each sub-dataset from Step 1 is used to construct a sub-model using a machine learning approach, $Model_s$, and the $p$th set of data can be computed with a sub-error, $e_{p,s}$, from the $s$th sub-model. More details can be found in Section 2.4.

Step 3: Error-based causality calculation.
Calculate the average error $e_{p,avg}$ using multiple sub-errors from Step 2 as the basis for calculating the data causality $\delta$. Specifically, if $\delta_p$ of the $p$th set of data is relatively high, i.e., $e_{p,avg}$ is low, it denotes that such data can be recognized by multiple sub-models, and by extension, such data should be recognized as high-causality data; if $\delta_p$ of the $p$th set of data is relatively low, i.e., $e_{p,avg}$ is high, then such data should be recognized as low-causality. More details can be found in Section 2.5.

Step 4: Validation.
All data can be used to predict the results on the testing dataset $D_V$ by treating high-causality data and low-causality data differently, e.g., data with high $\delta$ can be treated equally while data with low $\delta$ can be assigned with a much smaller weight. The resilience of HiReCau is also tested. More details can be found in Section 2.6.

2.3. Random Sampling for Generating Multiple Sub-Datasets
Step 1.1: Determine the number and size of sub-datasets.
 Normally, it is required that the number of sub-datasets should meet the statistical requirement, i.e., $S \geq 30$. For the size $\phi$ of the sub-datasets, there is (i) $\phi (D_1) = \phi (D_2) = \ldots = \phi (D_s) = \ldots = \phi (D_S)$, and (ii) $\phi (D_1) = \mu \phi (D_T)$, $\mu = 80\%, 90\%$, $\ldots$.
Step 1.2: Randomly sample data from the original training dataset $D_T$ to construct $S$ sub-datasets.
Determine the sampling method following a certain distribution, e.g., determine the mean $\mu$ and variance $\Delta$ of normal distribution. Randomly and independently construct $S$ sub-datasets by sampling from the original training dataset $D_T$ for $S$ times.

2.4. Sub-Model Construction and Sub-Error Calculation
Step 2.1: Select a baseline machine learning approach and set the parameters.
Upon exploring the characteristics and requirements of the targeted problem, select a baseline machine learning approach, and determine the relevant parameters. For example, if the data are continuous and there is a relatively large quantity, the neural network (NN) [17,18] is recommended [19]. Then, certain parameters are to be determined, e.g., the number of layers, the number of nodes in each layer, the transfer function, etc.
Step 2.2: Construct $S$ sub-models using $S$ sub-datasets and extract the error for the $p$th set of data from the $s$th sub-model.
With the selected baseline machine learning approach and its parameters, a total of $S$ sub-models are constructed using $S$ sub-datasets, which is a repeated and independent process. The error of the $p$th set of data from the $s$th sub-model is $e_{p,s}$, as in Figure 2.
2.5. Error-Based Causality Calculation

Step 3.1: Calculate the average error.

For the pth set of data, the average error $e_{p,\text{avg}}$ from S sub-models is calculated by Equation (1),

$$e_{p,\text{avg}} = \frac{1}{S} \sum_{s=1}^{S} |y_p^s - y_p|$$  \hspace{1cm} (1)

where $y_p^s$ denotes the actual output of the pth set of data and $y_p^s$ denotes the output for the pth set of data from the sth sub-model.

Step 3.2: Calculate the data causality according to the average error.

Since the average error $e_{p,\text{avg}}$ denotes the comprehensive recognition conditions of the pth set of data from S sub-models, the data causality $\epsilon$ is calculated by Equation (2),

$$\epsilon_p = \max_{p=1,\ldots,P} (e_{p,\text{avg}}) - e_{p,\text{avg}}$$  \hspace{1cm} (2)

where $\max_{p=1,\ldots,P} (e_{p,\text{avg}})$ denotes the maximum of P average errors and each $e_{p,\text{avg}}$ is calculated in Step 3.1. There is $\epsilon_p \geq 0$ for all $p = 1, \ldots, P$.

2.6. Validation

Step 4.1: Assign weights for the data according to the data causality.

Based on the data causality $\epsilon$, the weight of the pth set of data is determined by Equation (3),

$$w_p = \begin{cases} a^0 = 1 & \text{if } \epsilon_p > \sigma_1 \\ a^1 & \text{if } \sigma_1 \geq \epsilon_p > \sigma_2 \\ \vdots \\ a^n & \text{if } \sigma_n \geq \epsilon_p \end{cases}$$  \hspace{1cm} (3)

where the data causality $\epsilon$ is calculated in Step 3.2, the thresholds $[\sigma_1, \ldots, \sigma_n]$ and the weights parameter $a$ are determined by experts or field engineers.

Step 4.2: Construct a final model with consideration of data weights.

With the same baseline approach in Section 2, the final model is constructed. The objective of the final model can be the mean absolute error (MAE) by Equation (4),

$$\text{MAE} = \frac{1}{P} \sum_{p=1}^{P} w_p |y_p^d - y_p|$$  \hspace{1cm} (4)

where $w_p$ is determined in Step 4.1, $y_p^d$ denotes the actual output of the pth set of data, and $y_p$ denotes the output for the pth set of data from the final model.

Step 4.3: Validate the testing dataset.

For the testing dataset with Q sets of data, the mean absolute error (MAE) is calculated by Equation (5) through the constructed final model in Section 4.2.

Figure 2. Sub-model construction and error extraction.
where $y^a_q$ denotes the actual output of the $q$th set of testing data and $y_q$ denotes the output for the $q$th set of testing data from the final model that is constructed in Step 4.2.

3. Results

3.1. Architecture Design

Software is designed and developed, whose architectural design is given in Figure 3. According to Figure 3, there are three layers of software according to the B/S model-based system design and the MVVC (model–view–view model) architecture [20], namely the presentation layer (that includes the View module, the Graphic module, and the Communication module), the execution layer (that includes the Service module, the Algorithm module, and the Database Connection module), and the data layer. The functions of the components of the three layers, as well as the user, are given in Table 2. More details are given in the following subsections.

![Software architecture](image-url)

**Figure 3.** Software architecture.

**Table 2.** Compartmentalization of the software.

<table>
<thead>
<tr>
<th>Module/Role</th>
<th>Functions</th>
<th>What It Interacts with?</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td></td>
<td></td>
<td>/</td>
</tr>
<tr>
<td>Presentation layer</td>
<td>View module</td>
<td>View module</td>
<td>Vue v2.9.6</td>
</tr>
<tr>
<td></td>
<td>Interact with users</td>
<td>Receiving requests from Users, and relaying the requests to Graphic module and Communication module</td>
<td></td>
</tr>
<tr>
<td>Graphic module</td>
<td>Present results</td>
<td>Receiving requests from View module, and providing graphic results</td>
<td>Echarts v4.9.0</td>
</tr>
<tr>
<td>Communication module</td>
<td>Send requests to the service module</td>
<td>View module, and Graphic module</td>
<td>Axios v0.21.0</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>Module/Role</th>
<th>Functions</th>
<th>What It Interacts with?</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution layer</td>
<td>Service module</td>
<td>Support the Algorithm module</td>
<td>Communication Module, Algorithm module, and Database Connection module</td>
</tr>
<tr>
<td>Algorithm module</td>
<td></td>
<td>Implement the HiReCau method</td>
<td>Service module</td>
</tr>
<tr>
<td>Database Connection module</td>
<td></td>
<td>Extract and provide data</td>
<td>Service module and the Database</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Store data</td>
<td>Database Connection module</td>
</tr>
</tbody>
</table>

3.2. Presentation Layer Design

- Communication Module by Axios v0.21.0

The Communication module by HiReCau receives the requests from the Graphic module by Vue (fundamentally from the users) and sends the requests to the Service module in the execution layer such as "get", "post", etc.

- View module by Vue v2.9.6

The View module of HiReCau is designed as a container to support the Graphic module. The View module is implemented by Vue v2.9.6 which is an incremental framework used for constructing an interface. Vue has the advantage of high extendibility since users can easily build a concise interface. Via the interface constructed by Vue, users can upload data files, and select and input the parameters of the selected baseline machine learning approach, e.g., the number of nodes/ layers of the neural network, etc. Then, Vue could (i) load the data files and send the data to Echarts, and (ii) send the loaded data and the selected parameters to the server (i.e., the FastAPI) via the Axios module, and then wait for the response from the server.

- Graphic module by Echarts v4.9.0

The Graphic module of HiReCau is designed to present results for viewing and interacting with the users. It is implemented via Axios which is a powerful and interactive chart with a browser chart and visualization library. Echarts can present data in various forms, e.g., lines, bars, and scattered data, and HiReCau mainly requires lines and scattered data by the original order or ascending order of data causality.

3.3. Execution Layer Design

- Service module by FastAPI 0.70.9

The Service module of HiReCau has two tasks: (i) it receives the requests from the Communication module of the presentation layer and then forwards the requests to the Algorithm module for further calculation, and (ii) it receives the calculation results which are then sent back to the Communication module. FastAPI is used to construct a mini-server to support the web-based Service module since it is a web-based framework with high effectiveness, which can be as effective as NodeJS and Go. Moreover, it is relatively easier to implement, extend, and learn FastAPI.

- Algorithm module by scikit-learn v0.20.1

As a key part of HiReCau, the Algorithm module performs the proposed method, including random sampling, sub-error calculation, data causality calculation, and validation (see Section 2). Concerning the information flow, the Algorithm module performs the requests from the Service module and specifies more search requests, which are then forwarded to the Database Connection module. The Algorithm module is implemented via scikit-learn which is a machine learning base by Python where many machine learning approaches have already been built-in, including the support vector machine (SVM), the random forest (RF), and the neural network (NN). scikit-learn is well known for
its convenience and good encapsulation, which can reduce the involvement of human interference while providing multiple interfaces.

- Database Connection module by PyMySQL v.1.0.6

The database connection module of HiReCau is implemented using PyMySQL. Note that MySQL cannot be directly connected to Python. Instead, PyMySQL can be used to connect MySQL with the database. Specifically, PyMySQL receives the data sent from FastAPI and stores the data in MySQL. Then, upon requests from FastAPI, PyMySQL searches related data from the MySQL database and sends the data to FastAPI.

3.4. Data Layer Design

The MySQL module is used in the data layer. MySQL is one of the most prevailing databases owing to its high effectiveness and extendibility [21,22]. Since the HiReCau of this study is WEB-based, MySQL is also one of the most outstanding application software as an RDBMS (relational database management system). Compared with the traditional means that simply store the data in a file, MySQL as a relational database is faster in accessing the data and can be used to store and manage a high volume of data. MySQL is used to permanently store the data for performance enhancement.

4. Case Study

4.1. Case I: A Numerical Case Study and Primary Results

A numerical function is designed for Case I. The function following the normal distribution is given in Equation (6).

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$$

(6)

where $x \sim N(0, 1) + 1$.

The parameter settings of Case I are given in the following Table 3, and Figure 4 shows the parameter settings part and results of a random run.

Table 3. Parameter settings of Case I.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Specific Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>A total of 1000 sets of data are randomly generated with 800 sets of data randomly selected as the training dataset and the rest 200 sets of data as the testing dataset, which are set in Figure 4a. With the back-propagation neural network (BPNN) as the baseline approach, its parameter settings are as follows: the number of layers is 4, the number of nodes in the layers is 4, the goal is 0, and the activation function is tanh. Figure 4a shows the section on parameter settings. Two sub-datasets are to be constructed where 1% of the training dataset, i.e., 8 out of 800 sets of data, is identified as low-causality data. Therefore, it is HiReCau (1%) in this case, which is depicted as HiReCau for short in this subsection. The 1% low-causality data and the remaining 99% high-causality data are depicted by the red and green points in Figure 4b,c, respectively.</td>
</tr>
<tr>
<td>Step 1</td>
<td>For comparative purposes, the BPNN is also directly used. The parameter settings of the BPNN are the same as in (2). The results are also presented in Figure 4d–f. Users can tune related parameters in (2), tune the proportion of detected low-causality data in (3), or view the results in the original order or the ascending order by data causality or the absolute error depending on their requirements.</td>
</tr>
</tbody>
</table>

With the above parameter settings, Figure 4 presents the comparative results of BPNN and HiReCau. According to Figure 4, HiReCau outperforms BPNN in terms of performance. For instance, the mean squared error (MSE) for BPNN stands at $9.3375 \times 10^{-7}$, while HiReCau achieves a significantly lower value of $4.1733 \times 10^{-7}$. Similarly, the mean absolute error (MAE) for BPNN is $8.6851 \times 10^{-4}$, whereas HiReCau demonstrates a lower error of $5.3278 \times 10^{-4}$. These improvements represent a significant enhancement of 55.31% in MSE and 38.66% in MAE, thereby highlighting the superiority of HiReCau over BPNN.
Figure 4. The software interface of Case I.
4.2. Case I: Resilience Test of Noise Added to the Training Data

This subsection tests the resilience of HiReCau to the added noise to the training dataset. The detailed parameter settings are as follows.

1. Percentage of added noise to the training dataset ranges from 10% to 100% at the interval of 10%. The added noise follows from the Pareto distribution (k = 2, xmin = 1).
2. The percentage of noise recognized by HiReCau is set as 1%, 1.5%, and 2% denoted by HiReCau (1%), HiReCau (1.5%), and HiReCau (2%), respectively.
3. BPNN is used as the baseline approach, and its parameter settings are as follows: nodes in the layers are (10, 10, 10, 10), the transfer function is trainlm, and the goal is 0.
4. BPNN is also used for comparative purposes.
5. Owing to the randomness brought by training/testing dataset classification and sub-datasets selection, all tests are conducted in 30 runs.

Figure 5 presents the resilience test results

According to Figure 5, the following conclusions can be drawn:

1. HiReCau demonstrates overall superiority over directly adopting BPNN.

Overall, HiReCau has consistently achieved significantly lower mean absolute errors (MAEs) compared to BPNN in all conditions where there are different percentages of added noise. For instance, in the case of 10% added noisy data, the MAE of HiReCau (1%) stands at $2.1109 \times 10^{-3}$, while BPNN’s MAE is $3.0280 \times 10^{-3}$. As the noise level increases to 100% added noisy data, the MAE of HiReCau (1%) rises to $1.5866 \times 10^{-2}$, still notably lower than BPNN’s MAE of $2.3010 \times 10^{-2}$. These findings underscore the overall superiority of HiReCau over direct BPNN.
(2) High resilience when more data are detected by HiReCau as low-causality data (see the continuous and dashed lines in Figure 5).

There is a distinct pattern of performance enhancement, characterized by a decrease in MAEs, as a higher percentage of data is identified as low causality. This trend is visually depicted by the descending dashed line in Figure 5a, the upward slope of the “improvement (%)” graph in Figure 5b, and the increasing “improvement” in Figure 5c. This is partly attributed to the inherent nature of the numerical case, where both the original and noisy data are generated according to fixed Pareto distributions ($k = 2$, $xmin = 1$), which guarantees “predictability” within the numerical scenario.

(3) The stable and consistent superiority of HiReCau over BPNN persists even in the presence of excessive noisy data.

Despite the increasing MAEs observed in both HiReCau and BPNN as more noise is introduced into the training dataset, the comparative advantage of HiReCau over BPNN remains remarkably consistent. Specifically, the overall superiority of HiReCau (1%) hovers around [25%, 30%], while for HiReCau (1.5%) and HiReCau (2%), it stands at [30%, 40%]. Notably, this consistent improvement is evident even in the absence of noise, as seen in the “0%” bars in Figure 5b. It is worth mentioning that although the MAEs of BPNN, HiReCau (1%), HiReCau (1.5%), and HiReCau (2%) are too small to be visually represented in Figure 5a,b, the consistent results remain unchanged.

4.3. Case II: Building Tilt Rate Prediction and Primary Results

During the construction of tunnel systems, the safety of adjacent buildings is inherently vulnerable, necessitating the paramount importance of real-time monitoring of building tilt rate (BTR). Neglecting BTR can lead to dire consequences, including structural instability, potential collapse, and damage to adjacent properties [1]. Moreover, BTR is influenced by various factors such as soil movement, groundwater levels, and the dynamics of excavation works [2]. Therefore, vigilant monitoring and prompt mitigation measures (which, however, are beyond the scope of this study) can significantly reduce the risks associated with tunnel construction and protect the integrity of the surrounding buildings.

The practical case is to predict the building tilt rate (BTR) of Metro Line No. 6 in the city of Wuhan, China [3,7]. The parameter settings of Case II are given in the following Table 4.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Specific Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>A total of 500 sets of data have been collected with sixteen attributes in the input, namely the building factors, e.g., the distance to the construction site, etc., the tunnel-related factors, e.g., the soil type, etc., and the tunnel boring machine (TBM) factors, e.g., the torque of TBM, and the BTR as the output. Among 500 sets of data, the first 400 sets of data are used as the training dataset and the remaining 100 as the testing dataset.</td>
</tr>
<tr>
<td>Steps</td>
<td>With BPNN still the baseline approach, its parameter settings are as follows: the number of layers is 4, the number of nodes in the layers is 10, the goal is $1 \times 10^{-4}$, and the activation function is logistic.</td>
</tr>
</tbody>
</table>

Figure 6 shows the parameter settings part and results of a random run. As depicted in Figure 6b,c, the data causality calculation results indicate that 3% of the 400 data points were identified as low-causality data, representing the HiReCau (3%) approach. Figure 6d compares the outputs, while Figure 6e,f present a comparative analysis of the errors. Based on the data presented in Figure 6, it is evident that HiReCau generally outperforms the direct application of BPNN. For instance, the mean squared error (MSE) is reduced from $7.3106 \times 10^{-4}$ with BPNN to $4.8390 \times 10^{-4}$ with HiReCau, representing a 33.81% improvement. Similarly, the mean absolute error (MAE) decreases from $1.7472 \times 10^{-2}$ with BPNN to $1.5112 \times 10^{-2}$ with HiReCau, yielding a 13.51% improvement.
Figure 6. The software interface of Case II.
### 4.4. Case II: Resilience Test of Noise Added to the Training Data

Further resilience tests are conducted with the following parameter settings.

1. In total, 5–50% of additional noisy data are considered in the training dataset which is randomly selected from a total of 400 sets of original data.
2. The remaining 100 sets of original data are used as the testing dataset to be consistent with previous researchers.
3. In total, 10% of the training data are recognized as noisy data by HiReCau with the results of 5% as noisy data presented above.
4. BPNN is still used as the baseline approach with the same parameter settings (see Section 4.3).

With the above parameter settings, the resilience test of Case II is given in Figure 7.

**Figure 7.** Results of Case II: (a) overall MAE comparison, (b) improvement (%) comparison, and (c) improvement (value) comparison.

According to Figure 7, the following conclusions can be drawn:

1. **HiReCau demonstrates overall superiority over directly adopting BPNN.**

   Overall, HiReCau demonstrates superior performance over direct BPNN, achieving significantly smaller MAEs across all conditions with varying percentages of added noise. For instance, when 5% noisy data are added, the MAE of HiReCau (3%) is $2.2259 \times 10^{-2}$, which is notably lower than the $2.6362 \times 10^{-2}$ MAE of BPNN. Similarly, as the noise level increases to 50%, the MAE of HiReCau (3%) rises to $6.4335 \times 10^{-2}$, still outperforming the MAE of $7.2384 \times 10^{-2}$ by directly adopting BPNN.

2. **A first increase then decrease in improvement is observed when a greater amount of noisy data is introduced to the training dataset.**
As depicted in Figure 7b,c, two notable trends can be observed: (i) an upward trend in both the percentage (Figure 7b) and values (Figure 7c) of improvement as the percentage of added noise increases from 5% to approximately 20–30%, and (ii) a subsequent decreasing trend in improvement when the amount of noisy data exceeds 30% of the training dataset. This first-increasing-then-decreasing improvement is evident in the case of HiReCau at 3%. This pattern is likely attributed to the inherent complexity of the BTR data, particularly when contrasted with the results from numerical cases where all data are artificially generated according to a fixed Pareto distribution (k = 2, xmin = 1).

(3) Intertwined MAEs are presented when different percentages of low-causality data are identified by HiReCau (see the continuous and dashed lines in Figure 7).

Initially, when there is less noisy data, detecting a lower percentage of low-causality data using HiReCau leads to slightly better performance. For instance, HiReCau (3%) detecting 3% low-causality data outperforms HiReCau (5%) and HiReCau (7%) when 5%-10% noisy data are introduced. Conversely, when there is more noisy data, detecting a greater amount of low-causality data using HiReCau yields less prominent superior results. For example, HiReCau (7%) produces better outcomes than HiReCau (5%) and HiReCau (3%) when 45–50% noisy data is added. Overall, the variations in performance between HiReCau detecting different percentages of low-causality data are not significant, particularly when compared to the numerical case (Section 4.3). This could also be attributed to the inherent randomness in the BTR data and by extension most practical scenarios in a generic sense.

5. Conclusions

A new HiReCau method is proposed for high resilient asymmetry detection for abnormal building tilt rate detection.

The advantages and theoretical contributions of this study are as follows.

(1) Different from traditional studies that treat all data equally, the data causality reflects the input–output relation of data and it is used to update the weight of data that are used to construct the final model.

(2) HiReCau is equipped with the high (Hi) resilience (Re) ability to detect both the existent and added noise in the training dataset owing to detecting the data causality (Cau).

(3) Last but not least, this study gives specifics concerning the implementation of HiReCau, including software development and case parameter settings, which are highly beneficial for researchers and practitioners in varied fields.

One numerical case and another practical case are studied in this paper for validation, which show highly consistent results.

(1) HiReCau outperforms only adopting BPNN under different levels of additional noisy data to the training dataset, which indicates the high resilience of HiReCau. Specifically, for the BTR detection case, it is found that HiReCau can reduce the MSE and MAE by 33.81% and 13.51% compared with BPNN.

(2) This superiority is maintained when a higher percentage of low-causality data is detected by HiReCau. Specifically, for the BTR detection case, a first-increasing-then-decreasing improvement of HiReCau over BPNN is found. All in all, the two cases have sufficiently validated the effectiveness and resilience of the proposed HiReCau method.

The limitations of this study are as follows.

(1) Only one output, i.e., the BTR is considered in this study, which is restricted by the theoretical requirement that BPNN can only handle problems with a single output.

(2) Only BPNN is tested as the baseline model in this study, whereas HiReCau is proposed as model-independent.

(3) The data size in this study is relatively small, which should be expanded for a more comprehensive test.
For future studies, the proposed HiReCau approach could be tested by handling multiple outputs, e.g., daily and accumulated settlements included. Moreover, other theoretical and practical cases should also be tested to provide a more holistic understanding of HiReCau. Finally, the new concept of noisy data based on data causality should be further explored to further its theoretical foundations.
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