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Abstract: The Internet, much like our universe, is ever-expanding. Information, in the most varied
formats, is continuously added to the point of information overload. Consequently, the ability to
navigate this ocean of data is crucial in our day-to-day lives, with familiar tools such as search
engines carving a path through this unknown. In the research world, articles on a myriad of
topics with distinct complexity levels are published daily, requiring specialized tools to facilitate the
access and assessment of the information within. Recent endeavors in artificial intelligence, and in
natural language processing in particular, can be seen as potential solutions for breaking information
overload and provide enhanced search mechanisms by means of advanced algorithms. As the advent
of transformer-based language models contributed to a more comprehensive analysis of both text-
encoded intents and true document semantic meaning, there is simultaneously a need for additional
computational resources. Information retrieval methods can act as low-complexity, yet reliable, filters
to feed heavier algorithms, thus reducing computational requirements substantially. In this work,
a new search engine is proposed, addressing machine reading at scale in the context of scientific
and academic research. It combines state-of-the-art algorithms for information retrieval and reading
comprehension tasks to extract meaningful answers from a corpus of scientific documents. The
solution is then tested on two current and relevant topics, cybersecurity and energy, proving that the
system is able to perform under distinct knowledge domains while achieving competent performance.

Keywords: natural language processing; deep learning; question answering system; reading
comprehension; information retrieval; machine reading at scale

1. Introduction

As of today, the exponential growth of the World Wide Web, resulting from the advent
of technology, has generated huge amounts of data that, although having the potential of
being beneficial for overall society, also contributes to the phenomenon of severe information
overload [1]. In fact, and despite recent concerns, the problem of information overload
is not new at all, with Klapp in [2] raising awareness in that regard over three decades
ago. Nevertheless, as we now live in a digital era, there are several challenges to tackle
when dealing with such amounts of data. For instance, information is now spread into a
great variety of formats, such as emails, wikis and social media posts, that can be accessed
through multiple communication channels, making it even harder to find what we are
looking for when searching for a particular topic [3]. In an attempt to mitigate this issue,
search engines have been proposed as a de facto tool for providing simplified/efficient
access to information, with Bing and Google gaining huge popularity when it comes to
web-based search [4].

Since a vast majority of information online can be found in textual representations,
and as most search engines work on the basis of text-based queries, there is a need to
not only accurately determine the search intent of such queries but also to appropriately
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represent the semantic meaning of documents [4–6]. However, the ability of reading a
text and then answering questions about it is considered to be a very difficult task for
machines [7]. In that sense, novel developments in Natural Language Processing (NLP),
such as the introduction of new Reading Comprehension (RC), and transformer-based
language models, such as BERT [8], RoBERTa [9] and, even more recently, GPT-3 [10], have
resulted in quite substantial contributions to the field. Nevertheless, these Deep Learning
(DL) algorithms, based on the transformer architecture [11], cannot be directly applied to
huge amounts of text due to constraints related to computational capabilities, requiring first
some sort of information filtering so that only the relevant text gets analyzed. To overcome
such limitations, Information Retrieval (IR) methods are usually applied to measure the
relevance of a given document to a given question, narrowing down the search space and
making the query more efficient [12].

The scientific community itself is not indifferent to the problem of information overload.
As a matter of fact, according to the AI Index Report 2021 [13] published by Zhang et al.,
Artificial Intelligence (AI) alone has been the subject of over 120 thousand peer-reviewed
publications by 2019, 12 times as much as the number recorded in the year 2000. Therefore,
as the available number of scientific publications accumulates due to the increasing number
of publications per year, there is, as of today, the need for an efficient way of navigating
through all of that information, reducing the efforts of brute-force filtering when researching
for a particular subject [14]. Intelligent solutions for this problem are emerging, with exam-
ples such as Semantic Scholar [15] showcasing the usefulness of AI in this field. Semantic
scholar builds on top of existing search engines, allowing metadata-based article searches,
but adding numerous interesting features. It sorts results based on author information and
citations, with leaderboards for most influential authors and most cited works, as well as
presenting an AI-generated summary of each article.

This work, however, lowers the entry bar on scientific knowledge even more by
proposing a Question Answering (Q&A) system, in which one can place a domain-related
question and expect a set of candidate answers retrieved from a corpus of scientific pub-
lications [6]. Moreover, by combining IR and RC methods, the system aims to provide
a comprehensive matching between user intents expressed in natural language and the
true semantic meaning of scientific documents, resulting in a more effective search process.
The system is showcased in the context of two different domains, cybersecurity and energy,
to demonstrate not only the ability of answering significant research questions but also the
algorithm’s generalization capabilities.

This work is organized into multiple sections that can be described as follows. Section 2
provides an overview of the state-of-the-art on information retrieval and reading compre-
hension algorithms. Section 3 describes the solution proposed in this work, providing
fine-grained details regarding both the software architecture and AI algorithms. Section 4
describes the results obtained while applying the proposed solution to two different case
studies. Section 5 provides a summary of the main conclusions to be drawn from this work,
delineating further research lines.

2. Related Work

Intelligent Q&A systems touch upon multiple subtopics of the NLP domain such as
reading comprehension and information retrieval, of which the Internet and search engines
are a great example [16].

Information retrieval sees multiple different approaches using semantic matching,
term matching and word embedding, where distinct chunks of text are matched through
similar meanings. In [17], Nimmani et al. applied IR to the domain of software engineering,
and more specifically, to aid in Change Impact Analysis (CIA). The authors combined the
Bag of Words (BoW) method and Long-Short Term Memory (LSTM) networks, achieving
better accuracy than current methods. Several optimization algorithms, such as AdaGrad,
Adam and RMSprop, were experimented with and compared, achieving the best precision
and recall results, at 98.1% and 98.5%, respectively.
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In [18], Yoon et al., proposed a two-fold approach for sentence-level answer selection.
First, a language model pretrained on a large-scale corpus was used to compute vector
representations of input text. Then, the authors enhanced the compare-aggregate model by
proposing a novel latent clustering method to compute additional information within the
target corpus and by changing the objective function from listwise to pointwise. The pro-
posed approach was tried out on the WikiQA and TREC-QA datasets, achieving Mean
Average Precision (MAP) values of 76.4% and 87.5%, respectively.

In [19], Shtekh et al. investigated how text segmentation can help in information re-
trieval. The splitting of the text into semantically homogeneous blocks allows the detection
of segment boundaries in documents [20]. The results show that, although offering an
improvement in simpler models such as word2vec, going from 81.7% to 82.4% accuracy,
in more modern models such as doc2vec the results tend to be inconclusive.

In [21], Alkılınç et al. performed an analysis on current information retrieval methods
applied to old datasets, and commented upon their performance. The datasets used
were Cranfield, Cacm and Medline, which are datasets containing different numbers of
documents and queries created across several domains [22]. Preprocessing steps included
tokenization, case folding and stemming. The authors applied four different models
and although Divergence from Independence (DFIC) attained a better efficiency overall,
different models can be the most effective for different datasets, supporting the theory that
no single model has the best effectiveness [23].

In [24], Panda et al. proposed a novel IR system based on domain classification
named Domain Classification-based IR System (DCIRS). The method is applied to user
queries when searching for relevant documents in a corpus. For a given query, the most
important keywords are selected and a domain label is given through the employment
of Logic Regression and WordNet, respectively. After this initial step, documents within
the identified domain with higher keyword match scores are retrieved. The proposed
method achieved 93% and 92% recall for random user-placed queries in a corpus of
1000 scientific articles.

In [25], Hayat et al. seeked to solve the issue of broken links on the Internet using
information retrieval. The authors proposed a novel pipeline, using a decision tree classi-
fication model to extract keywords from a webpage and its broken link. The subsequent
search terms were then used to search for the original document with around 92.9% recall.

In [26], Manzoor et al. addressed Conversational Recommender Systems (CRS) that
interact with users in natural language. Although most recent research efforts surrounding
CRS present neural-based models trained to perform generation-based recommendations,
the authors addressed retrieval-base recommendation, a less explored option in current lit-
erature. The proposed method combines TF-IDF (Term Frequency–Inverse Term Frequency)
and heuristic rules to build a novel retriever-based CRS (RB-CRS). The algorithm was com-
pared with two other methods, DeepCRS and KBR, in a dedicated web page, obtaining
better results when judged by human evaluators. On a five-point scale, RB-CRS obtained an
average rating of 3.71.

In [27], Shahzad Qaiser et al. employed a TF-IDF ranking system to several web pages
in order to compare results. TF-IDF is the most utilized weighting scheme for web searches
of information retrieval and text mining [28]. The authors also pointed out TF-IDF’s biggest
issue, which is not identifying different tenses of words. In the same manner, Neto et al.
in [29] employed a modified version of TF-IDF, TF-ISF, applying stemming to reduce the
impact of this classification method’s weaknesses.

In word embedding, a document’s words are mapped as vectors in a continuous
vector space, and words with similar meanings will be closer to one another, aiding in
dimensionality reduction [30]. In [31], Mikolov et al. demonstrated the application of
a skip-gram model, a more computational efficient architecture, to mapping words to a
vectorial space, and the same model but focusing on phrases.

On the other hand, reading comprehension has a big focus on attention-based models
and its derivatives. In [32], Karpukhin et al. utilized the standard BERT pre-trained model



Systems 2022, 10, 43 4 of 17

and a Dense Passage Retriever (DPR) in a dual encoder architecture achieving state-of-the-
art results. Their DPR exceeded BM25’s capabilities by far, namely more than a 20% increase
in top-five accuracy (65.2%). Their results for end-to-end QA accuracy also improved on
ORQA, the first open-retrieval question answering system, introduced in [33] by Lee et al.,
in the natural questions dataset [34].

In [35], Zhou applied several attention mechanisms and inter-layer connection tech-
niques to reading comprehension models in order to merge information from both articles
and questions so that answers can be predicted with higher accuracy. Experimental re-
sults led the author to believe that the length of provided questions highly impacts the
performance of the model. A question length of 60 was selected as the optimal value.

In [36], Shan et al. investigated and compared the performance of different Q&A
algorithms based on word-level embedding, sentence-level embedding, and traditional
cosine similarity. The approach using attention mechanisms for sentence-level embedding
has proven to be superior for the RACE dataset, obtaining the highest accuracy score
of 88.3%.

In [37], Matsuyosh proposed the use of an attention-based Long Short-Term Memory
(LSTM) model to aid a rule-based question-answering system, by identifying a user’s
intention behind their questions. This model attained 98% recall and 86% precision.

In [38], Cai et al. analyzed the claim that fine-tuning a model for reading comprehension,
such as BERT, improves its results on more specific domains. The authors reached the con-
clusion that, although this tuning can improve results for certain tasks such as co-reference,
question type and boundary probing, for others there is no measurable improvement.

In [39], Xu et al. tackled catastrophic forgetting during neural networks’ training
for reading comprehension. This phenomenon happens during fine tuning of a model
for a specific domain, after pre-training with large out-of-domain datasets, causing the
model to perform worse in the source material by the end of it. The authors proposed the
incorporation of auxiliary penalty terms in the standard cross entropy loss to regularize the
fine-tuning process. Using this approach, the model BERT managed to recover 8.77% of
F1 points.

In [40], Hu et al. developed a framework to answer natural language questions on
a Q&A system, using a graph-driven perspective. The proposed semantic query graph
models the query intention in the natural language question, thus resolving the ambiguity
of natural language. Testing with QALD-6 and WebQuestions test sets demonstrated
the potential of this framework, achieving a 74% F1-score, in line with other state-of-the-
art results.

In [41], Nishida et al. proposed a retrieve-and-read model, based on the bi-directional
attention flow (BiDAF) model [42] to tackle reading comprehension problems. The proposed
model employs a telescopic setting, where instead of deploying a computationally expensive
neural network, a chain of different IR models is used. This novel ensemble achieved
state-of-the-art results.

In conclusion, when reviewing the literature it is possible to identify BERT [8] as the
cornerstone of reading comprehension’s state-of-the-art models. This model influences
much of the recent literature, with a big number of works using it or building on top of it,
even impacting different approaches that experiment with BERT’s attention mechanism,
trying to apply it to other models such as LSTMs. By contrast, with information retrieval,
there is no clear consensus on only one method or technique. The current literature explores
implementations such as logic regression and WordNet. Some data preprocessing steps
also receive an honorable mention for their prolific utilization, namely tokenization, case
folding and stemming.

3. Proposed Solution

The issue of finding relevant information by means of question-answering across a
large number of scientific publications can be framed as a problem of Machine Reading
at Scale (MRS). The term was first coined by Cheng et al. in [43], being described as a
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two-stepped task, where one should initially retrieve the most relevant documents of a
corpus according to a given query before performing an exhaustive scan of such documents
in order to extract good candidate answers. Moreover, Cheng et al. in that same work
addressed an analogous problem, using more than five million Wikipedia pages as the
knowledge base of an open-domain extractive Q&A system. These concerns, such as
choosing a proper knowledge base or having the need to support a fully integrated Q&A
pipeline, influenced the design of the solution presented in this work.

In that regard, the proposed system was built using the Python programming language
on top of Haystack [44], an open-source framework for developing intelligent search
systems for large document collections. Haystack takes the recent advances in NLP and
provides a bridge between research and industry, allowing complex algorithms to be
applied to real world use cases by means of high-level APIs. Moreover, the system’s
internal architecture encompasses two main components, the front-end, a web-based
graphical interface that can be accessed by the users and the back-end, a RESTful API that
exposes the use cases of our solution through several endpoints, working on a client–server
basis. For the prototyping phase, an SQLite database was selected to serve as a document
storage, storing the preprocessed scientific articles. In spite of SQLite presenting some
pitfalls in terms of efficiency (in exchange for simplicity), the software was designed so that
the database technology can be easily replaced by more robust solutions such as elastic
search or FAISS. The back-end side of our application can also be further detailed into two
distinct modules, a web-crawler, which was integrated with arXiv.org API to fetch scientific
articles in real time, and a search engine, which combines two distinct NLP methods,
a retriever and a reader, to build a haystack-like pipeline that is able to find candidate
answers in our corpus.

In terms of functionality, the proposed system concerns three core use cases: fetching
scientific publications, consulting the database summary and finding candidate answers.
These can be detailed as follows:

• UC1—Fetching Scientific Publications: This use case is further divided into more
fine-grained sub-tasks such as downloading publications from a given source (in this
case arXiv.org), preprocessing each document and indexing the resultant data into the
document store. The user starts by specifying a given search topic and the maximum
number of articles to be downloaded. Then, the crawler tries to find articles related to
the specified topic and downloads all of them until the maximum threshold is reached.
If the number of articles is inferior to the specified threshold, all articles related to
the specified subject are downloaded. After downloading the documents, these are
preprocessed—empty lines are removed, consecutive whitespaces are truncated and
pdf headers and footers are discarded. The text of each document is also split into
several search chunks of 500 words with respect to sentence continuity, so that the
search process can be optimal. Finally, each resulting chunk is indexed, along with the
document meta-data, in the document database, increasing the knowledge base of the
Q&A system. Chunks of the document database that share the same foreign key can be
traced back to the original unsplit document that was downloaded and preprocessed.

• UC2—Consulting Database Summary: So that the user can keep track of the contin-
uous changes to the available corpus, a summary of the document database content
is displayed in the main dashboard of the graphical interface. This summary is com-
prised of several pieces of information, such as the number of downloaded articles,
search chunks and document categories.

• UC3—Finding Candidate Answers: This use case is arguably the most important one
as it focuses on the answer-finding process by means of intelligent algorithms. The pro-
posed search pipeline works by considering two different components, a retriever and
a reader. First, the user poses a question to the system and specifies several search
parameters such as a category filter, the number of candidate answers to be displayed,
c, and the maximum number of relevant search chunks to be found by the retriever, k.
Then, the system executes the retriever, a TF-IDF-based retriever, returning the most

arXiv.org
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relevant k chunks. Finally, the reader, a RoBERTa model, will try to find the best c
answers in the selected k chunks according to a confidence metric.

The presented solution is intentionally generic so that it is simple to replace individual
components without affecting the system as a whole. As an example, despite the current
implementation of UC1 targeting arXiv.org as its source, the crawler component can be
expanded to integrate with other scientific repositories with little changes to the code base.
This mitigates future bottlenecks and prevents the system from depending on a single
external source by design, assuring that it is always possible to further enrich the search
corpus with the contents of new scientific publications over time. Similarly, the pipeline
proposed in the context of UC3 is also quite broad since both employed algorithms can
be smoothly replaced by enhanced versions or further endeavors in NLP’s state-of-the-
art without requiring substantial changes. On the other hand, and with respect to UC3,
database management functionalities could be further expanded. While it is interesting
to keep track of corpus changes, it is as well useful to perform listings of downloaded
articles accordingly to different combinations of search criteria, to manually import new
documents and to conduct manual disposal of unwanted articles from the document store.

3.1. Pipeline Description

The pipeline employed in this work is of general purpose as its building blocks are
not limited to a specific target domain. The retriever, TF-IDF, is, fundamentally, a statistical
measure for any sort of query–document combination; hence, it can be directly applied to
any domain without prior fine-tuning. On the other hand, the reader, RoBERTa, requires
training examples composed of different question and answer pairs. To overcome such
a limitation, we opted to use a model that was pre-trained on the SQuAD dataset [9],
a data collection comprising over 100,000 examples of questions posed by crowdworkers
on a set of Wikipedia articles [7]. It is a widely used benchmark dataset for training and
evaluating general-purpose extractive Q&A machine learning models in current litera-
ture [45]. The RoBERTa model employed in our solution, [9], achieved an exact match
score of approximately 79.97% and an F1-score of 83.00% under this same testbed. In the
conducted experiments, the algorithm also performed quite competently when facing
both cybersecurity and energy domains, finding interesting answers to several questions
that were placed. A brief description of the theoretical foundations of the employed algo-
rithms, TF-IDF and RoBERTa, is provided in the following sections. Figure 1 describes the
employed retriever–reader pipeline.

Figure 1. Retriever–reader search pipeline.

arXiv.org
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3.1.1. Retriever

In order to search through relevant information, a TF-IDF retriever was put in place.
It is a numerical statistic that is intended to reflect how important a given word is to a
document in a corpus.

TFIDFi,d = t fi,d · id fi (1)

In the scientific question and answering domain, it is expected that the queries will
have lexical overlap with their answers, making this algorithm a good searcher of rel-
evant information. TF-IDF acts as a low-complexity filter for feeding heavier answer
extraction algorithms.

3.1.2. Reader

The other critical step of our proposed pipeline is the question understanding step.
Here there is a need to properly understand the question at hand, by being able to properly
model it in such a way that it can then be passed through the pipeline and improve the
chances of obtaining not only accurate but also relevant answers for the the true intent of
the question that was provided initially.

For this step, we use a Framework for Adapting Representation Models (FARM) reader
coupled with the RoBERTa language model [46], which works alongside the retriever and
parses the candidate documents provided. RoBERTa is an iteration of BERT [8], whose
architecture is based on the transformer; see Figure 2. It was also pretrained on a much
larger corpus than BERT and as a result, achieves significant performance gains.

Figure 2. Transformer architecture [11].
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The transformer follows an encoder–decoder architecture, adopting stacked self-
attention and point-wise, fully connected layers for both the encoder and decoder, as pre-
sented in the left and right sides of Figure 2, respectively. It disregards recurrence and
convolutions from the usual encoder–decoder models and instead focuses on several types
of attention mechanisms. As an attention function can be described as a mapping of a
query and multiple key-value pairs to an output (with all representing numerical vectors),
the authors of the transformer [11] found multi-head attention beneficial to be encompassed
in the proposed architecture. Multi-head attention provides a way to perform different
projections of queries, keys and values, allowing the model to perceive information of
multiple representation subspaces at different positions.

RoBERTa was deployed using Deepset’s NLP framework, Haystack [44]. Deepset
released straight implementations of several popular and well-established models in the
NLP literature, some of which are represented in Table 1, in addition to new ones such as
TinyRoBERTa where the approach of [47] is applied to the RoBERTa model. These models
of Deepset’s authorship provide simplified integration with the Haystack framework.

Table 1. Haystack models with SQuAD dataset [7]. as benchmark.

Name Link Original Exact Match F1-Score

RoBERTa [9] [46] 79.9 82.1
TinyRoBERTa [48] - 78.7 81.9
TinyBERT [49] [47] 71.9 76.36
DistilBERT [50] [51] 68.6 72.8

4. Case Study

The usefulness and generalization of this solution allows it to be applied to numerous
topics. For this reason, two current and challenging research topics were chosen as a case
study—cybersecurity and energy.

A list of cybersecurity-related keywords was compiled, in order to find relevant articles
to build the search corpus with. For each search term a number of documents was extracted
from arXiv.org, as shown in Table 2. After removing the corrupted/unparsable documents
and duplicates, this corpus totaled 821 articles.

Table 2. Cybersecurity corpus composition [6].

Adversarial Attack 200
Attack Detection 175
Cyberphysical Systems 200
Cybersecurity 129
Intrusion Detection Systems 130

Total Used 834
Corrupted −6
Duplicates −7

Total Articles in Corpus 821

In the same manner, energy-related keywords were chosen to find relevant articles.
The search terms and compiled articles are represented in Table 3. After removing the
corrupted/unparsable documents, this corpus totaled 565 articles.

arXiv.org
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Table 3. Energy corpus composition.

Smart Grids 200
Electricity Markets 156
Energy Forecasting 13
Intelligent Buildings 5
Energy Consumption 197

Total Used 571
Corrupted −6
Duplicates 0

Total Articles in Corpus 565

Each one of these articles was downloaded and processed as per the pipeline indicated
in the previous section. After processing, the articles were split into chunks of 500 words
while taking into account sentence continuity.

4.1. Results

The introduced solution has a main dashboard, on the left are located some search
configuration sliders and database-related information. In the middle there are two but-
tons to navigate between the database management and search engine functionalities.
The described interface is presented in Figure 3.

Figure 3. Dashboard [6].

In order to evaluate the system’s performance, several research questions were placed
empirically. These regard the aforementioned corpus, composed of 821 cybersecurity and
565 energy research papers, built using the system’s database management functionality.
Additionally, the quality of the responses found are directly connected to the contents of
each one. This can be improved by populating the corpus with more articles pertaining to
a given topic or adding a new topic entirely. When accessing such functionality, we can
specify a given search topic and the maximum number of documents to be downloaded.
These will be directly fetched from arXiv.org, preprocessed and indexed alongside their
metadata in the document database. For the topic of “Privacy”, with a maximum of one
article, the result is presented in Figure 4.

arXiv.org
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Figure 4. Database menu [6].

4.1.1. Cybersecurity

With the corpus prepared, it is then possible to start asking questions [6]. In this case
and by asking: “What are the challenges of AI?”, the most interesting candidate answer
is presented in Figure 5, due to its high probability (confidence) score. This answer is
highlighted in its surrounding context, accompanied by additional information such as
title, authors, publishing date, and a link to the article itself.

Figure 5. Cybersecurity domain question: What are the challenges of AI [6]?
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As the question is vague in nature, and the prepared corpus is geared more towards
cybersecurity instead of AI, the obtained answer “explainability and resilience to adversarial
attacks” also tended to the cybersecurity side of AI, due to the nature of the used article [52].
Another example is the question “What are the main challenges of cybersecurity research?”,
which yielded interesting results. The first answer correctly quoted [53] and responded with
“lack of adequate evaluation/test environments that utilize up-to-date datasets, variety of
testbeds while adapting unified evaluation methods”, while the second answer built on the
first one with “lack of research methodology standards” [54]. Finally, by asking “Which
machine learning models are commonly used?” we obtained “Naïve Bayes, SVM, KNN,
and decision trees” from [55] and virtually the same answer, “Support Vector Machine,
Decision Trees, Fuzzy Logic, BayesNet and Naïve Bayes”, from [56].

4.1.2. Energy

Similarly, using the energy corpus, when asking “What are the challenges of Smart
Grids?” the highest rated answer was “Cybersecurity” [57], with “designing demand-side
management models” [58] as a close second, as seen in Figure 6. Although correct, these
answers are possibly too narrow in scope to sufficiently answer the question, perhaps
indicating a need to further enrich the existing corpus. On the other hand, asking “What
are examples of forecasting algorithms?” resulted in the response “ARIMA, SVM, ANN,
and adaptive” [59], correctly naming some of the most used models currently in the liter-
ature. Following this line of questioning and inquiring more about these algorithms by
asking “What are the applications of Neural Networks?” resulted in the answer “price
modeling” [60], the main use currently for these algorithms in this domain.

(a) First answer.

Figure 6. Cont.
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(b) Second answer.

Figure 6. Energy domain question: What are the challenges of Smart Grids?

More specifically, regarding the energy consumption domain, one can ask “How to
determine consumers’ energy use patterns?”, obtaining answers such as “to monitor the
energy use of each consumer in a large sample composed of different types of consumers”
and “microscopic energy estimation models” quoting [61,62], respectively. These answers
are presented in Figure 7.

(a) First answer.

Figure 7. Cont.
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(b) Second answer.

Figure 7. Energy domain question: How to determine consumers’ energy use patterns?

4.1.3. Complexity

The retriever–reader search pipeline proposed in this work assumes a trade-off be-
tween the amount of computational time required to find a specific answer and the number
of text chunks to be output by the retriever. As the amount of search chunks is increased,
the more likely it is for the reader to find suitable answers; however, more computational
power is involved, as it will need to process more blocks of text. In order to better under-
stand this phenomenon, the system response time was tested for 50 to 600 chunks, resorting
to a NVIDIA P4000 GPU with 8 Gigabytes of VRAM for hardware support. This analysis is
presented in Figure 8.

Figure 8. Trade-off between required computational power and the number of chunks to be output
by the retriever.

4.1.4. Conclusions

Our solution performed admirably, by compiling two corpuses of articles on the
hottest research topics in the selected fields and by finding interesting answers to a set of
significant questions regarding applications of AI to cybersecurity and energy, and the main
challenges of the current research. Regarding the extractive Q&A pipeline, the RoBERTa
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model exhibited a notable adaptation capability since it was not retrained in the scope of
either of the domains.

5. Conclusions

Given the amount of scientific articles that are published every year it is hard to
find exactly what we are looking for when researching a particular topic. In this work,
we presented a software solution that aims to solve this problem while improving on
current scientific search engines by allowing searches on the content of the documents,
understanding queries in the form of natural language questions and proposing answers
found on scientific publications. This not only aims to solve the problem of information
overload, but also lowers the entry bar for this advanced type of knowledge, facilitating
the navigation through unknown domains by answering simple questions with advanced
knowledge. It comprises several advantageous features, such as the continuous update
of the search corpus by providing an easy-to-use integration with the arXiv.org API and
the ability to find candidate answers extracted from the corpora of downloaded scientific
publications by applying a combination of two NLP methods, TF-IDF and RoBERTa.
Furthermore, the introduced solution was showcased in the context of cybersecurity and
energy, complex fields of science with increasing interest. With a base corpus of 821 and
565 articles for cybersecurity and energy, respectively, the system was able to find proper
answers regarding the domains to questions such as “What are the challenges of AI?”,
“Which machine learning models are commonly used?”, “What are the challenges of Smart
Grids?” and “What are examples of forecasting algorithms?”, showing a great capability
of generalization.

As future work, we will implement additional features regarding the document database
management, expand the web crawler so that it can work with more scientific repositories
and improve the document preprocessing step to make our search engine more efficient.
Another research line that can be suggested focuses on the creation of a new Q&A dataset for
the scientific context that can serve as a benchmark for novel approaches to solve the problem
of information overload in the academia.
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