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Abstract: The suggested methods for solving fault diagnosis and estimation problems are based on the use of the Jordan canonical form. The diagnostic observer, virtual sensor, interval, and sliding mode observer design problems are considered. Algorithms have been developed to solve these problems for both linear and nonlinear systems, considering the presence of external disturbances and measurement noise. It has been shown that the Jordan canonical form allows reducing the dimensions of interval observers and virtual sensors, thus simplifying the design process in comparison to the identification canonical form. The theoretical results are illustrated through examples.

Keywords: dynamic systems; Jordan canonical form; faults; diagnosis; estimation

1. Introduction

Different canonical forms of dynamic systems play an important role in solving different theoretical and practical problems, see, for example, refs. [1–4]. They facilitate the simplification of solution processes and enable simple algorithms. In particular, to solve fault diagnosis and estimation problems, an identification canonical form (ICF) is used [1,5].

Another popular canonical form is the Jordan canonical form (JCF); it uses design interval observers [2,6–12] and analyzes error correction properties in discrete-time systems [13]. The matrix of the JCF, under an appropriate choice of the eigenvalues, is Hurwitz and Metzler, which means that its non-diagonal elements are non-negative. Such properties guarantee that the interval observer generates lower and upper bounds of the state vector for systems with uncertainties. An analysis of the JCF has shown its capability to facilitate stability and simplify the construction of disturbance-insensitive observers, reducing their dimensionality.

The main contribution of this paper lies in the development of methods that apply the JCF to solve the problems related to diagnostic and sliding mode observers, virtual sensors, and interval observers for linear and nonlinear systems; these methods are presented in forms that are more general than those found in [1,2,7,14] and similar papers. Unlike the known methods, the suggested approach is based on the reduced-order model derived from the original system, which is insensitive or has minimal sensitivity to the disturbance. This allows obtaining the observers and sensors of less dimensions, reducing the impact of disturbances on the accuracy of diagnosis and estimation results.
Such problems will be solved for systems described by nonlinear models

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + G\Psi(x(t), u(t)) + Ff(t) + Dd(t), \\
y(t) &= Cx(t) + w(t),
\end{align*}
\]  

(1)

where \(x(t) \in \mathbb{R}^n\), \(u(t) \in \mathbb{R}^m\), and \(y(t) \in \mathbb{R}^l\) are the vectors representing the state, control, and output; \(A\), \(B\), \(C\), \(G\), and \(D\) are the known constant matrices; matrix \(F\) and function \(f(t) \in \mathbb{R}\) describe faults. If faults are present, \(f(t) \neq 0\); if a fault occurs, then \(f(t)\) becomes an unknown bounded function of time. \(d(t) \in \mathbb{R}^n\) is the disturbance, it is assumed that \(\|d(t)\| \leq d_s\); \(w(t)\) is the measurement noise; it is assumed that \(w(t) \in \mathbb{R}^l\) is an unknown bounded function of time: \(\|w(t)\| \leq w_s\); \(\Psi(x, u)\) is the nonlinear term:

\[
\Psi(x, u) = \begin{pmatrix}
\varphi_1(P_1x, u) \\
\vdots \\
\varphi_q(P_qx, u)
\end{pmatrix},
\]

where \(P_1, \ldots, P_q\) are the known constant matrices, \(\varphi_1, \ldots, \varphi_q\) are nonlinear functions. It is assumed that the function \(G\Psi(x, u)\) is bounded for all \(x \in X\) and \(u \in U\) and it satisfies the Lipschitz condition with respect to \(x\) uniformly for \(t\) and \(u\):

\[
\|G(\Psi(x, u) - \Psi(x', u))\| \leq N\|x - x'\|,
\]

where \(N > 0\) is a constant.

Consider the initially linear systems when \(G = 0\).

2. Diagnostic Observer Design

All of the considered problems are based on the reduced order model of the system (1), which has a minimal dimension and is insensitive to the disturbance, as described by the equations

\[
\begin{align*}
\dot{x}_s(t) &= A_s x_s(t) + B_s u(t) + J_s y(t), \\
y_s(t) &= C_s x_s(t),
\end{align*}
\]

(2)

where \(x_s \in \mathbb{R}^k\), with \(k < n\), is the vector of state, \(y_s \in \mathbb{R}, A_s, B_s, J_s,\) and \(C_s\) are matrices to be determined. One may say that model (2) is a simplified version of the original system.

The diagnostic observer is based on this model and generates the residual \(r(t) = R_s y(t) - y_s(t)\) used to make a decision about the faults. We assume in this section that \(w(t) = 0\); if \(w(t) \neq 0\), an adaptive threshold for \(r(t)\) can be used [1].

As usual, we assume that the relation \(x_s(t) = \Phi x(t)\) is true, where \(\Phi\) is a constant matrix to be determined. It is known [5,15] that they satisfy the following equations

\[
\Phi A = A_s \Phi + J_s C, \quad R_s C = C_s \Phi, \quad \Phi B = B_s.
\]

(3)

As usual, to construct model (2), the matrices \(A_s\) and \(C_s\) are sought in ICF

\[
A_s = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}, \quad C_s = (1 \ 0 \ 0 \ \cdots \ 0).
\]

(4)

This form enables obtaining simple equations for the matrices that describe the model (2) [5]; it also ensures the stability of the observer through feedback \(K r(t) = (k_1 \ k_2 \ \cdots \ k_k)^T r(t)\) and desirable eigenvalues \(\lambda_1, \lambda_2, \ldots, \lambda_k\), which are assumed to be negative and different.
We suggest specifying the matrix $A_*$ as purely diagonal JCF

$$A_* = \begin{pmatrix}
\lambda_1 & 0 & 0 & \ldots & 0 \\
0 & \lambda_2 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \lambda_k
\end{pmatrix}. \quad (5)$$

It is known that the model with $A_*$ and $C_*$ in the form (4) and feedback $K r(t)$ can be transformed into the model with $A_*$ (5) with $\lambda_i < 0$ to ensure stability.

Instead of applying such a transformation, we will use the JCF form of the matrix $F_*$ in (2). In this case, the equation $\Phi A = A_* \Phi + J_*$ is presented in the form of $k$-independent equations:

$$\Phi_i F = \lambda_i \Phi_i + J_{si} C, \quad i = 1, 2, \ldots, k, \quad (6)$$

where $\Phi_i$ and $J_{si}$ are $i$-th rows of the matrices $\Phi$ and $J_*$, respectively. An additional condition $\Phi_i D = 0$ (insensitivity to the disturbance) can be taken into account as follows. Introduce the matrix $D_0$ of maximal rank, such that $D_0 D = 0$. Then, $\Phi = ND_0$ for matrix $N$. As a result, (6) can be rewritten as

$$\begin{pmatrix}
N_i - J_{si}
\end{pmatrix} \begin{pmatrix}
D_0 (A - \lambda_i I_n) \\
C
\end{pmatrix} = 0, \quad i = 1, 2, \ldots, k, \quad (7)$$

where $I_n$ is the identical $n \times n$-matrix.

Matrices $R_*$ and $C_*$ can be obtained from $R_* C = C_* \Phi$, and rewritten in the form

$$\begin{pmatrix}
R_* - C_*
\end{pmatrix} \begin{pmatrix}
C \\
\Phi
\end{pmatrix} = 0. \quad (8)$$

This equation has a solution if and only if

$$\text{rank} \begin{pmatrix}
\Phi \\
C
\end{pmatrix} < \text{rank}(\Phi) + \text{rank}(C). \quad (9)$$

To design the diagnostic observer, one chooses $\lambda_1 < 0$ and finds from (7) the row $\Phi_1 = N_1 D_0$ of the matrix $\Phi$ for which condition $\Phi_1 F \neq 0$ of sensitivity to the fault is satisfied. Then one has to find from (7) the minimum number of rows $\Phi_i$ corresponding to $\lambda_i < 0$ for which condition (9) is satisfied with $\Phi_1$. The matrices $B_*$, $J_*$, $R_*$, and $C_*$ can be determined using (3), (7), and (8), respectively. Since the matrix (5) with $\lambda_i < 0$ is stable, there is no need to use feedback.

Remark 1. If (7) or (8) has no solution, the model insensitive to the disturbance cannot be designed; in this case, one has to use the robust method described in Section 7.

3. Virtual Sensor Design

Different sensors are an integral part of modern complex technical systems. They are used, in particular, to measure the components of the state vector in order to address control and fault diagnosis problems. Clearly, the greater the number of components that are measured, the easier it becomes to obtain simpler solutions. The use of additional physical sensors may result in extra expenses and cannot always be realized in practice. In addition, such sensors are not highly reliable. In this case, virtual sensors are of interest; moreover, they can be used for replacing faulty physical sensors. In practice, virtual sensors are used to solve different problems, particularly for fault detection, isolation, data recovery, and fault-tolerant control [16,17]. In [1,14,16–18], virtual sensors were constructed using the Luenberger observer; in [1,14], and similar papers, the authors considered full dimensions. In [19], the problem of designing virtual sensors with minimal dimensions, capable of
estimating a prescribed linear function of a nonlinear system, has been solved using the ICF approach.

The use of the JCF enables a further reduction in dimensions compared to the ICF because the JCF ensures stability itself. As a result, the virtual sensor becomes simpler when compared to papers such as [1,14], and similar papers. Assuming \( w(t) = 0 \) and \( d(t) = 0 \), we consider the general problem of estimating the variable \( z(t) = Mx(t) \), where the known matrix is \( M \). This problem can be viewed as the design of a virtual sensor that estimates the variable \( z(t) \). We assume that \( \Phi D = 0 \) and describe such a sensor by

\[
\begin{align*}
\dot{x}_s(t) &= A_s x_s(t) + B_s u(t) + J_s y(t), \\
z(t) &= C_z x_s(t) + Q y(t),
\end{align*}
\]

where \( C_z \) and \( Q \) are matrices to be determined. It follows from \( z(t) = Mx(t) \) and (10)

\[
M = C_z \Phi + QC = (C_z \quad Q)
\]

This equation has a solution if and only if

\[
\text{rank}
\begin{pmatrix}
\Phi \\
C
\end{pmatrix} = \text{rank}
\begin{pmatrix}
\Phi \\
C \\
M
\end{pmatrix}
\]

(12)

To design the virtual sensor, the value \( \lambda_i < 0 \) and rows \( \Phi_i = N_i D_0 \) in (7) must be such that the matrix \( \Phi \) with the minimum number of rows satisfies condition (12), then matrices \( B_s, C_z, \) and \( Q \) can be determined using (3) and (11), respectively.

**Remark 2.** If \( w(t) \neq 0 \) or the solution of (7) does not satisfy condition (12), the accuracy of the estimation diminishes. In these cases, lower and upper bounds for the variable \( z(t) \) can be generated by the interval observer.

### 4. Interval Observer Design

In recent years, different kinds of interval observers have been presented for many types of models, including linear and non-linear continuous-time [10,20–22], discrete-time [9,23,24], time delay [2,6], and algebraic differential [6]. They have also been successfully applied to solve many real-time life problems [11,16]. Exhaustive reviews can be found in [2,7].

In this paper, the interval observers were designed to estimate the prescribed linear function \( z(t) = Mx(t) \) of the state vector \( x(t) \). Such observers are based on the JCF-reduced order model of the original system of minimal dimensions and are insensitive or minimally sensitive to disturbances. This allows for reducing the interval width and the dimensions of the observer when compared to papers such as [2,7], and in similar works, where the full vector \( x(t) \) is estimated.

From the above, it follows that interval observers can be considered as generalized virtual sensors when \( w(t) \neq 0 \) or \( \Phi D \neq 0 \) for \( \Phi \) satisfying condition (12).

Given the variable \( z(t) = Mx(t) \), we construct an interval observer with minimal dimensions generating lower \( \underline{z}(t) \) and upper \( \overline{z}(t) \) bounds, such that \( \underline{z}(t) \leq z(t) \leq \overline{z}(t) \) for all \( t \geq 0 \), where, by using an approach similar to [2], for two vectors \( x^{(1)}, x^{(2)} \in R^n \) or matrices \( P_1, P_2 \in R^n \times n \), the relations \( x^{(1)} < x^{(2)} \) and \( P_1 \leq P_2 \) are understood element-wise. In [8], the interval observer used for estimating the vector \( x(t) \) is based on the stable observer, which is then transformed into the JCF. In contrast, the matrix \( A_s \) in our approach is sought in the JCF.
When the requirement for insensitivity to the disturbance is not present, Equation (7) can be simplified as follows:

\[
(\Phi_I - J_s) \left( \begin{array}{c} A - \lambda_1 I_n \\ C \end{array} \right) = 0, \quad i = 1, 2, \ldots, k,
\]

(13)

and model (2) takes the form

\[
\begin{align*}
\dot{x}(t) &= A_s x(t) + B_s u(t) + J_s C x(t) + D_s d(t), \\
\dot{z}(t) &= C_s x(t) + Q y(t),
\end{align*}
\]

(14)

where \(D_s = \Phi D\). The interval observer is given by

\[
\begin{align*}
\dot{X}_s(t) &= A_s X_s(t) + B_s u(t) + J_s y(t) - |J_s| E_k w_s - |D_s| E_k d_s, \\
\dot{X}_s(t) &= A_s X_s(t) + B_s u(t) + J_s y(t) + |J_s| E_k w_s + |D_s| E_k d_s, \\
\dot{Z}(t) &= C_s X_s(t) + Q y(t), \\
Z(0) &= \bar{x}_0,
\end{align*}
\]

(15)

where \(\bar{x}_0 \leq x_s(0) \leq \bar{x}_0\) for the known \(\bar{x}_0, \bar{x}_0\); the elements of the matrix \(|A|\) are absolute values of the corresponding elements of \(A; E_k = (1 1 \ldots 1)^T\).

**Theorem 1.** If \(C_s \geq 0\) and \(\bar{x}_0(0) \leq x_s(0) \leq \bar{x}_0(0)\), then for the interval observer (15), \(z(t) \leq z(t) \leq \bar{z}(t)\) holds.

**Proof of Theorem 1.** Using an approach similar to [2], we introduce the estimation errors

\[
\begin{align*}
\varepsilon_s(t) &= x_s(t) - \bar{x}_s(t), \\
\tau_s(t) &= \bar{x}_s(t) - \bar{x}_s(t), \\
\dot{\varepsilon}_s(t) &= \tau_s(t) - \bar{z}(t).
\end{align*}
\]

(16)

It follows from \(\bar{x}_s(0) \leq x_s(0) \leq \bar{x}_s(0)\) that \(\varepsilon_s(0) \geq 0\) and \(\tau_s(0) \geq 0\). Taking into account (14) and (15), one obtains:

\[
\begin{align*}
\dot{\varepsilon}_s(t) &= A_s \varepsilon_s(t) + J_s (C x(t) - y(t)) + D_s d(t) + |J_s| E_k w_s + |D_s| E_k d_s, \\
\dot{\tau}_s(t) &= A_s \tau_s(t) + J_s (C x(t) - y(t)) - D_s d(t) + |J_s| E_k w_s + |D_s| E_k d_s.
\end{align*}
\]

(17)

Note that in (17) \(\pm J_s (C x(t) - y(t)) + |J_s| E_k w_s \geq 0\) and \(\pm D_s d(t) + |D_s| E_k d_s \geq 0\) hold for all \(t \geq 0\), and the non-diagonal elements of the matrix \(A_s\) are non-negative. Solutions of this system under \(\varepsilon_s(0) \geq 0\) and \(\tau_s(0) \geq 0\) are non-negative element-wise; that is, \(\varepsilon_s(t) \geq 0\) and \(\tau_s(t) \geq 0\) for all \(t \geq 0\) [2]. This with (16) gives \(\varepsilon_s(t) \leq x_s(t) \leq \bar{x}_s(t)\). Since \(z(t) = C_s x_s(t) + Q y(t)\), it follows from (16)

\[
\begin{align*}
\varepsilon_s(t) &= C_s x_s(t) + Q y(t) - (C_s \bar{x}_s(t) + Q y(t)) = C_s \varepsilon_s(t), \\
\tau_s(t) &= C_s \bar{x}_s(t) + Q y(t) - (C_s x_s(t) + Q y(t)) = C_s \tau_s(t).
\end{align*}
\]

As a result, under \(\varepsilon_s(t) \geq 0, \tau_s(t) \geq 0, C_s \geq 0\), one obtains \(\varepsilon_s(t) \geq 0, \tau_s(t) \geq 0\), which is equivalent to \(\bar{z}(t) \leq z(t) \leq \bar{z}(t)\). \qed

To construct the interval observer that estimates the variable \(z(t) = M x(t)\), one has to find a minimum number of solutions of (13) with \(\lambda_1 < 0\), which form the matrix \(\Phi\) that satisfies condition (12); moreover, matrices \(J_s, B_s,\) and \(D_s\) need to be calculated.

**Remark 3.** To reduce the width of the interval \((\bar{z}(t), \bar{z}(t))\), one has to find the matrices \(\Phi\) and \(J_s\) from (7), which ensures \(D_s = 0\) or uses the robust solution in Section 7.
Remark 4. It can be seen that if $C_z \leq 0$, bounds should be calculated as

$$z(t) = C_z x(t) + Qy(t), \quad \bar{z}(t) = C_z x^*(t) + Qy(t).$$

The suggested approach to the interval estimation of the variable $z(t) = Mx(t)$ can be used for a similar estimation of the vector $x(t)$, as follows. Assume that the matrix $C$ is of maximal rank and

$$C = (C_0 \ 0), \quad y(t) = C_0 x^{(1)}(t) + w(t), \quad x = \begin{pmatrix} x^{(1)} \\ x^{(2)} \end{pmatrix},$$

$C_0$ is a nonsingular matrix. We introduce

$$y(t) = y(t) - E_i w_s, \quad \bar{y}(t) = y(t) + E_i w_s,$$

$$x^{(1)}(t) = C_0^{-1} y(t), \quad \bar{x}^{(1)}(t) = C_0^{-1} \bar{y}(t).$$

Then

$$\begin{align*}
x^{(1)}(t) &= x^{(1)}(t) - \bar{x}^{(1)}(t) = C_0^{-1} (y(t) - w(t)) - C_0^{-1} y(t) = C_0^{-1} (E_i w_s - w(t)), \\
\bar{x}^{(1)}(t) &= \bar{x}^{(1)}(t) - x^{(1)}(t) = C_0^{-1} \bar{y}(t) - C_0^{-1} (y(t) - w(t)) = C_0^{-1} (E_i w_s + w(t)).
\end{align*}$$

Assuming that $C_0^{-1} \geq 0$, one obtains from $E_i w_s \pm w(t) \geq 0$ that $x^{(1)}(t) \geq 0$ and $\bar{x}^{(1)}(t) \geq 0$; as a result, $x^{(1)}(t) \leq \bar{x}^{(1)}(t) \leq \bar{x}^{(1)}(t)$. Thus, the variable $x^{(1)}(t)$ under $C_0^{-1} \geq 0$ is estimated by (18); the variable $x^{(2)}(t)$ can be estimated by using an approach similar to the observer (15). Note that the disturbance $d(t)$ does not affect the estimation (18).

Remark 5. Condition $C_0^{-1} \geq 0$ is satisfied in practical important cases when components of the vector $x^{(1)}(t)$ are measured by sensors and $C_0 = C_0^{-1} = I_t$.

5. Sliding Mode Observer Design

Sliding mode observers (SMOs) provide a solution for the problem of state and fault estimation in dynamic systems. The design methods for such observers have been developed in various works, including [25–33] for different classes of systems and fault-tolerant control [34]. A distinguishing feature of these and similar papers is that when constructing SMOs, some limitations are imposed on the original system; for example, in references [26,35], and similar papers, the system should be a minimum phase and satisfy the matching condition. In [30], this condition is relaxed and only requires detectability. Moreover, SMOs are constructed based on the original system. As a result, sliding mode observers are of full order. The slightest conditions were obtained in [36] based on the reduced-order model of the original system with different sensitivities to faults and disturbances. Such a model in [36] is realized in the JCF.

The suggested approach below is a modification of what was presented in [36], and is based on the JCF. Assume that $w(t) = 0$. Since the JCF is stable, the additional requirements, including the minimum phase or detectability [26,30], are not imposed upon the original system in the suggested approach.

As noted in Section 2, by solving Equation (7), one can construct a minimal-dimension model that is insensitive to disturbances:

$$\begin{align*}
\dot{x}_s(t) &= A_s x_s(t) + B_s u(t) + J_s y(t) + F_s f(t), \\
y_s(t) &= C_s x_s(t),
\end{align*}$$

where $F_s = \Phi F$. Since one-dimensional subsystems in the JCF are independent of each other, the sliding mode observer is one-dimensional as well. One has to choose $\lambda_1 < 0$ and find a row $\Phi_1 = N_l D_0$ from (7) that satisfies the condition for sensitivity to the fault,
as well as \( \Phi_1 = R_sC \) for some matrix \( R_s \). Note that these conditions are equivalent to \( \text{rank}(CF) = \text{rank}(F) \) [26]. Matrix \( J_s \) can be determined using (7); finally, matrix \( B_s = \Phi_1B \) is calculated.

As a result, model (19) becomes

\[
\begin{align*}
x_\ast(t) &= \lambda_1 x_\ast(t) + B_s u(t) + f_s y(t) + F_s f(t), \\
y_\ast(t) &= x_\ast(t) = R_s y(t),
\end{align*}
\]

where \( x_\ast = \Phi_1 x \). The sliding mode observer is of the form

\[
\begin{align*}
\hat{x}_\ast(t) &= \lambda_1 \hat{x}_\ast(t) + B_s u(t) + f_s y(t) - k_1 v(t), \\
\hat{y}_\ast(t) &= \hat{x}_\ast(t),
\end{align*}
\]

where \( v(t) = \text{sign}(e(t)) \), \( e(t) = \hat{y}_\ast(t) - R_s y(t) \), \( k_1 > 0 \).

The estimation error \( e(t) \) is described by

\[
\dot{e}(t) = \lambda_1 e(t) - k_1 v(t) - F_s f(t).
\]

Since \( f(t) \) is the bounded function and \( \|v(t)\| = 1 \), then \( \|k_1 v(t) + F_s f(t)\| \leq g_0 \) for some \( g_0 > 0 \). It is known that \( e(t) \) is bounded as well and \( \|e(t)\| \leq \delta \) for some \( \delta > 0 \).

**Theorem 2.** The observer (21) estimates the function \( f(t) \) as

\[
\dot{d}(t) = -F_s^{-1}k_1 v_{eq}(t),
\]

where \( v_{eq}(t) \) is the so-called equivalent output injection signal representing the average behavior of the discontinuous function \( v(t) \). According to [26], we use as \( v_{eq}(t) \) the continuous approximation \( v_{eq}(t) = e(t) / (|e(t)| + \varepsilon) \), where \( \varepsilon \) is a small positive scalar.

**Proof of Theorem 2.** We can prove that by selecting a suitable observer gain \( k_1, \varepsilon = 0 \) in finite time and sliding motion are achieved. We consider the Lyapunov function \( V(t) = e^2(t) \) and find its derivative with respect to time, taking into account (22): \( V(t) = 2e(t)\dot{e}(t) = 2e(t)(\lambda_1 e(t) - k_1 v(t) - F_s f(t)) \). Since \( v = \text{sign}(e) \), then \( ek_1 v = k_1 |e| \) and

\[
\dot{V} \leq 2|e|(-k_1 + \lambda_1 \delta + f_s \|F_s\|).
\]

If \( k_1 > \lambda_1 \delta + f_s \|F_s\| \), then \( \dot{V} < 0 \), and the sliding motion is achieved, which is \( e = \dot{e} = 0 \) in finite time. Then it follows from (22) that the fault is estimated by (23). \( \square \)

When the measurement noise \( w(t) \neq 0 \), the main result remains the same, but the requirement for the coefficient \( k_1 \) becomes more rigorous. In this case, Equation (22) for the error \( e(t) \) is supplemented by \( J_s w(t) \):

\[
\dot{e}(t) = \lambda_1 e(t) - k_1 v(t) - F_s f(t) + J_s w(t).
\]

As a result, the additional term appears in the derivative of the function \( V \):

\[
\dot{V} \leq 2|e|(-k_1 + \lambda_1 \delta + f_s \|F_s\| + w_s \|J_s\|),
\]

and the formula for \( k_1 \) changes: \( k_1 > \lambda_1 \delta + f_s \|F_s\| + w_s \|J_s\| \). The existence of the measurement noise means that the estimation (23) becomes approximate:

\[
\dot{d}(t) \approx -F_s^{-1}k_1 v_{eq}(t).
\]
6. Nonlinear Systems

If the original system is nonlinear, the nonlinear term supplements the right-hand side of model (2)

\[ G_s \Psi_s(x_s, y_s, u) = \begin{pmatrix} \varphi_{i_1}(P_{s1,1}x_s + P_{s2,1}y_s, u) \\ \vdots \\ \varphi_{i_k}(P_{s1,k}x_s + P_{s2,k}y_s, u) \end{pmatrix}, \]

where \( P_{s1,1}, P_{s2,1}, \ldots, P_{s1,k}, P_{s2,k} \) are matrices to be determined, \( G_s = \Phi G; G_s \Psi_s \) is a function \( G_s \Psi \) in which the vector \( x \) is replaced by \( x_s \) and \( y \) according to \( P_{tx} = P_{s1,i}x_s + P_{s2,j}y, i = i_1, \ldots, i_k; \) the numbers \( i_1, \ldots, i_k \) are nonzero columns of the matrix \( G_s \).

The relations (3) are supplemented by

\[ \Phi G = G_s, \quad P_l = (P_{s1,l} P_{s2,l}) \begin{pmatrix} \Phi \\ C \end{pmatrix}, \quad i = i_1, \ldots, i_k. \quad (24) \]

The second one has a solution if and only if

\[ \text{rank} \begin{pmatrix} \Phi \\ C \end{pmatrix} = \text{rank} \begin{pmatrix} \Phi \\ P_l \end{pmatrix}, \quad i = i_1, \ldots, i_k. \quad (25) \]

To construct the nonlinear term, one finds from (7) the minimum number of the matrix \( \Phi \) rows with \( \lambda_s < 0; \) set \( G_s := \Phi G, \) calculate the product \( G_s \Psi(x, u) \), and check (25). If it is satisfied, find the matrices \( P_{s1,l} \) and \( P_{s2,l} \) and \( i = i_1, \ldots, i_k \) from (24). If (25) is not satisfied, find another solution of (7) with the former or incremented value \( k \). If (25) is not satisfied for all \( k \), the model insensitive to the disturbance does not exist. In this case, one may use a robust approach with minimal sensitivity to the disturbance; see [33] and Section 7.

The main problem in the nonlinear case involves the stability of the observer. Consider only the case where the nonlinear term does not affect stability, ensured by the JCF of the matrix \( A_s \). Introduce the error \( e_s(t) = \Phi x(t) - x_s(t) \). It follows from (1) and model (2) with the nonlinear term

\[ \dot{e}_s = A_s e_s + G_s \Psi(x, u) - G_s \Psi_s(x_s, y_s, u) \]

Since the function \( G \Psi(x, u) \) is satisfied the Lipschitz condition, then \( G_s \Psi_s(\Phi x, y, u) \) is satisfied in such a condition as well,

\[ \|G_s(\Phi x, y, u) - \Psi_s(x_s, y_s, u)\| \leq N_s \|e_s\|, \]

where \( N_s > 0. \) Since the matrix \( A_s \) is stable, symmetric positive definite matrices exist, \( L_s \) and \( W_s \), such that \( A_s^T L_s + L_s A_s = -W_s \). In [4], the Lyapunov function \( V(t) = e_s(t)^T L_s e_s(t) \) was considered, showing that \( V(t) < 0 \), which is that the observer is stable, if

\[ 2N_s \lambda_{\text{max}}(L_s) < \lambda_{\text{min}}(W_s), \quad (26) \]

where \( \lambda_{\text{max}}(L_s) \) and \( \lambda_{\text{min}}(W_s) \) are the maximal and minimal eigenvalues of matrices \( L_s \) and \( W_s \), respectively. Assume that condition (26) is satisfied; therefore, the stability of the observer is ensured by the JCF matrix \( A_s \).

The demand for stability is important for nonlinear diagnostic observers and virtual sensors. For sliding mode observers, the nonlinear term can be taken into account by using an approach similar to the measurement noise. The coefficient \( k_1 \) must satisfy the conditions

\[ k_1 > \lambda_1 \delta + f_s \|F_s\| + w_s \|J_s\| + \delta N_s, \]

where \( N_s \) represents the Lipschitz constant.
For the interval observer, in addition to the demand for stability, the function \( G \Psi_s(x_s, y, u) \) should exhibit monotonicity with respect to \( x \), uniformly for \( y \) and \( u \), in the sense of the relation “\( \leq \)”: 

\[
x_s \leq x'_s \Rightarrow G_s \Psi_s(x_s, y, u) \leq G_s \Psi_s(x'_s, y, u).
\]

This is necessary to prove \( e_s(t) \geq 0, \bar{e}_s(t) \geq 0 \) for all \( t \geq 0 \).

Since the variable \( y(t) \) is subject to measurement noise and appears in the nonlinear term, the right-hand sides of (15) should be supplemented by \( \pm k_s w_s \), where the coefficient \( k_s \) can be determined experimentally.

7. Robust Solution

If conditions (9) and (12) for virtual sensors and interval observers) are not satisfied, the model invariant with respect to the disturbance cannot be constructed, and one has to use robust methods. For the ICF, such a method is described in [33]. It involves minimizing the Frobenius norm \( \| \Phi L \|_F \), which described the contribution of the disturbance in the model, and is realized through the singular value decomposition of a matrix [33,37].

This approach cannot be used for the JCF since rows of the matrix \( \Phi \) determined by (13) are independent of each other. To solve the problems of robust diagnostics and sliding mode observer design, one needs to choose a certain \( \lambda_1 < 0 \) and find from (13) a row \( \Phi_1 = N_1 D_0 \) where condition \( \Phi_1 F \neq 0 \) of the sensitivity to the fault is satisfied. Then one has to find from (13) the minimum number of rows \( \Phi_i \) for which condition (9) is satisfied with \( \Phi_1 \). If different solutions of (13) are possible, a choice has to be made to minimize the norm \( \| \Phi D \|_F \). To construct virtual sensors and interval observers, the condition (12) should be satisfied for the minimum number of Equation (13) solutions.

As a result, it can be concluded that condition (7) of invariance with respect to the disturbance is simple; on the other hand, when condition (9) is not satisfied, one has to use more complex rules to minimize the contribution of the disturbance in the model. Moreover, the JCF restricts the possibility of such minimization. An analysis has shown that, in this case, the ICF is preferable, it enables minimizing the contribution of the disturbance more effectively. This is not true for the interval observer since the transformation of the ICF model, designed on the basis of the singular value decomposition into the JCF model, may increase the contribution of the disturbance.

8. Example

Consider the nonlinear control system

\[
\begin{align*}
\dot{x}_1 &= a_1 u_1 / \theta_1 - a_2 a_4 / \sqrt{x_1 - x_2}, \\
\dot{x}_2 &= a_3 u_2 / \theta_2 + a_2 a_4 / \sqrt{x_1 - x_2} - a_5 \sqrt{x_2 - x_3} + \rho, \\
\dot{x}_3 &= a_5 \sqrt{x_2 - x_3} - a_6 \sqrt{x_3 - \theta_7}, \\
y_1 &= x_2 + w_1, \quad y_2 = x_3 + w_2,
\end{align*}
\]

(27)

where \( a_4 = \theta_4 \sqrt{2 \theta_6 / \theta_1}, \ a_5 = \theta_5 \sqrt{2 \theta_6 / \theta_2}, \ a_6 = \theta_6 \sqrt{2 \theta_6 / \theta_3} \). Equation (27) represents the model of the well-known example of a three-tank system (Figure 1), where \( x_1, x_2, \) and \( x_3 \) correspond to the liquid levels in the tanks. The initial conditions are \( x_1(0) = 3, \ x_2(0) = 1, \) and \( x_3(0) = 0 \). It is assumed that areas of the cross-sections of tanks \( \theta_1, \theta_2, \) and \( \theta_3 \), areas of the cross-sections \( \theta_4, \theta_5, \) and \( \theta_6 \) of pipes, and the controls \( u_1 \) and \( u_2 \) are such that \( x_1(t) \geq x_2(t) \geq x_3(t) \geq 0 \) for all \( t \geq 0 \). This assumption is made to simplify model (27) since the main purpose of the example is to show how the JCF can be used to solve the interval observer design problems.
Figure 1. Three-tank system.

Clearly, model (27) is described by matrices, where $F = 0$. To overcome this difficulty, we can transform (27) by introducing formal addends $- (x_1 - x_2) + (x_1 - x_2), ((x_1 - x_2) - (x_2 - x_3)) - ((x_1 - x_2) - (x_2 - x_3))$, and $(x_2 - x_3) - (x_2 - x_3)$ in the first, second, and third equations, respectively. Then $-(x_1 - x_2)$ is added to the linear part and $(x_1 - x_2)$ to the nonlinear part; other addends are considered analogously. As a result, the system is described by matrices and nonlinearities as follows:

$$
A = \begin{pmatrix}
-1 & 1 & 0 \\
1 & -2 & 1 \\
0 & 1 & -2 \\
\end{pmatrix},
B = \begin{pmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
\end{pmatrix},
C = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix},
D = \begin{pmatrix}
0 \\
1 \\
0 \\
\end{pmatrix},
G = \begin{pmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & -1 & 1 \\
\end{pmatrix},
\Psi(x) = \begin{pmatrix}
-\sqrt{P_{11}x^2 + P_{11}} \\
-\sqrt{P_{22}x + P_{22}} \\
-\sqrt{P_{33}x + P_{33}} \\
\end{pmatrix},
P_1 = (1 - 1 0),
P_2 = (0 1 -1),
P_3 = (0 0 1).
$$

Calculate interval estimates for $x(t)$.

It follows from Section 4 that $x^{(1)} = (x_2, x_3)^T, x^{(2)} = x_1$. Since $C_0 = I_2$, we obtain

$$(\mathcal{F}_2(t) = y_1(t) - w_{x_1}(t), \quad \mathcal{F}_2(t) = y_1(t) + w_{x_1}(t),
\mathcal{F}_3(t) = y_2(t) - w_{x_2}(t), \quad \mathcal{F}_3(t) = y_2(t) + w_{x_2}(t).$$

To estimate $z(t) = x_1(t)$, set $M := (1 0 0), D_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$. Equation (7) becomes

$$(N_l - J_{x_1}) \begin{pmatrix}
-1 - \lambda & 1 & 0 \\
0 & 1 & -2 - \lambda \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix} = 0.$$

Set $\lambda := -1$ and obtain $k = 1$ and $N = J_{x_1} = (1 0)$; as a result, $\Phi = (1 0 0), B_s = (1 0), D_s = 0, C_s = 1, Q = 0, G_s = (1 0 0)$. Clearly, the condition (25) is satisfied, and $P_{x_1} = (1 - 1 0)$. Model (14) is of the form

$$
\begin{align*}
\dot{x}_s(t) &= u_1(t) - \sqrt{x_1(t) - y_1(t)}, \\
z(t) &= x_s(t).
\end{align*}
$$

Clearly, the model is stable; the function $\sqrt{\cdot}$ is monotonic. The interval observer estimating the variable $x_1(t)$ is given by

$$
\begin{align*}
\bar{x}_1(t) &= u_1(t) - \sqrt{\bar{x}_1(t) - y_1(t)} - k_s w_{s_1}(t), \\
\underline{x}_1(t) &= u_1(t) - \sqrt{\underline{x}_1(t) - y_1(t)} + k_s w_{s_1}(t).
\end{align*}
$$

Note that the approach suggested in [2] gives the observer of dimension 6, and its estimates contain the disturbance $\rho(t)$, which is absent in our approach.

For the simulation, assume for simplicity that $a_1 = a_2 = \ldots = a_6 = 1, \theta_1 = 0, |\rho| \leq \rho_*, |w_1| \leq \bar{w}_{s_1}, |w_2| \leq \bar{w}_{s_2}$. Then take $u_1(t) = 0.5$ and $u_2(t) = 0.2$, $x_1(0) = 3, \bar{x}_1(0) = 1, \underline{x}_1(0) = 4$. The simulation results with $D[\rho] = 0.6, D[w_1] = 0.1, k_s w_{s_1} = 0.3$ and $\rho = 0,$
$D[w_1] = 0.2, k_w w_{+1} = 0.6$ are shown in Figures 2 and 3, respectively, where the graphs of the functions $x_1(t)$, $\bar{x}_1(t)$, and $\bar{x}_1(t)$ are presented. Clearly, the product $k_w w_{+1}$ is greater, and the interval $\bar{x}_1(t), \bar{x}_1(t)$ is wider. Moreover, the value of the disturbance $\rho$ does not affect the interval width; this confirms that the model is decoupled from the disturbance.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Graphs of the functions $x_1(t)$, $\bar{x}_1(t)$, and $\bar{x}_1(t)$ with $k_w w_{+1} = 0.3$ and $D[\rho] = 0.6$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Graphs of the functions $x_1(t)$, $\bar{x}_1(t)$, and $\bar{x}_1(t)$ with $k_w w_{+1} = 0.6$ and $\rho = 0$.}
\end{figure}

9. Discussion

The problems of designing diagnostic observers, virtual sensors, interval observers, and sliding mode observers based on the Jordan canonical form have been addressed and resolved. The methods for solving these problems have been developed for both linear and nonlinear systems, taking into account external disturbances and measurement noise. The
observers are based on the reduced-order model of the original system; they are invariant with respect to the disturbance or have minimal sensitivity to the disturbance. It was shown that when the invariance, with respect to the disturbance, can be achieved, the JCF allows reducing the dimensions of observers and virtual sensors, making the design procedure simpler when compared with the ICF. On the other hand, when the invariance, with respect to the disturbance, is impossible, and a robust solution is used, the JCF has to use more complex rules to minimize the impact of the disturbance in the model. Moreover, the JCF restricts the possibility of this minimization. An analysis has shown that, in this case, ICF is preferable; it enables minimizing the contribution of the disturbance more effectively. This is not true for the interval observer since the transformation of the ICF model, designed on the basis of the singular value decomposition into the JCF model, may increase the contribution of the disturbance. Theoretical results are illustrated through the well-known tree-tank system. Future work will investigate the JCF stability in the system with external disturbance.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICF</td>
<td>identification canonical form</td>
</tr>
<tr>
<td>JCF</td>
<td>Jordan canonical form</td>
</tr>
<tr>
<td>SMO</td>
<td>sliding mode observers</td>
</tr>
</tbody>
</table>
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