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Electron Energy-Loss Spectroscopy Method for Thin-Film Thickness Calculations with a Low Incident Energy Electron Beam
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Abstract: In this study, the thickness of a thin film (t) at a low primary electron energy of less than or equal to 10 keV was calculated using electron energy-loss spectroscopy. This method uses the ratio of the intensity of the transmitted background spectrum to the intensity of the transmission electrons with zero-loss energy (elastic) in the presence of an accurate average inelastic free path length (λ). The Monte Carlo model was used to simulate the interaction between the electron beam and the tested thin films. The total background of the transmitted electrons is considered to be the electron transmitting the film with an energy above 50 eV to eliminate the effect of the secondary electrons. The method was used at low primary electron energy to measure the thickness (t) of C, Si, Cr, Cu, Ag, and Au films below 12 nm. For the C and Si films, the accuracy of the thickness calculation increased as the energy of the primary electrons and thickness of the film increased. However, for heavy elements, the accuracy of the film thickness calculations increased as the primary electron energy increased and the film thickness decreased. High accuracy (with 2% uncertainty) in the measurement of C and Si thin films was observed at large thicknesses and 10 keV, where \( \frac{t}{\lambda} \approx 1 \). However, in the case of heavy-element films, the highest accuracy (with an uncertainty below 8%) was found for thin thicknesses and 10 keV, where \( \frac{t}{\lambda} \leq 0.29 \). The present results show that an accurate film thickness measurement can be obtained at primary electron energy equal to or less than 10 keV and a ratio of \( \frac{t}{\lambda} \leq 2 \). This method demonstrates the potential of low-loss electron energy-loss spectroscopy in transmission electron microscopy as a fast and straightforward method for determining the thin-film thickness of the material under investigation at low primary electron energies.
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1. Introduction

Accurate wafer-thickness measurements are essential to ensure the quality of semiconductor devices [1,2]. This requires non-destructive analysis methods. Conventional techniques such as profilometry and ellipsometry have limitations in terms of resolution,
sensitivity, and sample preparation requirements [3]. Electron Probe Microanalysis (EPMA) is a non-destructive method for collecting characteristic X-rays from a monolayer thin film deposited on a bulk substrate after bombarding it with a fixed energetic electron beam [4–7]. Different relative intensities of the film and substrate were generated by varying the film thickness. These characteristic X-ray intensities from the film and substrate were compared with those from the bulk standards, defining a quantity called the k-ratio. This method assumes that a sample has a well-known and homogenous chemical composition.

Electron energy-loss spectroscopy (EELS) is widely and effectively used to measure the sample thickness [8–12] at high primary electron energies. EELS is an analysis of the energy distribution of a monoenergetic electron beam passing through the thin film of a material [8]. It is well known that the shape of the background in electron energy spectra varies according to the atomic number, making it a valuable tool for material characterization [13]. The energy resolution is usually 1 eV, but if a monochromatic electron beam is used, it can reach 0.1 eV [14]. This can be achieved if the incident electron beam energy is sufficiently high, and the sample is sufficiently thin. Consequently, most of the incident electrons passed through the sample after interacting with the sample atoms and lost some of their energy. Different materials and different material structures absorb different amounts of energy. Therefore, the spectrometer can analyze the energy spectrum generated by the transmission electron and obtain both identification and structural information about the samples.

In general, to apply the EELS technique, the thickness should be less than the mean free path for inelastic scattering if quantification is attempted [15]. Furthermore, the approach commonly used in transmission electron microscopy (TEM) may not work at such low primary beam voltages [16]. This is because the method used requires a low level of multiple scattering, which is indicated by the presence of secondary electrons.

The study of surface thin films and the determination of thickness using overlayer techniques are widely used in Auger Electron Spectroscopy (AES) and X-ray Photoelectron Spectroscopy (XPS) [17]. For example, in Energy Dispersive X-ray Spectroscopy (EDS) analysis, the thickness is used to determine whether absorption and/or fluorescence corrections are required and, if so, the magnitude of the corrections. The specimen thickness can provide an estimate of the beam broadening to determine the spatial resolution of X-ray analysis [15].

EELS can also provide an approximate value of the sample thickness (t) for both the crystalline and amorphous specimens by simply integrating the EELS spectra [18,19]. The log-ratio method of the specimen thickness (t) to the mean free path (λ) for inelastic scattering of the material is given by the following [15]:

\[
\frac{t}{\lambda} = \ln \frac{I_t}{I_e}
\]  

(1)

where \(I_t\) is the integrated intensity of the zero-loss energy peak (elastic peak) and \(I_e\) is the total integrated intensity of the spectrum background. To obtain an accurate measurement of film thickness, the inelastic mean free path (λ) must be known. Hence, Equation (1) can be directly used to measure the sample thickness, as follows:

\[
t = \lambda \times \ln \frac{I_t}{I_e}
\]  

(2)

Equation (2) is independent of the collection angle. To obtain accurate experimental results from Equation (2), the spectrum should be collected for all scattering angles [18]. Leapman et al. [18] reported that Equation (1) is used for high primary energies and is valid up to a thickness (t) five times the inelastic mean free path. Malis et al. [15] and Joy et al. [19] also reported that Equation (1) should be used at high energies, a wide collection angle, and a ratio of \(t/\lambda\) ~ 4 to obtain accurate film thickness measurements. Several studies
have demonstrated the validity of Equation (2) at high electron beam energies in the tens of keV range [15,18–20].

Malis et al. [15] also used Equation (1) to measure \( \lambda \). They reported that the precision of their data was between 10 and 20\% for primary electron energies above 100 keV. However, Jaber et al. [21] also used Equation (1) to measure \( \lambda \) at primary electron energies below 5 keV and the total integrated intensity of the spectrum background above 50 eV. The uncertainty of the results was approximately 5\% of the experimental data obtained by Tanuma et al. [22].

From the above discussion, the present study has used Equation (2) to theoretically measure the thin-film thickness of C, Si (as light material), Cr, Cu, Ag, and Au (as heavy materials) between 2 and 12 nm at normal incidence electrons with low energies of 1, 3, 5, 7.5, and 10 keV. The challenge of the present study was to use the log-ratio method (Equation (2)) at primary electron energy is equal to or less than 10 keV, and to calculate the thin-film thickness with high accuracy at different ratios of \( t/\lambda \) [15,18]. The Monte Carlo computational method [23] was used to simulate the transmitted electron energy spectra of freestanding films. The inelastic mean free path length (\( \lambda \)) values were obtained from the input data of the Geant-4 Monte Carlo model [23]. The model calculates \( \lambda \) using Ashely’s approach [20]. The uncertainty in the inelastic mean free path length was less than 5\% for light elements and increased for heavy elements [24].

2. Monte Carlo Simulations

When the electron beam passes through a thin-film sample, the electrons are subject to various interactions, including elastic and inelastic scattering. Monte Carlo (MC) simulation is a powerful method for modeling the behavior of particles in various physical systems, including electron–solid interactions [21–23,25,26]. Some software packages have been specifically developed for this purpose, such as Geant4 [27] and Monte Carlo N-Particle Transport Codes (MCNP) [28]. These packages provide libraries and tools for defining complex material geometries, specifying interaction physics, and performing detailed particle transport and interaction simulations.

The present study used the Geant4 Monte Carlo program developed by Kieft and Bosch [23,27]. The program calculates elastic scattering using Mott cross-section data [29,30]. The program also uses discrete inelastic losses of inelastic scattering [31], where each energy loss is used to produce secondary electrons (SE) with the same energy as that lost by the original electron (usually primary electrons (PE)) and possibly by other secondary electrons (SE). The inelastic loss was determined from dielectric function data [31]. Consequently, the MC model does not include losses caused by surface plasmons. All electrons transmitted from the film were used to obtain the transmitted electron spectrum. These include the secondary electrons, Auger peaks, plasmon peaks, and elastic (zero-loss energy) peaks [32,33]. Secondary electrons are excited electrons whose energy is defined as less than 50 eV in all of the excited electrons produced from the constituent atoms of a sample by inelastic scattering of the incident electrons (primary electrons) in the sample [32–34]. The escape depth of secondary electrons from the sample was as small as 5–10 nm for most metals. Auger electrons are the result of the excitation of core-level electrons [32,33]. The vacancy is filled by a higher-energy electron in the outer shell, and the excess energy can be used to eject another electron, the Auger electron. Auger electrons help to identify elements in complex materials that have many peaks in the collected electron spectrum. In addition, the inelastic scattering of electrons in the outer shell is visible as plasmon peak(s) in the EELS spectral range of 2–50 eV, which is close to the zero-loss energy peak (elastic peak) [32,33]. The zero-loss energy peak (elastic peak) is that performed by the incident electrons which are scattered elastically by the atomic nucleus and transmitted from the sample without energy loss [32,33].
3. Results and Discussions

Figures 1 and 2 show the energy loss spectra of Si and Au with different thicknesses, respectively, at different primary electron energies (1, 5, and 10 keV). The zero-loss energy peak clearly has a maximum value at a 2 nm film thickness and decreases with increasing thickness. As the thickness increases, the probability of plural scattering becomes more significant, causing the spectral shape to deviate from the single scattering distribution and the intensity of the zero-loss energy peak to become smaller [18]. Furthermore, the peak increases as the primary electron energy increases (i.e., 10 keV). This behavior was due to the increased mean free path length of the primary electrons. In addition, primary electrons with higher energies inside a low-atomic-number material (e.g., C and Si) are subject to less inelastic scattering [32,33]. Consequently, the volume of the primary electron–thin film interaction within the sample decreases as the energy increases or the thickness decreases. This allowed most of the primary electrons to be transmitted from the film at high energies (e.g., 10 keV). The intensity of the zero-loss energy peak decreased as the film thickness increased. This is to be expected, as thicker films (in terms of primary electron energy (e.g., $t = 10$ nm at 3 keV)) cause primary electrons to lose energy owing to more inelastic scattering with film atoms. This results in an increase in the number of electrons in the transmitted electron background spectrum with an energy lower than the primary energy. This is illustrated in Figure 1B,C, where the plasmon electron peak increases with the film thickness. The plasmon peak was superimposed on the transmitted electron background spectrum.
Figure 1. The energy-loss spectrum of different Si thin-film thicknesses at different primary electron energies: (A) 1 keV, (B) 5 keV, and (C) 10 keV.
Figure 2. The energy-loss spectrum of different Au thin-film thicknesses at different primary electron energies: (A) 1 keV, (B) 5 keV, and (C) 10 keV.

Equation (2) was used to calculate the thicknesses of the C, Si, Cr, Cu, Ag, and Au films. To ensure that the total transmitted electron intensity \( I_t \) is due to the primary electron, in the present work, the effect of the secondary electrons on the results is minimized by collecting the transmitted electrons with energies greater than 50 eV. This is because of the nature of the secondary electrons, which have no general tendency toward the energy of the incident electrons [32,33,34].

Tables 1–6 show the calculated thin-film thicknesses of C, Si, Cr, Cu, Ag, and Au, respectively. The missing data in the tables are due to the number of zero-loss energy electrons \( I_e \), which is considered to be zero compared with the large number of electrons in the transmitted electron background \( I_t \). In general, the accuracy of the calculated \( t_c \) increased with an increase in the primary electron energy. The results show that the \( t_c/\lambda \) ratio decreases as the primary electron energy increases and the percentage error decreases. The lowest percentage error was found for light elements (C and Si) at 10 keV primary electron energy and a large sample thickness, where \( t_c/\lambda \approx 1 \). However, the highest percentage error of approximately 22% was found for Au at 3 keV and a large sample thickness, where \( t_c/\lambda \approx 4.5 \).

Table 1. The calculated C thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t_c )</td>
<td>( \pm \Delta t_c )</td>
<td>( t_c )</td>
<td>( \pm \Delta t_c )</td>
<td>( t_c )</td>
</tr>
<tr>
<td>2.00</td>
<td>2.10</td>
<td>0.050</td>
<td>2.04</td>
<td>0.020</td>
<td>2.03</td>
</tr>
<tr>
<td>4.00</td>
<td>4.24</td>
<td>0.060</td>
<td>4.08</td>
<td>0.020</td>
<td>4.07</td>
</tr>
<tr>
<td>6.00</td>
<td>6.38</td>
<td>0.063</td>
<td>6.13</td>
<td>0.022</td>
<td>6.08</td>
</tr>
<tr>
<td>8.00</td>
<td>8.44</td>
<td>0.055</td>
<td>8.19</td>
<td>0.024</td>
<td>8.11</td>
</tr>
<tr>
<td>10.00</td>
<td>10.77</td>
<td>0.077</td>
<td>10.29</td>
<td>0.029</td>
<td>10.19</td>
</tr>
<tr>
<td>12.00</td>
<td>-</td>
<td>-</td>
<td>12.39</td>
<td>0.033</td>
<td>12.24</td>
</tr>
</tbody>
</table>

Table 2. The calculated Si thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t_c )</td>
<td>( \pm \Delta t_c )</td>
<td>( t_c )</td>
<td>( \pm \Delta t_c )</td>
<td>( t_c )</td>
</tr>
<tr>
<td>2.00</td>
<td>2.11</td>
<td>0.055</td>
<td>2.06</td>
<td>0.030</td>
<td>2.05</td>
</tr>
<tr>
<td>4.00</td>
<td>4.31</td>
<td>0.078</td>
<td>4.10</td>
<td>0.025</td>
<td>4.06</td>
</tr>
<tr>
<td>6.00</td>
<td>6.51</td>
<td>0.085</td>
<td>6.20</td>
<td>0.033</td>
<td>6.13</td>
</tr>
</tbody>
</table>
Table 3. The calculated Cr thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
</tr>
</tbody>
</table>
| 2.00   | 2.28  | 0.140 | 2.15  | 0.075   | 2.07   | 0.035 | 2.08  | 0.040 | 2.07  | 0.035 
| 4.00   | 4.63  | 0.158 | 4.30  | 0.075   | 4.10   | 0.025 | 4.16  | 0.040 | 4.13  | 0.033 
| 6.00   | 6.92  | 0.153 | 6.57  | 0.095   | 6.25   | 0.042 | 6.24  | 0.040 | 6.24  | 0.040 
| 8.00   | -     | -     | 8.87  | 0.109   | 8.39   | 0.049 | 8.40  | 0.050 | 8.34  | 0.043 
| 10.00  | -     | -     | 11.2  | 0.120   | 10.62  | 0.062 | 10.50 | 0.050 | 10.50 | 0.050 
| 12.00  | -     | -     | 13.5  | 0.125   | 12.90  | 0.075 | 12.70 | 0.070 | 12.60 | 0.050 

Table 4. The calculated Cu thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
</tr>
</tbody>
</table>
| 2.00   | 2.32  | 0.160 | 2.20  | 0.100   | 2.15   | 0.075 | 2.08  | 0.040 | 2.10  | 0.050 
| 4.00   | 4.66  | 0.165 | 4.47  | 0.118   | 4.27   | 0.068 | 4.19  | 0.048 | 4.21  | 0.053 
| 6.00   | 6.87  | 0.145 | 6.80  | 0.133   | 6.49   | 0.082 | 6.35  | 0.060 | 6.34  | 0.057 
| 8.00   | -     | -     | 9.20  | 0.150   | 8.75   | 0.094 | 8.52  | 0.065 | 8.46  | 0.058 
| 10.00  | -     | -     | 11.59 | 0.159   | 11.05  | 0.105 | 10.71 | 0.071 | 10.59 | 0.059 
| 12.00  | -     | -     | 14.2  | 0.183   | 13.4   | 0.116 | 12.93 | 0.078 | 12.82 | 0.068 

Table 5. The calculated Ag thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
</tr>
</tbody>
</table>
| 2.00   | 2.30  | 0.150 | 2.17  | 0.085   | 2.14   | 0.070 | 2.12  | 0.060 | 2.11  | 0.055 
| 4.00   | 4.48  | 0.120 | 4.41  | 0.104   | 4.30   | 0.075 | 4.23  | 0.058 | 4.21  | 0.053 
| 6.00   | -     | -     | 6.71  | 0.118   | 6.49   | 0.082 | 6.40  | 0.067 | 6.30  | 0.050 
| 8.00   | -     | -     | 9.04  | 0.130   | 8.74   | 0.093 | 8.57  | 0.071 | 8.39  | 0.049 
| 10.00  | -     | -     | 11.35 | 0.135   | 11.04  | 0.104 | 10.84 | 0.084 | 10.54 | 0.054 
| 12.00  | -     | -     | 13.79 | 0.149   | 13.38  | 0.115 | 13.05 | 0.088 | 12.74 | 0.062 

Table 6. The calculated Au thin-film thickness in nm as a function of primary electron energy (keV) using Equation (2).

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>1 keV</th>
<th>3 keV</th>
<th>5 keV</th>
<th>7.5 keV</th>
<th>10 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
<td>t_c</td>
<td>±Δ t_c</td>
</tr>
</tbody>
</table>
| 2.00   | 2.36  | 0.180 | 2.26  | 0.130   | 2.18   | 0.090 | 2.17  | 0.085 | 2.15  | 0.075 
| 4.00   | 4.71  | 0.178 | 4.62  | 0.155   | 4.41   | 0.103 | 4.38  | 0.095 | 4.33  | 0.083 
| 6.00   | -     | -     | 7.10  | 0.183   | 6.75   | 0.125 | 6.68  | 0.113 | 6.54  | 0.090 
| 8.00   | -     | -     | 9.57  | 0.196   | 9.09   | 0.136 | 8.99  | 0.124 | 8.81  | 0.101 
| 10.00  | -     | -     | 12.22 | 0.222   | 11.55  | 0.155 | 11.39 | 0.139 | 11.16 | 0.116 
| 12.00  | -     | -     | 14.60 | 0.217   | 14.01  | 0.168 | 13.81 | 0.151 | 13.44 | 0.120 

Technologies 2024, 12, 87
To understand the results for the light elements, the calculation for the Si thin film was investigated (Table 2 and Figure 3). The percentage error in $t_c$ is approximately 5% at 1 keV for a thickness of 2 nm and increases to 10% for a film thickness of 12 nm. By investigating the ratio $t/\lambda$, it can be observed that the ratio increases with increasing film thickness. $t/\lambda = 1.06$ to 6.39 for 2 nm and 12 nm, respectively. The latter is inconsistent with the assumption introduced in the literature [15,18] that $t/\lambda$ should not be greater than 5. This is reflected in the percentage error of $t_c$, which was approximately 10%. This can be explained by the fact that the primary electron range is small; therefore, most of the electron–solid interaction volume is covered by the sample [13,35]. This implies that the primary electrons are subjected to more inelastic scattering events. Therefore, the number (intensity) of transmitted electrons of the zero-loss energy is considered to be small compared to the total number of electrons transmitted. Therefore, the percentage error increases to approximately 10%. However, at a thickness of 2 nm, the percentage error is 5%. This is because of the interaction volume of the primary electrons and the sample atoms that are not covered by the sample. Therefore, more electrons can transmit through the sample without energy loss after low elastic scattering events. At 10 keV, the inelastic mean free path length is 12.39 nm, which is larger than the tested Si thickness (12 nm). This was reflected in the calculated thickness ($t_c$), with a percentage error of less than 3% at a thickness of 2 nm, where $t/\lambda < 1$. For primary electron energies of 3, 5, and 7.5 keV, where $\lambda = 4.58$ nm, 6.97 nm, and 9.81 nm, respectively, the calculated $t_c$ had a maximum percentage error of 5%. In general, the percentage error decreases as the $t/\lambda$ ratio increases. These results show that the thin-film calculation using Equation (2) for light elements can be conducted by low-energy primary electrons with a low percentage error below 5% for primary electrons above 1 keV.
Figure 3. The calculated C thin-film thickness versus the accepted thickness value in (nm) at different primary electron energies (A) 1 keV, (B) 3 keV, (C) 5 keV, (D) 7.5 keV, and (E) 10 keV.

For the heavy elements, the film thicknesses obtained from the Cr, Cu, Ag, and Au samples are shown in Tables 3–6, respectively. The maximum percentage error was found for Au film thicknesses greater than 6 nm at 3 keV (Table 6 and Figure 4B). This can be explained by the increase in the number of inelastic scattering events that the primary electron could experience before being transmitted. As the primary electron energy increases, the number of inelastic scattering events decreases, and the number of elastic scattering events increases. Therefore, the number (intensity) of electrons with zero loss energy increases. In general, the percentage error of the calculated film thickness decreases as the primary electron energy increases and the film thickness decreases. For Au, which is considered as a heavy element, as shown in Table 6 and Figure 4, the lower percentage error (around 8%) was found at a 2 nm film thickness and 10 keV, where $\lambda = 6.86 \text{ nm}$ and $\frac{t_{c}}{\lambda} < 0.29$. As the thin-film $t$ increases, the percentage error increases as the ratio of $t/\lambda$ increases. This observation is contrary to that observed for Si. The influence of the elastic peak increased with heavy elements (e.g., Au). This keeps the primary electrons close to the bombarded surface. Therefore, a few electrons with zero-loss energy were transmitted from the sample, and more primary electrons became part of the spectrum background. As a result, the ratio of transmitted to background electrons decreases. This was reflected in the accuracy of the film thickness measurements at $t \geq \lambda$. It is known that the measured
data for the inelastic mean free path length of Au at high energies are overestimated by more than 10% [22,35]. Therefore, the use of the $\lambda$ values of Au presented in Equation (2) reflects the film thickness calculation. The percentage error in the film thickness calculation at high primary electron energies (e.g., 10 keV and $t > 8$ nm) was approximately 10%.

The present results show that an accurate thin-film thickness measurement can be conducted using the log-ratio method (Equation (2), with a percentage error below 5% at low primary electron energies as for light elements. The difference between the present study’s data and those published by Malis et al. [15], Joy et al. [19], and Leapman et al. [18] is due to the narrower collection angle of the transmitted electrons and the low accuracy of the inelastic mean free path length used in their calculations. The uncertainty in the inelastic mean free path length has been reported to be approximately 30% [15,18,24]. For example, the percentage error in the results of a study by Malis et al. [15] was reported to be approximately 20% in the range of primary energy between 20–120 keV and for thick samples with thicknesses greater than 80 nm. In addition, the influence of elastic scattering on the intensity of zero-loss energy peaks causes the traversed path length to exceed that of a straight-line path [23]. Therefore, to increase the accuracy of the film thickness measurement, a wide collection angle should be set up to collect all transmitted electrons experimentally. In addition, an accurate inelastic mean free path length should be used.
4. Conclusions

EELS is a direct and powerful analytical technique for measuring sample thickness at high primary electron energies [15,18,24]. In this study, the log-ratio method proposed by Joy et al. [19] was used to calculate the thin-film thickness at low primary electron energies. To obtain accurate film thickness measurements, the inelastic mean free path, λ, must be known. Transmitted electron spectra from thin films (2, 4, 6, 8, 10, and 12 nm) were simulated for C, Si, Cr, Cu, Ag, and Au at primary beam energies equal to or less than 10 keV. The total transmitted electron background is considered to be the electrons that have transmitted the film with energy above 50 eV to eliminate the effect of the secondary electrons. High accuracy in thin-film calculations was found in the present study. For light elements (C and Si), the high accuracy in the calculation of thin films was found at 10 keV and a large sample thickness, where \( \frac{t}{\lambda} \approx 1 \). The percentage error was less than 5%. However, the maximum percentage error of 10% was found at 1 keV and large sample thickness and \( \frac{t}{\lambda} \approx 4.5 \). For the heavy element (Cr, Cu, Ag, and Au) films, the highest accuracy (with a percentage error of approximately 8%) was found at high primary electron energies and thin-film thickness, where \( \frac{t}{\lambda} \) is less than or equal to 2.

The current findings indicate that the EELS method can provide precise film thickness measurements at low primary electron energies as at high energies, as long as the ratio of \( t/\lambda \) is equal to or less than 2.

Further experimental work is required to evaluate the use of the EELS method presented in this study. The study of photon absorption in single and double layers can be used in the future to evaluate the present findings.
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