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Abstract: Heterogeneous Vehicular Network (HetVNET) is a highly dynamic type of network that
changes very quickly. Regarding this feature of HetVNETs and the emerging notion of network slicing
in 5G technology, we propose a hybrid intelligent Software-Defined Network (SDN) and Network
Functions Virtualization (NFV) based architecture. In this paper, we apply Conditional Generative
Adpversarial Network (CGAN) to augment the information of successful network scenarios that are
related to network congestion and dynamicity. The results show that the proposed CGAN can be
trained in order to generate valuable data. The generated data are similar to the real data and they
can be used in blueprints of HetVNET slices.
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1. Introduction

The vision of having a central, robust, and intelligent network management can be
achieved by taking advantages of learning algorithms in the control layer of Software-
Defined Network (SDN). The network virtualization concept is about separating services
and infrastructures in order to achieve the provision and development of smooth service by
using virtualized network software functions [1]. In the Network Functions Virtualization
(NFV) framework, a group of functions and infrastructures (e.g., hardware resources) is
formed with the aim of solving network challenges and providing services to cope with
critical network situations [2].

The integration of SDN and NFV into an exclusive architecture is an opportunity to
take advantage of SDN features, such as having a programmable, intelligent, and dynamic
network controller and manager, along with providing efficient response to highly dynamic
service demands, such as ultra-low latency, reliability, and more. Gomes et al. [3] proposed
an architecture in this matter by combining SDN and network virtualization. In the pro-
posed architecture, Internet Service Providers (ISPs) could tune resource allocation among
different Virtual Software Defined Networks (VSDN) that are based on user’s demands.

Moreover, with the introduction of fifth Generation (5G) and beyond of mobile systems,
it is expected that 5G will support various service requirements [4]. Indeed, with the
widespread growth of mobile users and the emerging Internet of Things (IoT) in the near
future, 5G is a promising way to connect massive smart devices in various IoT applications
with diverse user expectations for quality of service. The 5G resources should be efficiently
allocated in order to meet these expectations. On this point, the sharing of physical network
resources with several virtual network slices that were isolated from each other was recently
proposed as an approach to boosting 5G against various quality of service demands [4-7].

Regarding the network traffic states, which are defined as safe, warning, and con-
gested in [8]; in the literature, the proposed methods of network congestion recognition
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are mainly based on the computation of the available and the needed resources. For ex-
ample, the authors in [9-11] considered the Channel Busy Ratio (CBR) to find congestion
in vehicular networks using the European Telecommunications Standards Institute (ETSI)
standardization. Finding an optimal value for CBR that prevents communication channel
from under-utilization is a serious challenge in these works. Whenever the amount of
required network resources is higher than the amount of available resources, the network
management system could find out that the smooth data flow may disappear and conges-
tion could even occur. In highly dynamic network systems, like Heterogeneous Vehicular
Networks (HetVNETs), the network’s topology, the number of users, the type of required
services, and the amount of required resources are changing quickly and dynamically.
Therefore, following constant and predefined policies for the current situation is not a
promising way to provide reliable services. Because network conditions could change
rapidly, applying prior generated policies and solutions is not applicable to network prob-
lems. In the light of this issue, it is worth giving dynamicity to the proposed solutions.
In other words, if we have a very dynamic network, like HetVNET, then it may be a novel
idea to propose a method that can provide network resources and requirements quickly
and dynamically based on network templates. These templates can be used to dynamically
create the HetVINET slices. Integrating Artificial Intelligence (AI) with SDN based architec-
ture is a promising potential solution to the challenges of the dynamicity of heterogeneous
networks [12]. To the best of our knowledge, in the current scientific works that are related
to vehicular networks, there is a lack of an intelligent SDN-NFV based architecture that
could provide network templates in HetVNET environment using computing power of fog
objects. Indeed, the use of fog devices to implement intelligent methods (in the heart of
SDN and NFV technologies) to ensure smooth data flow in vehicular networks is an open
problem that needs to be addressed by both academic and industrial researchers [13,14].

With regard to the above-mentioned open problems and considering the role of
5G in building IoT use cases and the advantages of using SDN and NFV technologies,
the following challenging research question that is related to the HetVNET environment
may arise.

*  When considering the advantages of SDN and NFV concepts and the notion of
network slicing, how can we design an architecture that provides reliable information
to create HetVNET slices?

On the basis of the research question and the direct relation between the congestion
problem and the resource allocation problem, we propose a novel method that is based
on Deep Learning and network slicing technique with the aim of avoiding congestion
in HetVNET. Therefore, considering network congestion problem in a high dynamic
network environment, like HetVNET, taking advantage of global network view of the
SDN, and using information from past successful network experiences, can help us to
create an intelligent SDN architecture. In this paper, we apply the Conditional Generative
Adversarial Network (CGAN) to:

e augment the data used in creating network slices in HetVNET; and
¢ additionally, propose a centralized SDN based architecture with the aim of enhancing
flexibility and adaptability of the HetVNET.

CGAN is widely used for text, image, and video generation and prediction works.
We will show how the proposed CGAN helps us to intelligently and reliably generate
valuable information in order to create network slices with the aim of avoiding congestion
in HetVNET. It is the first time that CGAN has been applied in this context to the best of
our knowledge.

2. Related Work

Network slicing has been recently considered in a number of research works, par-
ticularly for vehicular networks. In [15]; the authors gave priority to the safety data.
A queuing method was used to categorize the traffic data based on the priority. Fur-
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thermore, they applied deep neural network methods for resource allocation in VANET.
However, the structure of data set in terms of features, size, and output classes was not
clearly explained. Based on the results, Long Short-Term Memory (LSTM) performs bet-
ter than both Convolutional Neural Network (CNN) and Deep Neural Network (DNN).
Unfortunately, the time-based results, such as resource allocation time and detection time,
have not been provided. In addition, no further information was provided on the amount
of bandwidth dedicated to each of the priority queues and how this amount of bandwidth
can be assigned to the vehicles.

Network slicing requirements for Vehicle-to-everything (V2X) communications are
investigated in [16]. The authors believe that, apart from infrastructure and management
layers, a network slicing V2X architecture also needs to be designed while using business
and service layers. These two layers must be considered to determine which services can
be provided and which use cases can be supported for each network slice.

In [17], the k-means++ technique is proposed for clustering the services based on the
Service Level Agreement (SLA). After clustering the services in three categories of traffic
safety, traffic efficiency, and information services, then multiple services are assigned to
each slice. In addition, Shared Proportional Fairness Scheme (SPFS) is proposed to schedule
network slices based on fairness in resources utilization. Based on the results, wireless
resource utilization rate could be improved using the linear programming barrier method
and slice scheduling approach.

In [18], the Euclidean distance method is used to find similar vehicles in terms of weak
Quality of Experience (QoE). Subsequently, the similar vehicles are gathered in the same
cluster. A vehicle that has better QoE and stronger communication links is pronounced
as the leader in the slice. Moreover, the Lyapunov optimization technique was applied to
provide video frames by the leaders for the other vehicles in the slices. Based on the results,
in the slices with high vehicle density, the quality of the selected video is low and the QoE
in these slices is reduced. The Lyapunov optimization algorithm selects the low quality
videos to guarantee the stability of streaming video. Because the radio resources could not
support the high number of vehicles in the slice, the low quality videos are selected by the
Lyapunov algorithm. Although it is a wise technique for selecting video data, it could also
improve the communication link capacity by dynamically changing the size of the slices
and making new slices with a lower number of QoE vehicles.

In [19], the authors proposed an intelligent cloud based architecture for network
slicing in vehicular networks. In this architecture, a deep reinforcement learning method is
proposed to be applied in the control layer. Collecting, storing, and analyzing the huge data
are to be done at the control layer. However, these tasks require powerful computing and
storage resources; otherwise, the performance of the intelligent method will be negatively
affected. Moreover, using cloud for these tasks is not an optimal solution; instead, the fog
devices could be a better choice for these challenges.

In [20], the author proposed a stochastic method for network slicing scheduling and
resource allocation. Markov and Lyapunov methods were used for the nonlinear stochas-
tic optimization problem of resource utilization in vehicular networks. The proposed
method optimized the value of transmission power and the value of transmission rate
in network slices. Indeed, the proposed method is mainly based on tuning the resource
allocation and transmission power in the network slices, without any future forecast in
the network situation and applying Al methods. Based on their study, computational
complexity is polynomial (cubic), which takes time to converge. This indicates that the
stochastic solutions may not be appropriate for such a dynamic and fast-changing vehicular
network, unless they are applied to strong computational devices, such as fog devices in
vehicular networks.

In [21], Signal to Interference plus Noise Ratio (SINR) has been measured for every
vehicle in the predefined infotainment and autonomous network slices. Subsequently,
the vehicles with higher amount of SINR provide streaming video services for vehicles
with lower amount of SINR. The obtained results show an improvement in the throughput
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of infotainment slices and reduction in packet reception ratio for safety applications of
autonomous slices.

In, [22], the authors proposed a network slicing framework for Internet of Vehicle
(IoV) based on multiple types of Radio Access Technologies (RATs) and traffics, using
cloud computing. The results obtained from real deployment showed the scalability of
the proposed framework. However, the application of Al methods to provide a flexible
predicted resource allocation mechanism could significantly improve the results. This issue
has been considered in [23,24]; however, the vehicular network is not the targeted network
in these studies. In [23], the authors proposed the dynamic resource allocation technique
using deep reinforcement learning. The proposed method showed better performance
when compared to the other techniques, such as heuristic and random approaches. How-
ever, based on the results, slicing performance is negatively affected by an increase in the
network load. In [24], deep reinforcement learning was been applied to allocate resources
in the network slices. In [25], the authors showed that the network slicing could benefit
from the proposed traffic prediction method using Al

In [26], the authors proposed a method for network resources allocation with respect
to the traffic load in vehicular networks. A Monte Carlo tree search utilizing cross entropy
with new metric was proposed by the authors. Although the proposed method is not based
on prior network information, it shows good performance in simulation scenarios with
a large of fog devices and network slices. However, in simulation scenarios with a low
number of fog devices and network slices, the performance of the proposed method was
not as good as any other comparable method while using Q-learning. Besides, the Mont
Carlo tree search requires a lot of memory and it is slow to perform, which is evident in
the results of the operation time. Therefore, the proposed method is not a worthy choice
to be applied in a dynamic vehicular network that changes fast. Moreover, it might be
better to use more intelligent methods that could be based on analyzing previous network
experiences and information than the Mont Carlo tree search method.

In [27], the authors proposed a method for defining clusters of vehicles and vehicle
slices of network. The clusters are used to exchange safety related messages via Vehicle-to-
Vehicle (V2V) communications. The network slices are used to transmit video streaming
data via Vehicle-to-Road Side Unit. From the results, the proposed method performs better
in the scenario with a low number of vehicles. This indicates that, with the increasing
number of vehicles and crowded urban roads, there is still a problem with the transmission
of high data loads, even using the proposed method.

Based on the literature, there are two groups of proposed approaches for network
slicing in vehicular networks: non-intelligent methods and intelligent methods. In this
section, we explained some of the drawbacks of some studied non-intelligent works.
The proposed intelligent methods are mainly based on the machine learning and deep
learning methods. Considering vehicular networks, the number of works that used Al
methods in the proposed network slicing approach is limited. As mentioned earlier, locally
analyzing large data by Al methods requires powerful computing resources that can
be provided using fog computing. Proposing a new network slicing method that can
intelligently and dynamically change the network slices could therefore have a significant
novelty in terms of dynamic resource allocation and HetVNET configuration.

3. Methodology
3.1. Generating Dataset Using Simulation Scenarios

In this paper, the following five variables were considered: the number of vehicles
(v), data rate (dr), DSRC transmission power (tppsrc), LTE transmission power (tprrE),
and LTE bandwidth (b). Based on the studied literature related to ETSI and the Wireless
Access in Vehicular Environments (WAVE) standardization, these parameters have the most
effect on network congestion problem [11,28-33]. Because no data sets from real HetVNET
are available today, we have generated a data set that contains data records of these
parameters [8]. We used OpenStreetMap (OSM) [34] to have a map that is similar to the real
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environment in terms of intersections, streets, buildings, etc. Figure 1 shows the boroughs of
downtown Montreal that we used to generate the simulation scenario. Besides, to generate
the road traffic and vehicle movements on the map, we used Simulation of Urban Mobility
(SUMO) 0.26.0. [35]. SUMO requires “.osm” file created by OSM to generate the vehicle
traffic on the map. Simultaneously, Veins LTE version 1.3 [36] simulator was used to
generate heterogeneous vehicular network using IEEE 802.11p for V2V communications
and LTE for Vehicle-to-Infrastructure (V2I) communications. SUMO and Veins LTE worked
on Ubuntu 16.04. The simulation time was 1000 s and, in order to generate a high load of
data, we defined a road accident with a 70 s time of running simulation scenario. Because
we considered the downtown of Montreal city, the vehicles maintained the maximum
speed limit of 40 km/h assigned to these boroughs. Table 1 shows the parameters and their
corresponding values used for simulating HetVNET scenarios. In each run, the values of
the five attributes were changed based on the information presented in Table 1.

Table 1. Simulation parameters and corresponding values.

Parameter IEEE 802.11 p LTE

Number of Base Station 1

Number of Resource Blocks 25, 50, 100
Bandwidth 10 MHz 5 MHz, 10 MHz, 20 MHz
Transmission power 30 dBm (Maximally) 43 dBm, 46 dBm
Transmission data rate 6-27 Mbps

Modulation techniques QPSK, 16-QAM, 64-QAM

Simulation time 1000 s

Simulation runs 500

Number of vehicles 50, 100, 150, 200
Simulation area 1000 m x 1000 m
Number of lanes 4 (two in each direction)
Maximum speed 40 km/h
Propagation model Nakagami

Size of message 400 Bytes
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Figure 1. Simulated area is shown by a red square.

Information was extracted after running simulation scenarios of HetVNET. The amount
of network throughput over generated data rate can give us a vision of the network perfor-
mance, as explained in [8]. Indeed, based on this value, we can find out how many of the
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generated data were successfully received at destination points per unit of time. Therefore,
for each run of simulation scenario, the amount of network throughput over load per a unit
of time is extracted. This value can be equal to one maximally in the desired case, and equal
to zero minimally in the worst case of network performance. Network throughput is the
calculated sum of the value of throughput in DSRC and the value of throughput in LTE.
To meet the paper objectives, we used information of successful experiences (simulation
runs). Simulation scenarios with a network throughput value over the generated data rate
of more than 0.6 are selected as a successful scenario [37]. In fact, we need to extract the
best scenarios in HetVNET and augment these successful scenarios. Subsequently, we put
the information of these scenarios in the dataset. As shown in Figure 2, the data records
in the dataset are classified based on the number of vehicles. Based on the five vehicle
densities considered, there are five different classes of vehicles in this paper: 30, 50, 100,
150, and 200 vehicles.

We have different classes,
based on wvarious vehicle
densities.

dr Ppsrc | Prre b iV

Scenarios with no congestion

Figure 2. Structure of data set used for the Conditional Generative Adversarial Network (CGAN).

3.2. Proposing CGAN Model for HetVNET

CGAN uses a generative model, like G, to create new data from noise [38]. The noise
is a random data which is similar in structure to real data. The task of the discriminator
is to recognize which data are real or not, and come from the generator. In the CGAN,
the generator and discriminator have access to class labels, like v, as shown in Figure 3.
The discriminator tries to maximize the probability of having a correct label (real or
random) in the output. At the same time, the aim of the generator is to make the data
very similar to real data, thus misleading the discriminator. In other words, based on
the feed backs received from the discriminator, the generator will train time by time,
until the discriminator is unable to identify which data are real and which are not (random).
Therefore, the generator, like G, and the discriminator, like D, play a min-max game [38],
as follows:

mGin mng(D, G) = Expyppan (108D (x[0)] + Bz, [log (1 — D(G(z[0)))], 1)

where p.(,) is prior input noise variable, and D(x|v) is the probability that x with a class
label of v is a real data. We assume that z is random data generated by the generator
using noise; therefore, D(G(z|v)) is the probability that the random data composed of
noise and class label comes from the real dataset. From the first moments of learning,
the discriminator can easily recognize the random data from the real data. Therefore,
the value of D(G(z|v)) is low and, as a result, the amount of log(1 — D(G(z|v))) is large,
which is a desired situation for the discriminator. However, after a while, when the
generator trains and algorithm converges, this amount will be minimized.

A uniform distribution U(0,1) is used to generate random noise while using the
generator. Moreover, we used the Adam optimizer [39], which has high convergence
speed and is faster than the gradient descent. Batch normalization is applied in the
generator in order to avoid the problem of vanishing gradient in back propagation. Indeed,
a batch normalization layer is added after each hidden layer’s activation function, with a
momentum of 0.9 being recommended in [39], as a suitable value. Furthermore, Leaky
ReLU is preferred as the activation function (the learning rate is 0.001), since it is effective
in reducing the run-time latency [39]. Besides, He initialization is applied, which best fits
the Leaky ReLU activation function [39]. Tanh and Sigmoid activation functions are used
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for the output layer in the generator and the discriminator, respectively. Figure 4 shows the
layers of the CGAN.
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Figure 4. The architecture of the proposed CGAN that shows generator’s layers and discrimina-
tor’s layers.

3.3. A Hybrid CGAN-SDN Architecture

HetVNET is a dynamic and stochastic network with a rapidly changing number of
users, network topology, and required services. The volume of generated data using safety
and infotainment application varies very fast and it is difficult to predict. Moreover, most of
the network communication features, such as signal strength, signal attenuation, and path
link stability, are vulnerable from other parameters, such as temporary and permanent
barriers, vehicles movements, speed and direction. As far as these features of HetVNET
are concerned, it is mandatory to have a central intelligent management mechanism in
order to meet the requirements of the network. This issue is comprehensively studied and
proposed as an open challenge in [12].
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Because the velocity of change in HetVNET and requirements is high and varies, using
the same slices for a long time is risky; therefore, the ability of the slices to meet all of the
network requirements is not guaranteed. Instead, we can generate network slices based on
previous successful network experiences. It is like making new generation of HetVNET
slices from a strong population. With this vision, on one hand, the risk of having slices
with low performance is reduced and, on the other hand, it affects the performance of
the entire HetVNET over time by creating a good generation of slices. When considering
the literature related to network congestion in vehicular network, using WAVE and ETSI
standards, the proposed congestion controlling mechanisms are mostly based on tuning
the value of transmission power and data transmission rate [11,28-33]. Finding the optimal
value for these parameters is not a promising solution, due to the high dynamicity of the
vehicular network. In other words, there is no optimal fixed value for these parameters,
instead, the appropriate value should be applied temporarily for these parameters during a
predefined time interval and just based on the current network situation. These values are
similar (not equal) to the values that were previously used and made successful network
experiences. In this work, the synthetic data generated by the proposed CGAN are the data
close (not equal) to the original ones that came from the successful scenarios. Therefore, we
create the most similar data with little variance to the previous successful ones to apply in
network slices. When considering the wide applications of Generative Adversarial Network
(GAN) in producing new images, by our proposed approach, we can generate several
images for each part (slice) of vehicular network (let us assume that, in this problem, images
are the network various configurations in terms of the five variables). These generated
configurations can be applied in various slices with different number of vehicles. Therefore,
providing network slices with the appropriate value for the five parameters that are tailored
to the current network situation in terms of the number of vehicles is proposed in this
work. The proposed CGAN method can quickly generate a volume of information useful
in creating and setting many HetVINET slices with respect to the network service needs.
When considering the five variables of v, dr, tppsrc, tprrE, and b and their possible real
values, in each time, the number of possible templates for the slices can be calculated
by multiplying the number of possible values that each of these parameters could have.
Subsequently, these templates can be categorized based on the number of vehicles.

With the NFV, the necessary and common network functions and services can be
deployed and installed in the virtual servers. The Virtual Network Functions (VNFs) are
the software functions, which provide network services and functionality virtually. NFV is
interesting for network providers, as the installation and updating of the virtual functions
using software is less costly and easier than on hardware.

Besides, the Next Generation Mobile Network Alliance (NGMN) [40] proposed net-
work slicing as a method for virtualizing the 5G network physical resources. In this method,
each slice is independent of the other slice, and it is formed based on a blueprint. Network
functions and resources are used to provide specific service(s), such as low-latency, ultra
reliability, etc., by a slice.

In a dynamic environment, like HetVNET, in which topology, the number of users, and
the required services are inconsistent, network slices may have to be created and modified
very fast. Therefore, it may be necessary, within a period of time, to replace the slices with
new slices. The rapid provision of new slices based on the current network requirements
needs a plan that could be made up of the necessary metrics, such as transmission power,
transmission rate, and required bandwidth. Regarding the above mentioned issues, we
propose a hybrid CGAN-SDN architecture.

Figure 5 shows the three layers of SDN. In this architecture, fog devices are implanted
at the controller in order to execute the CGAN algorithm. The high computing and storage
abilities of fog devices are helpful for running the CGAN. The NFV is a fundamental
component of network virtualization and the creation of slices. Information extracted from
the successful scenarios is augmented at the controller, and this information is useful for
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making blueprints. The NFV has the required functions to establish the slices. Therefore,
the blueprints are passed to the VNFs by NFV management and orchestration.
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Figure 5. An intelligent hybrid CGAN-Software-Defined Network (CGAN-SDN) architecture
for HetVNET.

At the infrastructure layer, based on the orders coming from the virtual functions,
the Virtual Network Provider (VNP) must form the necessary slices. Each slice has spe-
cific value of data rate and transmission power for DSRC and transmission power and
bandwidth for LTE. Because the DSRC is used for V2V communications, the vehicles must
communicate with each other using the new value of transmission power and data rate
in each slice. Moreover, we can implement several Radio Access Network (RAN) base
stations (like road side units) for LTE in the HetVNET. Therefore, these base stations can
be configured in terms of transmission power and bandwidth for each slice based on the
values that are decided at the control layer.

Because each vector X = (v, dr, tppsrc, tprre, b) generated by CGAN is applying to
create one slice, even if there is more than one LTE RAN station in the slice, all should be
configured while using the value of tpyrg and b in the vector X. Accordingly, the value of
dr and tppgrc should be applied for each V2V communication in the slice. For example,
when considering slice 1 in Figure 5, if X = (x1, x2, X3, x4, x5), then the both LTE RAN
stations must provide x4 dBm transmission power and x5 MHz bandwidth, and vehicles
can use both LTE RAN stations depending on the distance between vehicles and the LTE
RAN station. In addition, in this slice could be x; vehicles that should transmit data with
xp Mbps transmission rates and x3 dBm transmission power for V2V communications.
Therefore, based on this method, slices are defined using the five parameters. Changing in
the value of any of the five parameters (based on the new vector X generated by CGAN)
means that the previous slice is gone, and a new slice is created.
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In a HetVNET, each slice could vary in the size and number of vehicles. Moreover,
a VNP is virtually connected to the real network providers. The VNP is authorized to
modify and allocate network resources from ISP.

4. The Proposed CGAN Model Performance Evaluation

We used Python version 3.6 to simulate the proposed CGAN model. The performance
of the proposed CGAN model was evaluated based on the performance of the discrimi-
nator. Because CGAN uses min-max non-cooperative game, if the generator wins, then
the discriminator loses. Therefore, the discriminator’s performance not only evaluates the
discriminator, but it also illustrates how much the generator could improve itself during
the training phase. Note that the real data are not at all accessible to the generator, there-
fore the generator that is only allowed to learn from the gradients comes back from the
discriminator via back propagation.

Figure 6 shows the accuracy of the discriminator over 500 epochs. In the first 50 epochs,
the discriminator could distinguish between random and real data. However, after that,
the discriminator made mistakes in finding the random data sent from the generator. This
illustrates the improvement of the generator in making data from noise which are similar
to real data. At the same time, the discriminator was still successful in finding real data.
However, in epoch 300, the CGAN model reached a converging point where the discrim-
inator could not very well recognize the real data. At this point in time, and as shown
in Figure 6, the accuracy of the discriminator is reduced to approximately 50%, which
indicates that the discriminator randomly generates output labels. Therefore, the generator
trained itself very well while using feedback from the discriminator, and finally the CGAN
model converges at this point in time.
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Figure 6. The discriminator’s accuracy over time.

CGANSs with two and three hidden layers were separately considered and, for each,
the accuracy and loss of the discriminator was evaluated using three batch sizes of 20, 40,
and 60. Finally, Figures 7 and 8 present the results. Figure 7 shows the variation in the
accuracy of the discriminator at the converging point of the CGAN for real and random
data, whiel using two and three hidden layers and three different batch sizes. The best
state for a CGAN is when the discriminator randomly makes labels [39]; therefore, the
accuracy of the discriminator will be approximately 50% for both the real and random data.
As far as this is concerned, and as Figure 7 shows, this has happened with 40 batch size
and two hidden layers. At this state of the converged CGAN, the discriminator with 55%
accuracy guesses whether the data are real or random.

We use binary cross-entropy to calculate the loss of the discriminator. The best state
is when the loss of the discriminator is at the lowest value for both real and random data.
The loss of the discriminator for three hidden layers of 40 batch size is a good value like
0.65; however, the loss for random data is as high as 0.75, as shown in Figure 8. In other
words, the discriminator has more faults in finding random data and performs better in
recognizing real data. This is a green sign that indicates that the generator is well trained.
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However, as compared to the same batch size, but with two hidden layers, this is a hasty
conclusion. Because, with the same batch size and two hidden layers, the loss values for
real and random data are very close 0.68 and 0.69, respectively. These values show that the
discriminator has almost the same performance in labeling the real and the random data.
Therefore, we can say that the discriminator has an error in finding both the real data and
the random data at a same level. This indicates that the generator is well trained in making
the discriminator’s mistakes.
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Figure 7. The discriminator’s accuracy per various batch sizes and hidden layers.
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Figure 8. The discriminator’s loss per various batch sizes and hidden layers.

Figure 9 compares the training time that is required by the proposed CGAN to reach a
converging point for two and three hidden layers using different batch sizes. The training
time for the CGAN using a batch size of 60 and two hidden layers is the lowest, with a
value of less than 10 s. The reason for this low training time could be related to the high
amount of data that the CGAN has during the training phase as compared to using the
other batch with small sizes.
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Figure 9. Proposed CGAN model’s training time.
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Based on Figures 7-9, we can infer that using a batch size of 40 with two hidden layers
is a good setting for the proposed CGAN. If there is a strict time restriction for the network,
it may be better to consider a 60 batch size for the proposed CGAN.

Because we could not find the same paper in the literature as the benchmark, we could
not compare the results with other HetVNET-related works.

5. Conclusions

When considering the dynamic nature of HetVNET, the HetVNET slices must be
rapidly generated and modified. Besides, the slices must be provided in accordance with
the user requirements. In this paper, we proposed an intelligent hybrid CGAN-SDN archi-
tecture for network slicing, while considering the network congestion problem in HetVNET.
We proposed a CGAN based method for augmenting the data used in dynamically creating
HetVNET slices. In this method, information on a number of network metrics, which
have a significant impact on the smooth flow of data, has been extracted from network
scenarios with a good performance and results, in terms of ratio of throughput to data
generation rate. Subsequently, these data records are classified based on various vehicle
densities, and the proposed CGAN method is applied to generate similar information.
The augmented information can be used in the control layer of the proposed intelligent
hybrid CGAN-SDN architecture to dynamically generate HetVNET slices. We evaluated
the performance of the CGAN method and, based on the obtained results and discussions,
the proposed CGAN method is a reliable way to generate data that are similar to the
real data.

In the future, we will apply a reinforcement learning method to propose an agent in a
hybrid SDN-based architecture, which can intelligently produce network slices.
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