Exploring the Spectral Line Broadening of the Bulk Motions in the High Mass Star Forming Region with Radiative Transfer Simulations
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Abstract: The Davis–Chandrasekhar–Fermi (DCF) method is widely used to indirectly estimate the strength of magnetic fields in star-forming regions. However, recent developments in this method have primarily focused on improving the measurement of angular dispersion of the field, neglecting other physical quantities, especially turbulence velocity. Most DCF studies tend to overlook or fail to acknowledge the influence of bulk motions on the linewidth, and directly obtain the turbulence velocity based on the non-thermal linewidth. Therefore, to explore the contributions of bulk motions to the linewidth, we conducted radiative transfer simulations using a rotating and infalling envelope–disk model to a high-mass star formation region, IRAS18360-0537. The main conclusion from our work is that the bulk motions contribute significantly to the linewidth and cannot be fully eliminated by simply deducing velocity gradients. Hence, fully attributing the observed non-thermal velocity dispersion derived from fitting a spectral line profile to the turbulence can result in significantly overestimated magnetic field strength and may yield unscientific results of star-forming regions.
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1. Introduction

Interstellar turbulence is one of the significant factors that determine the density and velocity statistics of the interstellar medium. Consequently, it is widely considered to play a crucial role in the structure and evolution of galaxies, as well as in the process of star formation within molecular clouds [1–4]. The presence of super-Alfvénic turbulence is a key consideration in almost high-mass star-forming theories. Furthermore, several important physical quantities of star-forming regions are dependent on the turbulence velocity. For instance, the estimation of virial parameters is directly related to the turbulence velocity, and the star formation rate or the initial mass function model also depends on turbulence statistics. With the advancement of the interferometer telescope, magnetic fields are being increasingly detected in star-forming regions. The current high-mass star-forming theories suggest that turbulence and magnetic field are both important mechanisms to resist gravitational collapse in high-mass star formation, and which of them plays a more important role remains a hot topic of debate. Although there are more and more ways to detect high-resolution magnetic fields, such as the Zeeman effect [5,6], the Goldreich Kylafis (G-K) effect [7,8], and the Velocity Gradient Technique [9], these methods have more stringent applicable conditions. The dust grain polarized emission is still the main tracer of the magnetic field on molecular cloud, core, and envelope scales, where the polarization angles are perpendicular to the magnetic field orientations over large areas and a wide range of densities via the dust grains “radiative torque” (RAT) mechanism [10–12]. However, dust polarization can only reveal magnetic field morphologies and cannot tell us the...
field strengths directly. Therefore, numerous methods have been developed for indirectly estimating the magnetic field strength from the field morphology, among which the Davis-Chandrasekhar–Fermi (DCF) method [13] and its derived methods are the most widely used ones despite long-standing theoretical concerns [14–16]. In the DCF method, the gas turbulence velocity is a necessary quantity to estimate the field strength, for the assumption that the turbulent energy and the energy of the turbulent component of the magnetic fields are in equal partitions. In other words, the observed distortion of the otherwise ordered field lines is caused by the turbulent motions. For a given turbulence velocity and gas density, the magnetic field strength can then be inferred with the following equation:

\[ B_{\text{pos}} = f \sqrt{\frac{4\pi \rho \sigma_v}{\delta \phi}}, \]  

where \( \rho \) is the gas density, \( \sigma_v \) is the turbulence velocity, and \( \delta \phi \) represents the angular dispersion of magnetic field position angles. Ostriker et al. [17] suggested a factor of \( f = 1/2 \) to this estimation, considering the overlapping field in the line-of-sight direction based on superalfvenic MHD simulations to molecular clouds. Thereafter, subsequent studies of the modified DCF methods have been devoted to gaining a better angular dispersion measurement based on magnetic field morphologies. For example, Girart et al. [18] and Qiu et al. [19] fitted a set of parabolic field lines to remove the angular dispersion component caused by the highly regular “hourglass” shape field. For more complex magnetic field morphologies, the structure functions method and the angular dispersion function (ADF) method are applied to separate the large-scale and turbulent components of the fields [16,20–22]. Another approach to separating the turbulent field angular dispersion is to mimic the large-scale magnetic field by smoothing the field orientations within a chosen area. The spatial filtering technology [23] and unsharp masking technology [24] are two representative methods.

Researchers have consistently been engaged in discussions of angular dispersion measurements, although such intensive discussions introduce a relatively minor improvement in the accuracy of magnetic field strength estimation. Surprisingly, only a limited number of studies have concentrated on the measurement of turbulence velocity in molecular clouds. In the majority of studies employing the DCF method, turbulence velocities are typically determined by extracting the non-thermal gas velocity by fitting the linewidth of certain molecular spectral lines. It appears that there is a general lack of awareness or neglect regarding the influence of other factors on the spectral line width. For example, the non-thermal velocities can be susceptible to contamination from bulk motions, such as rotations, infalls, and outflows. Therefore, it is necessary to subtract the bulk motion components from the non-thermal velocity to accurately ascertain the turbulence velocity. A small fraction of the DCF studies have recognized this inaccuracy and, therefore, opted for an alternative approach, which involves deriving turbulence velocities from larger physical scale spectral line observations using empirical relationships [25–27]. The others qualitatively mention the broadening of the bulk motions. More meticulous works attempted to fit the velocity gradient caused by rotational and shearing motions in the first-moment map to separate bulk motions from turbulent motions quantitatively [28–30]. Nevertheless, this simple method lacks the capability to fully calculate the contribution of bulk motions along the line of sight. As a result, it may underestimate the influence of certain bulk motions, such as infalls. In summary, most DCF works do not recognize or adequately consider the impact of bulk motions in turbulence measurements. Such oversight might result in serious overestimation of turbulence velocities and magnetic field strengths, which might further cause the misjudgment of the relative significance of magnetic field, turbulence, and gravity, and then lead to unscientific results while determining properties of star-forming regions. Therefore, we further quantitatively investigate the component of bulk motions that contributed to the spectral linewidth with the radiative transfer simulations to a rotating and infalling envelope–disk model to compare the turbulence velocity calculated through current methods with the value incorporated in the model. This work
can also serve as a reminder to relevant researchers to exclude bulk motions in turbulence velocity measurement.

Our work is based on ALMA observation data of high-resolution CH$_3$OH($10_{2,9}-9_{3,9}$) to the high-mass star-forming region IRAS 18360-0537. We find that considering only the bulk motions or turbulence is insufficient to explain the observed spectral lines. Therefore, the contributions of each in spectral lines are important and cannot be ignored. Section 2 describes the observations, the model, and the radiative transfer simulation setups. Sections 3 and 4 present the results of the simulation and discussions, respectively. We finally summarize our work in Section 5.

2. Observations and Model

The ALMA observations of the high-mass star-forming region IRAS18360-0537 (ID:2017.1.00793.S, PI: Zhang) were carried out in June 2018 using Band 6. In this work, we chose a baseband that covered the CH$_3$OH($10_{2,9}-9_{3,9}$) transition at 233.89 GHz with a 0.17 km s$^{-1}$ velocity resolution. This line transition shows less morphological confusion and spectroscopic blending with other line emissions. The simultaneous 1.3 mm polarization observations of continuum emissions with a total bandwidth of 5.6 GHz are reported in subsequent research focusing on magnetic field analysis (in preparation). Table 1 lists the dates, number of antennas, calibrators, and on-source times of the observations. The typical flux uncertainty in ALMA observations was estimated to be $\sim$10%. The calibrated UV data and images were processed using the Common Astronomy Software Applications (CASA [31], Version 5.4.0). The continuum image was constructed from line-free channels and the selected CH$_3$OH line also underwent baseline fitting. All images were synthesized using the ‘tclean’ task with a Briggs weighting parameter of 0.5. Additionally, primary beam correction was applied to each of the images. The continuum image has a synthesized beam size of 1.2$''$ × 1.3$''$ (P.A. = $-$56$^\circ$) and a 1$\sigma_{rms}$ noise level of 1.3 mJy beam$^{-1}$. The CH$_3$OH line cube has the synthesized beam of 1.16$''$ × 1.44$''$ (P.A. = $-$72$^\circ$) and a noise level of 12 mJy beam$^{-1}$ in a 0.17 km s$^{-1}$ channel width. Figure 1 shows the velocity (first-moment map) and velocity dispersion (second-moment map) maps, where two identified condensations are asterisked.

Table 1. Observations parameters.

<table>
<thead>
<tr>
<th>Date</th>
<th>Number of Antennas</th>
<th>On Source Time</th>
<th>Flux cal.</th>
<th>Phase cal.</th>
<th>Bandpass cal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 June 2018</td>
<td>47</td>
<td>6608</td>
<td>J1751 + 0939</td>
<td>J1851 + 0035</td>
<td>J1751 + 0939</td>
</tr>
<tr>
<td>23 June 2018</td>
<td>47</td>
<td>5569</td>
<td>J1751 + 0939</td>
<td>J1851 + 0035</td>
<td>J1751 + 0939</td>
</tr>
<tr>
<td>23 June 2018</td>
<td>47</td>
<td>6524</td>
<td>J1751 + 0939</td>
<td>J1851 + 0035</td>
<td>J1751 + 0939</td>
</tr>
</tbody>
</table>

We developed a molecular cloud model containing a protostar, an accretion disk, and a gas envelope with additional micro-turbulence and performed radiation transfer simulations to fit the observation data. The direct purpose of simulations was to investigate the contributions of bulk motions and turbulence to the spectral linewidth. It is important to note that our model may have been incomplete as we did not account for the potential influence of outflows and other forms of star-forming feedback. The outer boundary of the model was determined based on continuum observations, while the inner boundary was set at 50 AU to avoid zero points. The fundamental assumptions underlying this model were that energy and angular momentum are conserved during the infall process, and the self-gravity of the gas can be disregarded. As our primary focus was on the kinematic characteristics, the gas density distribution in this model was assumed to be spherically symmetric, with a simplified relationship of $\rho \propto r^{-1.5}$ for the envelope and $\rho \propto r^{-2.5}$ for the disk [32]. Additionally, the gas density remained continuous at the boundary between the disk and the envelope. The gas-to-dust mass ratio was taken to 100 and the scattering of dust was isotropic. We assumed the inner radius of the envelope was equal to the
radius of the centrifugal barrier, where the infall velocity diminishes to zero. The velocity components of the envelope can be expressed as follows:

\[ v_{\psi,\text{env}} = \frac{v_0}{r}, \]

where \( v_0 = \sqrt{\frac{2GM}{r_0}} \) is the rotation velocity at the inner envelope radius \( r_0 \) and \( M \) is the protostar mass. The rotation and infall velocity of the Keplerian disk are

\[ v_{\psi,\text{disk}} = \sqrt{\frac{GM}{r}}, \]
\[ v_{r,\text{disk}} = 0. \]

Figure 1. (a) Velocity field (color shades) of the CH\(_3\)OH(10\(_{-2,9}\)–9\(_{3,9}\)) line emission with velocity-integrated emission (contours) starting from 0.23 Jy km s\(^{-1}\) and increasing in steps of 0.20 Jy km s\(^{-1}\). The asterisks mark the positions of the two condensations identified by dust emissions. A velocity gradient, with the redshifted emission in the southeast and blueshifted emission in the northwest, is seen across the envelope, as evidence of the rotation envelope. (b) Velocity dispersion maps (color shades) overlaid with velocity-integrated emission (contours). (c,d) Same as (a) and (b), but for the best fit of our model. The velocity dispersion map is unable to be perfectly fitted with our simple model and we alternatively match the average velocity dispersion. (e) The spectral line profile within the region of 2\(''\) radius (circled in the velocity field maps) for observations and our simulations.

We assumed that gas and dust were effectively coupled and had identical temperatures. The temperature profiles of the envelope and disk were derived from the 'mcthrem' task, which is a Monte Carlo simulation code built in the package RADMC3D [33]. In the above temperature simulations, the two crucial free variables, namely the protostar radius and luminosity, were obtained from an inflated protostar model [34] with a given protostar mass. We took 400 logarithmic grids in a radius direction and 100 \( \times \) 100 uniform grids in two different angular directions, resulting in a total of \( 4 \times 10^6 \) grid points. We modeled the
spectral lines under the local thermodynamic equilibrium (LTE) assumption and assumed that the emissions were optically thin and the excitation conditions were universal across the region. The radiation transfer simulation was subsequently performed on the above model using version 2.0 of the RADMC3D code. The resulting output images and cubes were convolved with the ALMA instrumental response using version 5.4.0 of CASA. We produced an ALMA simulation observation using the CASA task ‘simobserve’ with the same observing conditions of the data. The obtained ALMA-simulation visibilities from the model images were further synthesized and primary-beam-corrected using task ‘tclean’ with the same weighting parameters of observations. The noise levels and beam sizes of the simulation and observed spectral line matched each other.

3. Results

To better compare the model spectra with those from the ALMA images, we set several parameters based on previous observations. The envelope outer radius and envelope mass are fixed to \( r_{\text{out}}/d = 2'' \) (\( r_{\text{out}} \sim 12,600 \text{AU} \) and \( d \sim 6.3 \text{ kpc} \)) and \( M = 80 \, M_\odot \) based on dust continuum images. We adopted the envelope’s half-cavity opening angle to be the same as that of the SiO and CO outflows of \( \theta_h \sim 30^\circ \) [35]. To simplify our analysis, we assumed that the mass of the disk is one-third that of the protostar. As the gas density at the boundary remains consistent, the disk outer radius or envelope inner radius is determined by the protostar mass. The clear velocity gradient and the corresponding bipolar outflows indicate that the disk is approximately edge-on. Moreover, we carefully explored the simulation line profile under different inclination angles and found that the double-peak structure of spectral lines (see in Figure 1) exhibited more significant performance with large inclination angles. To enhance the reliability of the fitted protostar mass which is related to the double-peak line profile, we opted to fix the inclination angle at \( i = 90^\circ \). Subsequently, we varied protostar mass ranging from \( 10 \, M_\odot \) to \( 80 \, M_\odot \) with an interval of \( 10 \, M_\odot \) and found the best-fit velocity map with the protostar mass of \( 60 \, M_\odot \), and the methanol abundance was fitted to match the flux of this transition with the observed data. The simulated gas temperature profile can be fitted with a two-stage power-law function, characterized by indices \(-1.0\) and \(-0.4\), with a turning point at about \( 400 \, \text{AU} \). As anticipated, the bulk motions make a substantial impact on the spectral linewidth and the line profile. This implies that there are significant challenges associated with attributing the spectral non-thermal linewidth solely to turbulence, as has been performed in most DCF research. However, we also noted that the linewidth cannot be solely attributed to the bulk motions, as relying solely on bulk motions is insufficient to restore the line profiles perfectly. Therefore, we also included turbulence velocity in the simulation. To obtain such a turbulence velocity component, we added gas micro-turbulence in the model to replace the macro cascade turbulence in the real molecular cloud. We emphasize that this approach is appropriate because our study does not aim to specifically investigate the influence of turbulence on linewidth at various scales. Rather, its objective is to analyze the contribution of turbulence to the broadening of the observed line at our specific observation scale. We explored the turbulence velocity \( v_{\text{turb}} \) across a range of \( 1.0-2.0 \, \text{km s}^{-1} \) with an interval of \( 0.1 \, \text{km s}^{-1} \) and determined the best-fit turbulence velocity of \( 1.4 \, \text{km s}^{-1} \). Figure 1 shows the line profile and the moment maps of the best-fitting model and Table 2 presents the parameters for the disk and envelope models.
Table 2. Radiative transfer simulation parameters.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protostar mass</td>
<td>60 $M_\odot$</td>
</tr>
<tr>
<td>Disk mass</td>
<td>20 $M_\odot$</td>
</tr>
<tr>
<td>Disk (centrifugal) radius</td>
<td>730 AU</td>
</tr>
<tr>
<td>Envelope mass 1</td>
<td>80 $M_\odot$</td>
</tr>
<tr>
<td>Envelope radius 1</td>
<td>12,600 AU</td>
</tr>
<tr>
<td>Envelope half-cavity opening angle 2</td>
<td>$30^\circ$</td>
</tr>
<tr>
<td>CH$_3$OH Abundance</td>
<td>$6.0 \times 10^{-7}$</td>
</tr>
<tr>
<td>Turbulence velocity</td>
<td>1.4 km s$^{-1}$</td>
</tr>
</tbody>
</table>

1 From dust emission observations. 2 Same as the outflow half-cavity opening angle.

4. Discussion

Some studies mention that the contributions of bulk motions to the linewidth can be reflected by the spectral velocity gradient. For example, Yue et al. [36] propose that the line dispersion can be decomposed into turbulence and bulk motion components such that $\sigma^2 = \sigma_{bm}^2 + \sigma_{turb}^2$. Based on this work, we can estimate the contribution of bulk motions with a more convenient calculation method,

$$\sigma_{bm}^2 = \frac{N}{I} \sum_i (v_{bm} - \bar{v})^2 \frac{I_{bm}}{I},$$

where $\bar{v} = \sum v_{bm}^2 I_{bm} / I$ is the mean velocity of the magnetic field detected region, $I_{bm}$ refers to the spectral line integrated total intensity within a beam $i$ and $I$ is the sum of integrated intensities of the magnetic-field-detected region. We collected statistics on the velocity within the magnetic field detection region, resulting in the bulk motion velocity of 1.6 km s$^{-1}$. With the assumption that the bulk motion velocity has the same value in the line of sight, the turbulence velocity was calculated to be 2.2 km s$^{-1}$ after deducting the bulk motions, which is still 50% wider than the value in our simulations. Hence, a linear velocity gradient, commonly associated with rotation, cannot fully explain the underlying bulk motions. Other motions, particularly the infalling motion, may also significantly contribute to the observed linewidth. To further assess the importance of the infalling motion, we conducted a simulation using the same model but without the inclusion of infall motions. Figure 2 presents a comparison of the simulation results between the models with and without infall. While the disparity of the velocity maps between the two models is small, their spectral line profiles precisely exhibit substantial differences. Such differences can also be observed in their velocity dispersion maps. Through this straightforward simulation, we verified, as expected, that velocity gradients primarily reflect the rotational characteristics of the model while being unable to track the infall motions. Consequently, we proposed that in future research, the contribution of bulk motions to the observed linewidth cannot be eliminated by simply deducing velocity gradients.

Similarly, our model only incorporates an infalling and rotating envelope and a Keplerian disk, thereby excluding velocity broadening caused by outflows and other star-forming feedback. However, the molecules commonly employed to estimate turbulence velocity are generally less susceptible to such star-forming activities. As depicted in Figure 1, our simulations cannot perfectly fit the velocity dispersion map (second moment). This discrepancy may arise from the simplified density setting of our model as well as the omission of two detected dense condensations. Or rather, the simulated region does not manifest a perfect envelope–disk structure. Izquierdo [37] found that the inclination of the model also has a non-negligible impact on linewidth through the complex envelope and disk model simulations. We also simulated the case of smaller inclinations to the model and observed that a smaller inclination corresponded to a larger protostar mass. For instance, Figure 3 showcased a comparison of the simulation results between the best-fit model with the inclination angle of 90 and 70 degrees. It is evident that the double-peak
structure becomes less prominent at a smaller inclination as the minimum point moves up. Our simulation further demonstrates that to counterbalance this trend, a larger protostar mass is necessary. Based on this, we decided to fix the disk at an edge-on configuration to constrain the already large fitted protostar masses. Nonetheless, we successfully simulated the velocity map, the line profile, and the line width. We confirmed that the bulk motion broadening of spectral lines tracing high-density gas is significant and incomplete or failed removal of this component would significantly impact the accuracy of turbulence velocity detection. Therefore, it is crucial to carefully consider such an effect to avoid unscientific overestimation of the magnetic field strengths in the application of the DCF methods.

Figure 2. Same as Figure 1, but a comparison between the models with and without infalling motions. The velocity field between the two models is small. However, the model without infalling motions reveals smaller velocity dispersion and a significant difference in spectral line profile.

Figure 3. Same as Figure 1, but a comparison between the best-fit model with the inclination angle of 70 and 90 degrees. The double-peak structure becomes less prominent at a smaller inclination as the minimum point moves up.

5. Conclusions

We performed a radiative transfer simulation of the CH$_3$OH($10_{2,9}$-$9_{3,9}$) spectral line with a model containing an infalling and rotating envelope, a Keplerian disk, and a high-mass protostar, and compared the simulation results to our ALMA observations. Our
simulation results show that the turbulence velocity is only about 1.4 km s\(^{-1}\) for an observed velocity dispersion of 2.7 km s\(^{-1}\), and both motions and turbulence make significant contributions to the linewidth of spectral lines. Moreover, we concluded that line broadening caused by the infalling motions cannot be eliminated by simply subtracting the velocity gradient. Consequently, it is not feasible to derive the turbulence velocity simply by fitting an observed line profile, and effective methods must be employed to completely deduct the bulk motion velocities. Otherwise, severe overestimation of turbulence velocity occurs and renders the estimation of magnetic field intensity using the DCF method unreliable.
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