Abstract: In this paper, we introduce a control method for the linear quadratic tracking (LQT) problem with zero steady-state error. This is achieved by augmenting the original system with an additional state representing the integrated error between the reference and actual outputs. One of the main contributions of this paper is the integration of a linear quadratic integral component into a general LQT framework. In this framework, the reference trajectories are generated using a linear exogenous system. During a simulative implementation for the specific real-world system of a car-in-the-loop (CiL) test bench, we assumed that the ‘real’ system was completely known. Therefore, for model-based control, we could have a perfect model identical to the ‘real’ system. It became clear that for CiL, stable solutions cannot be achieved with a controller designed with a perfect model of the ‘real’ system. On the contrary, we show that a model trained via Bayesian optimization (BO) can facilitate a much larger set of stable controllers. It exhibited an improved control performance for CiL. To the best of the authors’ knowledge, this discovery is the first in the LQT-related literature, which is a further distinctive feature of this work.
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1. Introduction

In this work, the objective was to further develop the system control design for a car-in-the-loop (CiL) test bench, which can be classified within the category of multi-dynamic full vehicle test benches in the automotive industry [1–3]. CiL was developed at the Institute for Mechatronic Systems (IMS) in Mechanical Engineering at the Technical University of Darmstadt. CiL demonstrates high system-level complexity due to the incorporation of longitudinal, lateral, and vertical dynamics. Regarding its control, a typical task is the tracking of wheel hub speed [4]. For this task, zero steady-state error is desirable for many dynamic driving scenarios. For example, this is required by regulations conducting experiments with certain driving cycles, such as the new European driving cycle (NEDC) or worldwide harmonized light vehicles test cycles (WLTC). In these cases, the velocity profile should be tracked precisely. However, the currently implemented proportional-integral-derivative (PID) controller and state controller in CiL cannot eliminate the steady-state error [5]. Moreover, conventional PID-type controllers exhibit constrained dynamics and tend to show unstable behavior in reference signal tracking [6]. Model-based controllers can effectively improve the control performance. However, the huge effort needed to identify the parameters of a complex system makes model-based control less attractive for industrial implementations.

It is a very common objective in system control design to force the system output to follow a reference trajectory. In this work, the tracking of wheel hub speed in CiL is
handled by formulating the control task as a linear quadratic tracking (LQT) problem. As discussed in the literature on LQT, the general form of the control law can be expressed as

\[ u(t) = -K_1(t)x - K_2(t)f(x_r), \]  

which consists of a state feedback dependent on the system states \( x \) and a pre-filter \( f \) dependent on the reference trajectory \( x_r \). LQT controllers are based on a model. As aforementioned, the modeling effort for a complex system CiL is huge. It is necessary to develop an effective approach to acquire a model for an LQT controller. This motivates the combination of system control and machine learning techniques, with the objective of developing an approach to learn a system model for control tasks with minimal system knowledge.

This work is constructed as follows: In Section 2, a brief discussion of the related works on LQT controllers and Bayesian optimization (BO) for dynamic system control will be presented. In Section 3, the augmented LQT framework based on [7] is formulated and the fundamentals of BO for model learning are presented. In Section 4, the augmented LQT controller is implemented in CiL. More specifically, in Section 4.2, the perfect model of the ‘real’ system is used for the augmented LQT controller, while in Section 4.3, the model is trained via BO. Their performances are compared and the effectiveness of BO is briefly discussed. Finally, in Section 5, the main conclusions are drawn and directions for future works are provided.

The main contributions of this work are as follows: for CiL control, we introduce an augmented LQT framework that demonstrates zero steady-state tracking error; through model learning via BO, where little system prior knowledge is required, the modeling effort for CiL can be significantly reduced; and finally, we show that a model trained via BO facilitates a much larger set of stable controllers, compared to a controller designed with a perfect model of the ‘real’ system.

2. Related Works

This section presents a discussion of the related works that informed this paper. The first subsection focuses on the control methods that have been proposed in the existing literature as potential solutions to the LQT problem. A comparative analysis of representative control methods reveals that the LQT framework presented in [7] exhibits the fastest transient response but also the largest steady-state error. This led to the proposal of the augmented LQT framework in this work, which will be introduced in detail in Section 3.1. The second part of this section focuses on the implementations of BO for dynamic system control in the literature.

2.1. Linear Quadratic Tracking Methods

For a finite time horizon \( T \), the feedback gain \( K_1 \) and pre-filter gain \( K_2 \) in (1) are time-variant and this requires additional memory and processing power to solve the LQT problem. In this paper, we address the topic of time-invariant control on an infinite time horizon, which significantly reduces the computing complexity through the use of static gains. This is advantageous from an implementation point of view, especially for industrial systems. A good overview and performance evaluation of LQT for discrete time-invariant systems is given in [8]. For the case of finite horizon, recursive solutions for controls with fixed terminal states were proposed in [9].

LQT problems with an infinite time horizon can be solved algebraically by forming the Hamilton function, which combines the cost function and system dynamics by introducing a costate. This can be formulated as a linear quadratic regulator (LQR) problem. Depending on the problem formulation, the solution might be homogeneous or a superposition of a homogeneous and an inhomogeneous part. The methods introduced in the literature differ either in their system formulation or the cost function definition. For example, in [10], the original system was reformulated by transforming the system state \( x \) to \( x_z \) by introducing \( x_z = x - x_r \). In the method presented in [11], the reference signal was generated by \( \dot{x} = Fx_r \), where \( F \) is a constant matrix with appropriate dimension. A discounted cost function with
discount factor $\gamma > 0$ was introduced and the original system was augmented with the reference trajectory $x_r$. Some methods, e.g., [12], optimize the differential quadratic cost between the transient input energy and the steady-state input energy, which is hard to implement from a practical point of view, since the steady-state input energy is typically unknown a priori. In [7], a generalized LQT control framework was introduced, where the reference trajectory is generated with an exogenous system. Alternatively, the LQT problem can be studied in the frequency domain, as in [13], although this could be numerically intractable for systems with high dimensions.

We consider a general multi-input multi-output continuous linear time-invariant (LTI) dynamic system in state-space form as

$$\dot{x} = Ax + Bu,$$

$$y = Cx,$$

with the state vector $x$, the input vector $u$, and the output vector $y$. Here, $A$, $B$, and $C$ are, respectively, the time-invariant system state matrix, the input matrix, and the output matrix with appropriate dimensions.

For a simple LTI system with $A = 1$, $B = 1$, and $C = 1$, the tracking performances of a step command using the different LQT control methods mentioned above are illustrated in Figure 1. As can be seen, a tolerable steady-state error is balanced against the dynamic behavior, except for method [12], where an augmented linear quadratic servo system was implemented. Notice that the controller was parameterized such that the same amount of energy was injected into the system in all control methods. As can be seen in the lower plot, it could be consumed by different input trajectories, which resulted in different control dynamics. Compared to the other methods, ref. [12] had the slowest transient response and zero steady-state error, while [7] showed the fastest transient response but also the largest steady-state error.
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**Figure 1.** Tracking of a step command by an LTI system with $A = 1$, $B = 1$, and $C = 1$ using the different LQT control methods mentioned above. The same amount of input energy was injected into the system for all control methods: [7,10–12].
2.2. Bayesian Optimization for Dynamic System Control

BO is a powerful tool that allows the user to develop a framework to efficiently solve learning problems [14]. The desired performance can be obtained within fewer than 100 iterations [15,16]. Furthermore, it tolerates stochastic noise in function evaluations and is best suited for optimization of systems with small to medium sizes, typically less than 20 dimensions [17]. BO is being continuously developed; for an overview to recent advances in the algorithm, readers can refer to [18]. Due to its learning efficiency and noise toleration, it has great potential for industrial implementations, for example in process systems [19,20], positioning systems [21], and robotics [22].

With regard to the control of dynamic systems, BO has recently gained increased attention. A great part of this has focused on controller parameter tuning [23,24]. In comparison, leveraging BO for model learning has not been extensively researched [25,26]. Among the few publications, many of them focused on learning a residual model to complement the linear model in the model-based controller scheme, to achieve a better control quality. In [27], the authors used a Gaussian process (GP) to learn the relation between the adaptive term and modeling error in model reference adaptive control. And in [28], GP was used for real-time model adaptation, minimizing the error between prediction and measurement, as a straightforward extension of robust control. Similarly, GP was used to approximate the unknown part of a nonlinear model in [26,29]. According to [30], it is estimated that 75% of the cost associated with an advanced control project goes into system modeling. From a practical point of view, the methods proposed in literature do not significantly reduce the effort of modeling, since a static nominal model still needs to be identified. On the other hand, additional effort should be put into the learning procedure. This fact could be a big problem, namely a motivation stopper for the industrial implementation of the proposed advanced controller optimization algorithm.

In general, the majority of the literature in this regard handled the modeling based on the concepts of the separation principle and certainty equivalence, in cases where state estimation is involved. As stated in [31], “a guiding principle should be to model as well as possible before any model or controller simplifications are made as this ensures the best statistical accuracy”. The general consensus in the framework of data-driven control is that we also need a perfect model–plant match. There are only very few exceptions the literature that discuss the topic of direct performance-driven model learning under closed-loop conditions [32], and where model–plant mismatch could be possible, it is not necessarily examined. In this approach, no or very little prior knowledge and very low implementation costs are required, and the model parameters are used directly and purely for the optimization of control performance.

3. Augmented LQT Framework and Fundamentals of Bayesian Optimization

In this section, the augmented LQT framework is presented in detail in Section 3.1, along with an overview of the fundamentals of BO for model learning in Section 3.2.

3.1. LQT with Augmented State

In this subsection, we show that by augmenting the system with an integrated tracking error, as introduced in [33], we can obtain a control scheme with the input energy directly weighted in the cost function, while the steady-state error is forced to zero. By comparing the generalized LQT control framework introduced in [7] and the system formulation with the augmented state, the augmented LQT framework is deduced. A simple numerical example will illustrate the difference between the implementation of the method in [7] on the original system and the version augmented in this work.

3.1.1. Problem Description

First, we consider a general multi-input multi-output continuous linear time-invariant (LTI) dynamic system, as described in (2). The objective is to design a controller in such a way that the closed-loop system exhibits satisfactory transient response to a given reference
trajectory and zero steady-state error. This can be achieved by augmenting the original system (2) with an additional state $z$, which represents the integrated error between the reference signal $y_r$ and the actual controlled output $y$, as discussed in [33,34]. This can be formulated as

$$z(t) = \int_0^t (y_r - y) dt + z(0). \quad (3)$$

In this way, an integral feedback gain is added to the closed-loop system. The augmented system can be formulated as a linear system with an exogenous input dependent on the reference trajectory $y_r$, which will be discussed in the following. As stated in [35], the exogenous input in this context is an unavoidable quantity that cannot be used as a control input in corrective actions. Its magnitude is given externally and cannot be changed, although it may be possible to find a control input that cancels out or minimizes the effect of the exogenous input.

The exogenous inputs as a part of the system formulation were dealt with in [35,36] in continuous and discrete time, respectively, as well as indirectly in [10]. A much more general form for systems with exogenous input was introduced in [7], where an exogenous term, considered as a disturbance dependent on the reference trajectory, was included in the system formulation. In fact, the solutions introduced in [10,35] are special cases of the LQT control framework in [7]. However, to the best of the authors’ knowledge, a direct implementation of the LQT control framework in [7] with the augmented system mentioned above, is not found in the literature. And this will be discussed in Section 3.1.3.

From (3), it is clear that we have

$$\dot{z} = y_r - y = -Cx_r + Cx. \quad (4)$$

Combining (2) and (4), we obtain an augmented open-loop system, as follows:

$$\begin{bmatrix} \dot{x} \\ \dot{z} \end{bmatrix} = \begin{bmatrix} A & 0 \\ -C & 0 \end{bmatrix} \begin{bmatrix} x \\ z \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} u + \begin{bmatrix} 0 \\ C \end{bmatrix} x_r. \quad (5)$$

With the augmented system, a linear state-feedback controller can be constructed to form a closed-loop system, i.e., we have the following control law:

$$u = [K_x \ K_z] \begin{bmatrix} x \\ z \end{bmatrix}. \quad (6)$$

Therefore, provided that the steady-states exist and can be approached by a controller with the form (6), we can have $\dot{z}$ approaching zero, and thus $y$ approaching $y_r$, and the desired zero steady-state error can then be achieved [33].

With $x_a = \begin{bmatrix} x \\ z \end{bmatrix}$, $A_a = \begin{bmatrix} A & 0 \\ -C & 0 \end{bmatrix}$, $B_a = \begin{bmatrix} B \\ 0 \end{bmatrix}$, $C_a = \begin{bmatrix} C \\ 0 \end{bmatrix}$ and $G_a = \begin{bmatrix} 0 \\ C \end{bmatrix}$, the augmented system can be formulated as

$$\begin{bmatrix} \dot{x}_a \\ y_a \end{bmatrix} = A_a x_a + B_a u + G_a x_r,$n

$$y_a = C_a x_a. \quad (7)$$

The system (7) is a continuous LTI system with an exogenous input vector $x_r$. The control problem can be described as seeking the control law $u$ that minimizes the cost function

$$J = \int_0^\infty (x_a^T Q_a x_a + u^T R u) dt \quad (8)$$

subject to system (7), where $Q_a$ is a real symmetric positive semi-definite matrix and $R$ is a real symmetric positive definite matrix. For the case that $x_r = 0$, this becomes a standard LQR optimal control for the augmented system. For the case that $x_r \neq 0$, however, the term $G_a x_r$ cannot be eliminated from the formulation. Therefore, one cannot formulate
the problem in the standard form and solve the algebraic Riccati equation to obtain an optimal feedback gain. In [33,34], the exogenous input of the augmented system was simply neglected. In the following section, we will see that the exogenous input of the augmented system was a standard term in the general LQT control framework in [7], where it was considered by the authors as an input disturbance.

3.1.2. General LQT Control Framework

A general LQT control framework was introduced in [7] with a system formulation as follows:

\[ \dot{x} = Ax + Bu + E_d \delta, \]
\[ y = Cx + D_d \delta. \]  

(9)

The disturbances \( E_d \delta \) and \( D_d \delta \), as well as the reference trajectory \( \bar{y} \), are generated with an exogenous system of the following form:

\[ \ddot{x} = \bar{A} \bar{x}, \]
\[ \bar{y} = \bar{C} \bar{x}. \]  

(10)

The optimization problem then becomes

\[ J = \int_{0}^{\infty} ((y - \bar{y})^T Q (y - \bar{y}) + u^T R u) dt \]  

(11)

with constraints of (9) and (10). With a few conditions fulfilled, this can be solved using the control law

\[ u^* = -K^* (x^* - \Pi_{x^*} \delta) + F^* \delta \]  

(12)

with

\[ K^* = R^{-1} B^T P, \]
\[ F^* = -R^{-1} B^T \Pi_{\phi}, \]  

(13)

(14)

where \( P \) is obtained by solving

\[ PA + A^T P - PBR^{-1} B^T P + C^T Q C = 0, \]  

(15)

and \( \Pi_{x^*} \) in (12) as well as \( \Pi_{\phi} \) in (14) are obtained by solving

\[ \begin{bmatrix} \Pi_{x^*} \\ \Pi_{\phi} \end{bmatrix} \dot{A} = \begin{bmatrix} A & -BR^{-1} B^T \\ -C^T Q C & A^T \end{bmatrix} \begin{bmatrix} \Pi_{x^*} \\ \Pi_{\phi} \end{bmatrix} + \begin{bmatrix} E_d \\ C^T Q (\bar{C} - D_d) \end{bmatrix}. \]  

(16)

Notice that (16) is called the Sylvester equation. In the literature, the general LQT control framework is implemented with the original system (2). In many use cases, typically \( E_d = D_d = 0 \). A tolerated steady-state error is balanced against the necessary input energy. The steady-state error cannot be eliminated.

3.1.3. Augmented LQT Control Framework

It is straightforward to use the control framework introduced in [33] for the augmented system (7). By comparing (7) with (9), we have \( E_d = G_a \) and \( D_d = 0 \). We use the subscript \( a \) to distinguish this case with the notation for the original system. In other words, for the control law with the augmented system, \( A, B, C, Q, \bar{A}, \) and \( \bar{C} \) in (13)–(16) will be replaced by their counterparts with a subscript \( a \). Furthermore, \( x_r \) and \( y_r \) can easily be expressed with \( x_a \) and \( y_a \). A key difference of the control scheme compared to the original system lies in the consideration of the augmented state—the integrated tracking error—in the exogenous system. Though theoretically impossible, since deviation of current output to reference output always exists in the beginning, it is still justified that the desired reference
for the integrated tracking error is zero. For the augmented system, it is now an optimal problem with the following cost function:

\[
J = \int_0^\infty \left((y - \bar{y}_a)^T Q_a (y - \bar{y}_a) + u^T R u\right) dt.
\] (17)

In the special case of a constant reference trajectory, we have \(\bar{A}_a = 0\), the solutions for \(\Pi_x^\ast\) and \(\Pi_\phi^\ast\) are then simply obtained by solving

\[
0 = \begin{bmatrix}
A_a & -B_a R^{-1} B_a^T \\
-C_a^T Q_a C_a & A_a^T
\end{bmatrix}
\begin{bmatrix}
\Pi_x^\ast \\
\Pi_\phi^\ast
\end{bmatrix}
+ \begin{bmatrix}
C_a \\
C_a^T Q_a C_a
\end{bmatrix}.
\] (18)

3.1.4. Simple Numerical Example

To illustrate the difference between the general LQT framework and its augmented version, we implement the proposed method once again in a simple numerical system: a one-dimensional LTI system in the form of (2) with \(A = 1, B = 1, C = 1\). This is unstable in open-loop. Assume that the control target is used to track a step command with the final value \(y_r = 10\). Both the LQT control framework with original system and the augmented system are implemented. The simulation results are depicted in Figure 2.

![Figure 2. Tracking of a step command using an LTI system with A = 1, B = 1, C = 1. An LQT control framework with the original system model (red line) and augmented system model (blue line) are implemented. The same amount of input energy is injected into the system in both control laws.](image)

This example illustrates the effectiveness of the framework introduced in Section 3.1.3. With the same amount of input energy, the differences in the system behavior with the two control laws are compared. As depicted in Figure 2, it is clear to see that zero steady-state error is achieved in the augmented version, as expected. However, the transient dynamic is slower and a slight overshoot is observed compared to the LQT with the original system. For the latter case, an offset to the desired steady-state is apparent. In both cases, the
transient dynamic can be changed by tuning the input weighting matrix, but the conclusion above is not affected.

3.2. Bayesian Optimization with Gaussian Process

As hinted in the previous section, in this contribution, we focus on using BO to learn a system model dedicated to the control task. In other words, it is a performance-driven learning scheme [37]. The learning procedure is summarized in Algorithm 1 and will be explained in detail in the following.

Algorithm 1: Model learning via Bayesian optimization

<table>
<thead>
<tr>
<th>Step</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize GP with ( D_0 = J_0(\Theta_0) )</td>
</tr>
<tr>
<td>2</td>
<td>for ( i = 1 : N )</td>
</tr>
<tr>
<td></td>
<td>find ( \Theta^+ = \arg\max a(\Theta</td>
</tr>
<tr>
<td></td>
<td>conduct closed-loop experiment with ( S(\Theta_i) )</td>
</tr>
<tr>
<td></td>
<td>measure ( u_i ) and ( y_i )</td>
</tr>
<tr>
<td></td>
<td>compute cost function ( J_i )</td>
</tr>
<tr>
<td></td>
<td>update GP and ( D ) with ( \Theta_i, J_i )</td>
</tr>
<tr>
<td>3</td>
<td>Compute optimal parameter ( \Theta^+ ), where ( i^+ = \arg\min J_i ).</td>
</tr>
</tbody>
</table>

Essentially, BO is an efficient way to learn the relationship between the model parameter \( \Theta \) and the control performance \( J \) based on past observations. With random initial model parameters \( \Theta_0 \), the controller is instantiated and control sequences are applied to the dynamic system. We then evaluate the control performance \( J_0(u_0, y_0) \) with respect to the input energy and tracking error by computing a predefined cost function. Then, we obtain our first observation \( D_0(\Theta_0) \), with \( \Theta_0 \) hinting at the dependencies of the observation on the model parameters. For simplification of notation, in the following, when no misunderstanding occurs, \( D_i(\Theta_i) \) will be simply noted as \( D_i \). Notice also that without any suffix, the observation \( D \) represents the whole set of current observations; the same rules apply to the other mathematical notations.

We assume that the control performances are random variables that have a joint Gaussian distribution dependent on the model parameters. Without any observation, we define a GP prior that is a Gaussian distribution over function, which is completely parameterized by its mean and variance. Then, we can draw samples from it, which serve as candidate functions for what we are looking for. The actual observation \( D_i \) is a sample from the distribution of \( f(\Theta_i) \). In Bayesian learning, we use the observations to re-weight these function candidates. The probability of a certain candidate function \( f(\Theta) \) from the prior is defined as \( p(f(\Theta)) \), and the Bayes rule

\[
p(f(\Theta) \mid D) = \frac{p(D \mid f(\Theta))}{\int p(D \mid g(\Theta))p(g(\Theta))dg(\Theta)} \cdot p(f(\Theta)) \tag{19}
\]

scales this probability by a factor. The numerator of the scaling factor describes the likelihood of observations given the candidate function. This is normalized by the average likelihood, in other words, the overall probability of our observation over all possible candidate functions.

We are interested in finding the posterior \( p(f(\Theta^*) \mid D) \), because we want to make predictions at the unobserved locations \( \Theta^* \), which in turn will be evaluated using the acquisition function for the decision of where the next iteration will be. We compute the posterior from the prior and the likelihood. By applying the Gaussian marginalization rule, we obtain

\[
f(\Theta^*) \sim \mathcal{N}(m(\Theta^*), k(\Theta^*, \Theta^*)). \tag{20}
\]
Both \( f(\Theta^*) \) and observations \( D \) are Gaussian, by unfolding the definition of covariance and linearity of expectation, their joint distribution can be formulated as follows:

\[
\begin{bmatrix}
    f(\Theta^*) \\
    D
\end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix}
    m(\Theta^*) \\
    m(\Theta)
\end{bmatrix}, \begin{bmatrix}
    k(\Theta^*, \Theta^*) & k(\Theta^*, \Theta) \\
    k(\Theta^*, \Theta)^T & (k(\Theta, \Theta) + \eta^2 I_n)
\end{bmatrix} \right).
\]

(21)

By applying the conditional rule for multivariate Gaussian, the distribution for the posterior is obtained:

\[
f(\Theta^*) \mid D \sim \mathcal{N}(\mu^*, \sigma^{*2})
\]

(22)

with the posterior mean \( \mu^* \):

\[
\mu^* = m(\Theta^*) + k(\Theta^*, \Theta)(k(\Theta, \Theta) + \eta^2 I_n)^{-1}(f(\Theta) - m(\Theta)),
\]

(23)

and posterior covariance \( \sigma^{*2} \):

\[
\sigma^{*2} = k(\Theta^*, \Theta^*) - k(\Theta^*, \Theta)(k(\Theta, \Theta) + \eta^2 I_n)^{-1}k(\Theta^*, \Theta)^T.
\]

(24)

The steps of (21), (23) and (24) are a recurring pattern in Bayesian learning and we use this to compute the posterior for the Gaussian process model. By assuming a zero mean and expanding (23), we have

\[
\mu^* = \begin{bmatrix}
    \mu^*_1 \\
    \vdots \\
    \mu^*_n
\end{bmatrix}
\]

(25)

\[
= \begin{bmatrix}
    k(\Theta_1^*, \Theta_1) & k(\Theta_1^*, \Theta_2) & \ldots & k(\Theta_1^*, \Theta_{nT}) \\
    k(\Theta_2^*, \Theta_1) & k(\Theta_2^*, \Theta_2) & \ldots & k(\Theta_2^*, \Theta_{nT}) \\
    \vdots & \vdots & \ddots & \vdots \\
    k(\Theta_{nT}^*, \Theta_1) & k(\Theta_{nT}^*, \Theta_2) & \ldots & k(\Theta_{nT}^*, \Theta_{nT})
\end{bmatrix} \begin{bmatrix}
    D_1 \\
    D_2 \\
    \vdots \\
    D_{nT}
\end{bmatrix}^{-1}.
\]

The expanded mean (25) reveals that for an arbitrary test location \( \Theta_j^* \), the posterior is a weighted sum of all the observations \( D \) normalized by \( (k(\Theta, \Theta) + \eta^2 I_n)^{-1} \). The weights are defined by the kernel between this test location \( \Theta_j^* \) and all training locations in \( D \). A typical kernel function is the squared exponential kernel with the following structure:

\[
k(\Theta_j, \Theta_l) = \sigma^2 \exp\left(\frac{-(\Theta_j - \Theta_l)^2}{2l^2}\right),
\]

(26)

with \( l \) being the length scale, which characterizes how correlated the random variables are depending on the distance, and \( \sigma^2 \) the signal variance, which reflects the range of function values.

Finally, we model the observations as a linear transformation from the latent variable \( f \) with added Gaussian noise. The questions arising during this process are how to select the test points for prediction from infinite possibilities in the parameter space and how BO decides the next iteration point, leveraging the information gathered from the GP. For the first question, many different search methods have been introduced in the literature, e.g., “local random search”. For the second question, typically, BO decides the next sample location by optimizing the so-called acquisition function \( a(\Theta) \), e.g., expected improvement (EI), with the use of the mean and variance predictions of the GP. This selects the next parameter set where the expected improvement over the target minimum among all the explored data is maximal. In this way, the model instance with this new optimal parameter set—up to the current iteration—is used for the controller in the subsequent step.

It is important to note that the decision about the next model parameter set is an internal loop of the BO framework, which does not require experiments on the real system. Therefore, the approach is extremely data efficient. To speed up the algorithm’s conver-
gence, one can also set constraints on the search space of the model parameters based on prior knowledge of the system. For example, the signs of certain parameters can be predetermined when their meaning can be physically interpreted.

4. LQT Implementation for Car-in-the-Loop

In this section, the proposed control method is examined in a simulative study of the control of CiL longitudinal dynamics. In Section 4.1, the CiL prototype and the model for its longitudinal dynamics are introduced. In Section 4.2, the perfect model of the 'real' system is employed as the augmented LQT controller, whereas in Section 4.3, the model is learned via BO. The simulation environment for the implementation was MATLAB/Simulink 2022a.

4.1. Car-in-the-Loop Test Bench Prototype

A prototype for the CiL concept that was built in the IMS lab is depicted in Figure 3. For simplification of notation, we refer to the prototype in the following discussions as CiL. More details about the test bench and its modeling are given in [5]. In this work, we focused on the control of the CiL longitudinal dynamics. The control task was to track a reference trajectory of the wheel hub speed using the brake motor torque, while the torque from the drive motor was regarded as a disturbance from the perspective of the test bench control.

\[
A = \begin{bmatrix}
0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 1 & -1 \\
-322,277 & 0 & -23.24 & 23.12 & 0 \\
27,038.8 & -48,516 & 1.94 & -9.24 & 7.27 \\
0 & 401,767.1 & 0 & 60.24 & -60.32
\end{bmatrix},
\]

\[
B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 40.16 \end{bmatrix}^T,
\]

\[
C = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}^T.
\]

The output matrix C shows that only the wheel hub speed among all five states was measured.
4.2. Augmented LQT Control with Perfect Model

Since the LQT control framework with the augmented system has the advantage of zero steady-state error, we adopted this method for the study on CiL. A simplified control scheme is illustrated in Figure 4. With \( y = Cx \) and \( y_r \) being known, the control system could be augmented with the integrated tracking error of wheel hub speed as an additional state using (3). Furthermore, we also included this state in the exogenous system and simply assumed that it should be constantly zero.

\[
\begin{align*}
\bar{A}_a &= \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \\
\bar{C}_a &= \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \\
E_d &= \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T.
\end{align*}
\]  

(28)

For the augmented system, we constructed the weighting matrix of the cost function with \( Q_a = \text{diag}(\{Q_1, Q_2\}) \) and \( R \), with \( Q_1 \) being the weighting factor for the tracking error, \( Q_2 \) for the augmented state, and \( R \) for the system input.

Assume that the real system is completely known, the controllability and observability of the system can easily be examined. Therefore, we can use \((A, B, C)\) as the perfect model of the real system to solve the LQT problem as described in Section 3.1.3, by calculating (12) using (13) and (14), with \( P \) and \( \Pi_\phi \) obtained by solving (15) and (16). Due to the characteristics of the system state matrix, it was rescaled for more stable matrix operations. For this specific system, it proved to be extremely difficult to find a stable control solution using the perfect model of the real system for the control. A Monte-Carlo simulation with \( 10^4 \) repeats with \( Q_1, Q_2 \) and \( R \) randomly selected in the range of \([10^{-20}, 10^4]\) was performed. As depicted on the left side of Figure 5, only 5 out of the 1e4 random combinations of weighting factors contributed to a stable controller.

From an optimization point of view, the model offered many more degrees of freedom for the problem solving than that of the weighting matrices in the cost function. Abandoning a direct physical interpretation of the model for the controller, in the following chapters, we show that a model learned via BO can facilitate a much larger set of stable controllers. It also exhibited an improved control performance. To the best of the authors’ knowledge, this discovery is the first in the LQT-related literature.
Figure 5. Stable controller set with Monte Carlo simulation. $Q_1$, $Q_2$ and $R$ are randomly selected in the range of $[10^{-20}, 10^4]$. For ease of reading, the cost evaluation is averaged over the sample numbers and logarithmized. **Left**: stable controller set with perfect model of the real system, **right**: stable controller set with learned model via BO.

4.3. Augmented LQT Control with Model Learned via Bayesian Optimization

Recall that, in Section 4.2, we could not find stable controllers by implementing LQT with augmented states on CiL with perfect knowledge of the ‘real’ system. In other words, we used a perfect model of the ‘real’ system for the controller in the simulation study. Now, we revisit the augmented LQT control problem and implement the algorithm of model learning via BO as described in Algorithm 1 on the simulated CiL. For this learning task, we assume a priori that the system is a three mass-spring-damper LTI system, for which the physical parameters (mass, spring stiffness etc.) are unknown. In particular, we use BO to learn the unknown entries in the system state matrix $A_{BO}$ and input matrix $B_{BO}$ for the LQT controller directly in closed-loop conditions. These unknown entries are dependent on the physical parameters of the CiL. More specifically, we have $\Theta = [\theta_1, \theta_2, \ldots, \theta_{12}]$ integrated in

$$A_{BO} = \begin{bmatrix} 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & 1 & -1 \\ \theta_1 & 0 & \theta_2 & \theta_3 & 0 \\ \theta_4 & \theta_5 & \theta_6 & \theta_7 & \theta_8 \\ 0 & \theta_9 & 0 & \theta_{10} & \theta_{11} \end{bmatrix},$$

$$B_{BO} = [0 \ 0 \ 0 \ 0 \ \theta_{12}]^T.$$  \hspace{1cm} (29)

This implementation of BO was based on the toolbox “bayesopt” in MATLAB/Simulink 2022a. For this optimization task, we chose EI as the acquisition function. The exploration ratio was set to 0.5. GP was selected as the surrogate model, with Matern 2/5 [17] as the kernel. Since no prior knowledge about the mapping of the cost function to model parameters was given, we assumed zero mean for all random variables in the GP prior. In the learning stage, the reference trajectory of the wheel hub speed with a step command of 10 rad/s at 1 s was used. The duration of the simulation was set to 20 seconds. The optimization objective function as described in (17) for the augmented LQT problem was implemented for BO, after averaging over time and logarithmization. With trivial weight-
ings of $Q_1 = 1$, $Q_2 = 8$, $R = 1$ and 30 random initialization, we obtained an optimized BO model ($A_{BO}, B_{BO}$) for the LQT controller in $N = 500$ iterations:

$$A_{BO} = \begin{bmatrix} 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & 1 & -1 \\ -565,390 & 0 & -490.92 & 106.63 & 0 \\ 824,120 & -563,610 & 323.5 & -475.87 & 278.53 \\ 0 & 271,700 & 0 & 314.96 & -83.672 \end{bmatrix},$$

$$B_{BO} = \begin{bmatrix} 0 & 0 & 0 & 95.36 \end{bmatrix}^T.$$

This model is called BO model in the following sections for simplification of notation. A Monte-Carlo simulation with the same settings as described in Section 4 was performed and the simulation results are illustrated on the right side of Figure 5. In total, 1782 stable controllers were obtained, which was a significant improvement compared to the sparse stable controller set with the perfect model of the ‘real’ system. In Figure 6, a comparison of the step command response is depicted. The best result with the perfect model (lower left point in the left plot of Figure 5) is shown in red color. A representative point with comparable overall cost from the results with the BO model is presented in blue. As illustrated, the controller with BO model injected more energy into the system, to allow a much faster transient dynamic.

In practice, it is difficult to describe an arbitrary reference trajectory of wheel hub speed, i.e., the vehicle velocity with the formulation of (10). It is trivial to consider the reference trajectory as small step commands at each sample time, and therefore one can use the same controller for an arbitrary reference trajectory as for the step command. The practicability of this simplification was validated using a recorded wheel hub speed from real-world driving as a reference trajectory, where the tire slip phenomenon was captured. The results are illustrated in Figure 7. Due to the much faster transient dynamic, the controller with BO model tracked the reference trajectory much better than its counterpart with the perfect model.

![Tracking of wheel hub speed](image)

**System input**

![System input](image)

**Figure 6.** Comparison of the step command response with the augmented LQT controller using a perfect model of the ‘real’ system and the BO model. The overall cost for both controllers was comparable.
Figure 7. Comparison of the tracking of real measurement data with the augmented LQT controller using a perfect model of the ‘real’ system and the BO model.

4.4. Discussion on the Model Learned via Bayesian Optimization

In this section, we demonstrate that within the LQT control framework, a controller with a learned model can provide a significantly more stable solution for certain systems (e.g., CiL) than a controller with perfect knowledge of the system. However, inherently, a model–plant mismatch is highly possible for the former case. Indeed, a comparison of the eigenvalues of the system (27) and (30) after discretization revealed that the learned model did not reflect the dynamics of the ‘real’ system, as shown in Figure 8. The model learned via BO was open-loop unstable with an eigenvalue outside the unit circle, while the ‘real’ system was marginally more stable.

The fact of plant–model mismatch raises two concerns. The first concern is over-fitting. However, it is shown that with carefully designed experiments, one can learn a performance-driven model for control that excites the dynamic spectrum of interest for the control task at hand. This is a very useful insight. In fact, the authors encourage readers to use the system itself to (semi-)automatically generate the information of interest [31]. A second concern is the stability margin. In the case of a linear quadratic Gaussian (LQG) controller, as famously stated in [38], there is none for this class. This implies that the stability margin is inherently system-specific. In practical applications, we carefully examine the robustness of the controller individually. For CiL, the test scenarios can be categorized into several dynamic ranges and represented with certain test signals. In this case, the robustness is examined directly in an experimental setup. Examples of the systematic study of robustness and integration into the algorithm for performance-driven control can be found in [23,29,39]. This is outside the scope of this paper. The intention of the authors was to showcase the possibilities opened up by this new approach, with the focus on the industrial practicability.
4.5. Effectiveness of Bayesian Optimization

The BO algorithm for model learning converged fast in the case of CiL. In Figure 9, a representative closed-loop system performance of CiL in the simulation over the iteration steps during the model learning is illustrated. The blue line visualizes the best performance up to most recent iteration. With sufficient initial seeds of parameter sets randomly selected from the parameter space, the BO algorithm converged in a very effective manner. Therefore, in the case of CiL, the performance-driven approach together with BO was data-efficient and suitable for experimental controller design.
5. Conclusions

In this contribution, we discussed a control method for LQT with zero steady-state error. This was realized by augmenting the system states with an integrated tracking error. The general LQT control framework introduced in [7] can be used for the augmented system, which has not previously been mentioned in the literature.

A possible reason for this could be that, due to the augmentation of the system, as well as the introduction of the exogenous system, the dimension of the Sylvester Equation (16) could be increased quite significantly when many states or outputs are to be tracked in the system. This fact could be a limitation of the method.

On the other hand, an interesting discovery for the specific system of CiL is that almost no stable solutions can be found with a perfect model of the ‘real’ system for LQT control. However, a stable and better performing solution can be found more easily with a controller model learned via BO. Based on the learned model, the controller parameter can be further tuned in a sequential step and achieve the desired performance with respect to certain objectives.

Currently, the conclusions drawn in this contribution were based on numerical simulations. All system states were assumed to be known. In addition, nonlinear effects of the real system were not considered. In future works, a control method for nonlinear systems in combination with a state estimator should be studied further, to pave the way for practical applications. It would also be interesting to prove the feasibility and stability of the method mathematically in more general terms. For example, how might the model learned via BO provide an alternative approach to the augmented LQT controller design for the specific class of systems that are similar to CiL, which is notoriously difficult to solve with a perfect model of the ‘real’ system as the controller model. Moreover, due to the state augmentation, as well as the introduction of the exogenous system, the dimensions involved in the controller design can increase significantly for systems with high dimensions and/or multiple tracking states. Further investigation is required to fully understand the efficacy of BO for modeling systems with higher dimensions.
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