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Abstract: Brain–Machine Interfaces (BMIs) have made significant progress in recent years; however, there are still several application areas in which improvement is needed, including the accurate prediction of body movement during Virtual Reality (VR) simulations. To achieve a high level of immersion in VR sessions, it is important to have bidirectional interaction, which is typically achieved through the use of movement-tracking devices, such as controllers and body sensors. However, it may be possible to eliminate the need for these external tracking devices by directly acquiring movement information from the motor cortex via electroencephalography (EEG) recordings. This could potentially lead to more seamless and immersive VR experiences. There have been numerous studies that have investigated EEG recordings during movement. While the majority of these studies have focused on movement prediction based on brain signals, a smaller number of them have focused on how to utilize them during VR simulations. This suggests that there is still a need for further research in this area in order to fully understand the potential for using EEG to predict movement in VR simulations. We propose two neural network decoders designed to predict pre-arm-movement and during-arm-movement behavior based on brain activity recorded during the execution of VR simulation tasks in this research. For both decoders, we employ a Long Short-Term Memory model. The study’s findings are highly encouraging, lending credence to the premise that this technology has the ability to replace external tracking devices.
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1. Introduction

The idea of the brain being the central organ of cognition was first proposed in the 5th century BC by Alcmaeon, and further contributions were made by Herophilus, Erasistratus, and Galen in the following centuries. Major progress in understanding the human brain occurred during the 20th century, with pioneers such as Hans Berger and Jacques Vidal making significant breakthroughs [1,2]. A Brain–Machine Interface (BMI) comprises two main components: (1) access to the human brain’s activity, and (2) the extraction of useful information from this signal, which can be processed in various ways depending on the specific purpose of the BMI system. The system has interfaces between the brain and some external machine or device, with the goal of modifying interactions between the central nervous system (CNS) and either the body or the external world. BMIs have the potential to impact the lives of individuals with disabilities by providing new ways to interact with the world and to regain lost function [3–6]. BMI systems have a wide range of potential applications, including the restoration of lost muscle control and the enhancement...
of mobility for paralyzed individuals [7–9]. They can be used for communication and to restore lost body functions in individuals with physical disabilities. BMI systems can improve the natural CNS output and supplement it by providing an additional layer of control and precision. Additionally, they can allow healthy individuals to perform tasks that would be difficult or impossible to achieve using traditional means, such as operating a robotic arm in a hazardous environment [10].

Brain activity needs to be recorded to facilitate interactions through a BMI. To record brain activity for a BMI, various electrophysiological methods can be used, such as EEG, MEG, and fMRI, each with its own advantages and limitations [3,4]. The choice of method will depend on the requirements of the specific BMI system and the characteristics of the brain activity being measured. For example, intracortical microelectrodes allow detailed control of a robotic arm but have rapid wear, while electrodes on the cortical surface provide stable signals but only allow nontargeted control [11]. Effective interaction between the CNS and the targeted device is crucial for successful BMI application, which is a challenging task. BMIs can be categorized as noninvasive, semi-invasive, or invasive, and proper signal acquisition is critical for the function of any BMI. The selection of optimal regions for the recording of signals from the CNS is crucial for effective BMI systems. Several studies have focused on recording signals from the sensorimotor cortical areas, which are easily accessible, produce measurable signals, and can be monitored using noninvasive electrodes [12–14]. Deep neural networks (DNNs) have shown promise for decoding neural signals from the motor cortex. DNNs are a type of machine learning algorithm composed of multiple layers of artificial neurons [15–17]. These layers allow the network to learn increasingly abstract representations of the input data, leading to better performance on complex tasks, such as image and speech recognition. The network learns to associate specific patterns of neural activity with specific movement directions, enabling it to predict the desired movement from the recorded neural signals. DNNs have been shown to outperform traditional decoding algorithms, such as linear filters and support vector machines, particularly in situations where the relationship between neural signals and movement commands is highly nonlinear.

To obtain a holistic BMI, on the other hand, you must develop a stimulus, a goal, and a task. Over the past few years, VR technology has made significant advances, becoming more accessible and enabling the development of a wider range of applications. VR technology has the potential to increase surgical efficiency, physical rehabilitation treatments, memory and cognitive abilities, and mental health care [18–23]. One of the primary benefits of VR is its ability to create highly realistic and immersive artificial environments, allowing users to experience situations that may not be possible in the real world [24–28]. VR technology has provided clinicians with a powerful tool for delivering immersive therapeutic interventions to their patients. By simply putting on a headset, patients can be transported into a wide range of virtual environments where they can be exposed to a variety of therapeutic tasks and challenges. These simulated environments offer a sense of safety and comfort that can help patients feel more confident and willing to confront their fears and challenges. While the therapeutic tasks take place within the virtual world, research has shown that the learning and skills gained through VR can transfer to real-world situations. VR can be used in conjunction with DNNs and can be trained to decode neural signals recorded from the motor cortex, which can then be used to control virtual limbs or avatars in a VR environment [29,30]. This approach has several advantages, including the ability to provide a more natural and intuitive interface for users, as well as the ability to create immersive and engaging training environments that can facilitate motor learning and rehabilitation.

Various DNN models have been utilized to decode neural signals originating from the motor cortex [31–34]. Nonetheless, a few models, particularly those that focus on motor activity during a Virtual Reality simulation, may be helpful for time series datasets. In this study, we aim to investigate the potential of a DNN model called Long Short-Term Memory (LSTM), which is an effective model [35–38] for decoding neural signals.
recorded from the motor cortex during Virtual Reality simulations, with a particular focus on improving the immersive qualities of such simulations [39]. Our objective is to gain a deeper understanding of how VR experiences can be designed to be more impactful for users, which could inform the development of more effective therapeutic interventions and other applications of VR technology. Our current research involves the use of a BMI system that records brain activity from the motor cortex using EEG while individuals perform specific arm movement tasks during the VR simulation. Our study aims to investigate how well the LSTM model can accurately predict the path of arm movements based on recorded brain activity. By understanding the relationship between brain activity and arm movement, we aim to develop new ways to assist individuals who require VR treatment (Figure 1).

Figure 1. Brain–Machine Interface workflow.

2. Materials and Methods

A neural decoder was developed with the goal of controlling a hypothetical arm inside the virtual simulation (Figure 2). In the virtual environment, objects were placed at different positions, allowing users to virtually interact with them. This provided a way for users to engage with the virtual environment and perform tasks within it. The placement of objects at different positions allowed for a variety of interactions and challenges for the user, which potentially led to a more immersive and engaging experience. In addition, the variability of the tasks at a small scale (e.g., stereotypical reach-to-grasp movement was executed for the diverse arrangement of positions) promoted the training of a decoder that was invariant to movement-specific EEG signals and more tuned to task-specific generalized activities.
The virtual objects were placed in locations that could be reached only by arm movement, which suggests that the experiment aimed to measure arm motor activity (Figure 3). The objects were positioned within a 60-degree range of the participant’s central vision to make them easily visible and reachable. The placement of the objects was carefully planned to avoid intense body stretching or head movement, which could introduce unwanted artifacts or noise into the data. The goal was to record body movement with as minimal movement and noise as possible. By limiting movement to only the dominant hand, the researchers could ensure that any changes in motor activity were directly related to the movement of the arm and not to any other confounding factors. To minimize movement artifacts and noise, participants were instructed to stand steadily and not move their body or head during the experiment. This further ensured that the recorded motor activity was related solely to the movement of the arm and was not influenced by other sources of motion. The careful planning of object positions and participant instructions aimed to provide high-quality EEG data for developing a neural decoder to control arm movement in the virtual environment.

We developed a Virtual Reality (VR) system tailored to the needs of our study that possesses the necessary specifications for our research. The hardware components consisted of a desktop computer with an NVIDIA GeForce GTX 1070 graphics card, AMD Ryzen 7 2700X CPU, 16 GB G.Skill TridentZ DDR4 RAM, HDMI 1.3 video output, 3 USB 3.0 and 1 USB 2.0 ports, an Oculus Rift VR headset, and an Arduino Uno connected to a Seeed 101020052 Grove Electrodermal Activity Sensor to measure skin electrical conductance. The software used included the Windows 10 operating system with Oculus Rift drivers, Unity 3D, Blender 3D computer graphics software, Adobe Photoshop, OVR Plugin, and the Arduino IDE. The GSR sensor values were read by the Arduino at a rate of 100 Hz and used accordingly with our Unity software. Furthermore, we used Matlab for post-data analysis and to form the neural network of the simulation data.
Figure 3. Eight angles that each participant had to approach in order to complete the 8 different motor tasks: (a) task/angle 1; (b) task/angle 2; (c) task/angle 3; (d) task/angle 4; (e) task/angle 5; (f) task/angle 6; (g) task/angle 7; and (h) task/angle 8.

The study included 10 healthy participants, consisting of 7 males and 3 females between the ages of 21 and 42 years old. The use of both male and female participants across a range of ages helps to ensure that the results are more broadly applicable and generalizable. The participants wore EEG equipment to record activity in the motor cortex, specifically using 35 channels (Figure 4). Prior to participating in the study, all individuals provided written informed consent to take part in the research. During the experiment, each participant repeatedly reached targets located at different positions in the virtual environment. Specifically, each participant repeated the movement 50 times for each of the 8 virtual objects, resulting in a total of 400 movements being recorded for each participant. This means that, in total, 4000 movements were recorded for the entire experiment. EEG data were collected using a sampling frequency of 400 Hz. Prior to analysis, the data were passed through a bandpass filter with a range of 0.5–35 Hz. This range was chosen to filter out unwanted noise and electrical interference while retaining the relevant signals associated with motor cortex activity. The 0.5–35 Hz frequency range is widely used in EEG recordings, as it captures movement-related activity in the motor cortex and other relevant brain regions. EEG recordings can be contaminated by various sources of noise,
including environmental factors, electrical equipment, and physiological artifacts, such as muscle activity and eye blinks. To minimize the impact of these artifacts, we employed a pre-processing pipeline that included several steps. First, we used a notch filter to remove line noise at 50 Hz and its harmonics. Then, we used a threshold-based approach and independent component analysis (ICA) to identify and remove muscle activity and eye movement artifacts. We also designed the VR simulation to minimize the potential for extraneous muscle activity and movement-related artifacts that might have been introduced by larger body movements. In addition, to reduce movement artifacts, we instructed the participants to only move their dominant arm while keeping the rest of their body still during the experiment. This helped to ensure that the recorded signals were primarily related to motor cortex activity and were not affected by other sources of movement-related noise.

![Figure 4](image-url) EEG activity was recorded from the motor cortex using a 35-channel cap. The EEG map of 35 channels on the motor cortex is shown.

EEG data can be contaminated by various types of noise and artifacts, such as those caused by blinking, swallowing, and abrupt body movements, as well as those resulting from unstable electrode contact or reference electrode issues [40]. To minimize movement-related artifacts, we instructed participants to avoid abrupt movements and to maintain a comfortable resting position while completing the assigned tasks. Additionally, by tracking hand movement, we were able to discard irrelevant parts of the recording and only retain channel recordings collected during or close to the assigned task. Finally, after selecting the recording windows relative to the movement, we removed electrode noise by subtracting the DC component. These steps helped to ensure that the EEG data collected were of high quality and accurately reflected the neural activity of interest [41,42].

The recording window that was selected for analysis began 300 milliseconds (ms) before movement and included 100 ms after movement completion, giving a total of 1000 ms (Figure 5). Implementation of this design allowed the decoder to predict the hand position vector based on neural activity that was relevant to the task assigned to the participant. By including a period of time before movement onset, it was possible to capture preparatory activity, which is an increase in neuronal firing that occurs in response to the presentation of a stimulus and the subsequent motor planning. By examining activity in these different periods, it is possible to gain a more comprehensive understanding of the neural processes involved in movement and how they may vary across the movement cycle. In more detail, the data included the EEG activity of each channel during each trial at each position in the form of a 35XT array, where T represents time in milliseconds, and 35 represents the number of channels.
The EEG channel recordings were divided into three parts: a pre-movement period with a duration of 300 milliseconds (ms), a during-movement period with a duration of 600 ms, and a post-movement period with a duration of 100 ms. This split allowed for the analysis of neural activity at different stages of the movement process, including preparatory activity (pre-movement), movement execution (during-movement), and post-movement activity.

By capturing the 3D positions of the controllers, the x, y, and z positions of the participant’s hand (right or left) were recorded during the experiment. These hand position data were stored in a 3XT array, where T represents time in milliseconds and each row represents the position in a different axis (x, y, z). This storage method allowed for the efficient organization and analysis of the hand position data (x, y, z), which were used to train and test the neural networks (Figure 6).

Figure 5. The EEG channel recordings were divided into three parts: a pre-movement period with a duration of 300 milliseconds (ms), a during-movement period with a duration of 600 ms, and a post-movement period with a duration of 100 ms. This split allowed for the analysis of neural activity at different stages of the movement process, including preparatory activity (pre-movement), movement execution (during-movement), and post-movement activity.

Figure 6. The 3-D hand position movement with (x, y, z) coordinates of one selected trail.
A DNN was chosen as the machine learning model to be trained and tested. This was preferred over other techniques, such as support vector machines and the Kalman filter, due to its ease of implementation. These days, it just takes a few lines of code to construct neural network applications utilizing Matlab or Python frameworks. Preparing data for training and testing is the application’s primary task. Neural networks use input data, in this case, brain activity recorded by electrodes, to identify patterns and relationships with data labels, in this case, arm position. It is important for the training data to be structured in a meaningful way to ensure that any relationships identified are useful and valid for the problem at hand. To this end, the training data were divided into two groups: the data from the initial 300 milliseconds (ms) before movement onset and the remaining data collected during movement minus the last 100 ms after movement completion. This split allowed for the analysis of neural activity at different stages of the movement process and ensured that the training data were relevant to the problem at hand.

The first group of training data (Figure 7b) was used to train a classification DNN to find a relationship between the EEG signal averaged over time bins and the target position. The training data consisted of the first 300 ms of the signal for all 35 channels, and the training labels were a $1 \times 8$ vector, with each column representing the positions. During this 300 ms period, the arm was not moving, and any amplitude/power that occurred was likely due to the presentation of a stimulus (the target position) and subsequent motor planning. This increase in neuronal firing before movement, known as preparatory activity, was used to train the network to predict the position of the movement trajectory. To speed up the computation time, the data were binned into 20 ms chunks, in a total of 15 bins for the 300 ms period with normalized values between 0 and 1. This allowed the neural network to process fewer data while still maintaining the necessary resolution for the analysis. Overall, this training approach was designed to identify the relationship between EEG signals and target positions and to enable the neural network to accurately predict the position of the movement trajectory.

The second neural network (Figure 7c) used in the study was a more advanced network designed for regression, which used the remaining data (during movement minus the last 100 ms) to find the relationship between EEG activity and the hand position vector. To speed up the computation time, the data were binned into 20 ms chunks, in a total of 30 bins with values between 1 and 0. The positional data were also binned, with each 20 ms chunk containing the average position over that time period. The location labels were the binned x and y position data, starting at 301 ms and ending 100 ms before recording termination. This setup reflects the predictive nature of the neural network, which was designed to predict hand position.

LSTM is a special variant of the recurrent neural network (RNN) that is capable of tracking long-term dependencies among input data sequences [43,44]. LSTMs are specifically designed for processing sequences of data over time, where each input to the network is a sequence of values (a sequential signal). In an LSTM network, there are multiple memory cells, each with its own input, output, and forget gates. These gates regulate the flow of information into and out of each cell, allowing the network to selectively remember or forget information based on its relevance to the task at hand. At each time step, the LSTM network receives an input sequence, and the network performs a series of calculations using the input value, the previous cell state, and the previous output. These calculations are used to update the cell state and the output for the current time step. The output of the network can then be used for both classification (first neural network) and regression (second neural network. In the case of EEG signals, the LSTM network can be used to classify the signals into different categories based on the task being performed by the subject. The input to the network is a sequence of EEG data, and the output is a classification label indicating the task being performed; in our case, for the first, it was one of the 8 angles, and for the second neural network, it was the arm position [44,45].
Figure 7. EEG recording storage allowed for the efficient organization and analysis of the EEG data, and it facilitated the process of training and testing the neural networks. (a) EEG recordings were stored in two-dimensional arrays, with the number of rows representing the number of EEG channels and the number of columns representing the number of time windows (bins) for the pre-movement and post-movement periods; (b) the recorded EEG signals were stored in arrays, while the pre-movement period, with a duration of 300 milliseconds (ms), was stored in 15 bins in the second array; (c) the during-movement period, with a duration of 600 ms, was stored in 30 bins in the third array.

\[
\begin{align*}
\sigma_t &= \sigma_g(Wx_t + Rh_{t-1} + b) \odot \sigma_c(c_t)
\end{align*}
\]  

\(\sigma_c\): hyperbolic tangent function; \(\sigma_g\): sigmoid function; 
\(W\): input weights; \(R\): recurrent weights, \(b\): Bias.

In our study, both neural networks used in the study employed an LSTM architecture. This architecture was chosen based on the algorithm, architecture, and formulas provided in Matlab (mathworks.com/help/deeplearning/ug/long-short-term-memory-networks.html) accessed on 20 May 2023 (Formula (1)). The first neural network, which was designed to predict the position observed by the participant, used a Classification LSTM Network (Figure 8).
calculated using the following equation:

\[ h_t = \sigma(g(Wx_t + R_{h_{t-1}} + b) \odot \sigma(c_t)) \]

where \( \sigma \) is the hyperbolic tangent function, \( \sigma_g \) is the sigmoid function, \( W \) are the input weights, \( R \) are the recurrent weights, and \( b \) is the bias.

In our study, both neural networks used in the study employed an LSTM architecture. This architecture was chosen based on the algorithm, architecture, and formulas provided in Matlab (mathworks.com/help/deeplearning/ug/long-short-term-memory-networks.html) accessed on 20 May 2023 (Formula 1). The first neural network, which was designed to predict the position observed by the participant, used a Classification LSTM Network (Figure 8).

**Figure 8.** LSTM of the first neural network. An input layer containing 35 neurons, representing the number of EEG channels. The first hidden layer contains LSTM blocks of size 15, and there were two additional hidden layers with sizes of 15 and 20, respectively. The output layer had a size of 8, corresponding to the number of different positions.

The second neural network, which was designed to predict hand movement, used a Regression LSTM Network (Figure 9). Both neural networks had three hidden layers, with one layer dedicated to the LSTM block and two additional hidden layers. These hidden layers were situated between the input and output layers, and they transformed the input data into a form that was more meaningful for the output layer. For the first neural network (which was used to decode the position), the LSTM layer had a size of 15, corresponding to the number of time windows (bins). The second and third hidden layers had sizes of 15 and 20, respectively. The output layer of the first neural network had a size of 8, reflecting the number of different positions. For the second neural network (which was used to decode the movement), the LSTM layer had a size of 30, corresponding to the number of time windows (bins). The second and third hidden layers had sizes of 30 and 32, respectively. The output layer of the second neural network had a size of 30, corresponding to the number of time window bins. These sizes were determined through trial and error, with the aim of finding the optimal number of layers and neurons in each layer to decode target positions and hand positions from test data consisting of average EEG signals in 20 ms chunks over a time period from the initial 0 ms to 300 ms for the first neural network and from the initial 300 ms to the end of the movement for the second neural network.
sizes of 15 and 20, respectively. The output layer of the first neural network had a size of 8, reflecting the number of different positions. For the second neural network (which was used to decode the movement), the LSTM layer had a size of 30, corresponding to the number of time windows (bins). The second and third hidden layers had sizes of 30 and 32, respectively. The output layer of the second neural network had a size of 30, corresponding to the number of time window bins. These sizes were determined through trial and error, with the aim of finding the optimal number of layers and neurons in each layer to decode target positions and hand positions from test data consisting of average EEG signals in 20 ms chunks over a time period from the initial 0 ms to 300 ms for the first neural network and from the initial 300 ms to the end of the movement for the second neural network.

Figure 9. LSTM of the second neural network. An input layer containing 35 neurons, representing the number of EEG channels. The first hidden layer contains LSTM blocks of size 30, and there were two additional hidden layers with sizes of 30 and 32, respectively. The output layer had a size of 30, corresponding to the number of time windows (bins).

3. Results

The dataset was randomly divided into training and testing sets, with 80% of the data used for training and 20% used for testing. Specifically, 3200 movements and recordings were used for training (400 for each of the 8 angles), and 800 movements and recordings were used for testing (100 for each of the 8 angles). To prevent data snooping, the testing data were not seen during the model training phase. This ensured that the model was not memorizing the training data but was instead learning the underlying patterns in the data that could generalize well to new, unseen data. LSTM neural networks, which fall under the umbrella of supervised learning, were employed in this study. The input layer of both neural networks was the EEG-recorded time series. For the first model, the targeted 8 angles/classes were the output layer, while for the second model, the (x, y, z) virtual movement recorded from the controllers was the output layer.

For the first network, we evaluated the model based on a multiclass confusion matrix obtained by training data, as presented in Table 1. The neural network’s predicted/output distribution is shown in rows, while the columns indicate the true/expected class distribution. The diagonal elements are the correctly predicted data. A total of 685 samples were correctly predicted out of the total of 800 samples. Thus, the overall accuracy was 85.25%.
Table 1. Confusion Matrix of the First Neural Network.

<table>
<thead>
<tr>
<th>Predicted Class/Angles</th>
<th>Expected Class/Angles</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>88</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>86</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0</td>
<td>2</td>
<td>82</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>76</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>81</td>
<td>5</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>51</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>91</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>88</td>
<td>0</td>
</tr>
</tbody>
</table>

Furthermore, we evaluated the first model based on the classification precision (Formula (2)), recall/sensitivity (Formula (3)), F1 score (Formula (4)), specificity (Formula (5)), and negative predictive value (Formula (6)), as presented in Table 2. The precision recall, and F1 score values for each class provide insights into the performance of the prediction. Precision is the fraction of True Positives among all positive (True Positive and False Positive) predictions, while recall is the fraction of True Positives among all actual positive (True Positive and False Negative) instances.

Table 2. Classes.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall/Sensitivity</th>
<th>F1-Score</th>
<th>Specificity</th>
<th>Negative Predictive Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.88</td>
<td>0.92</td>
<td>0.90</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>0.86</td>
<td>0.83</td>
<td>0.85</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>0.73</td>
<td>0.77</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>0.80</td>
<td>0.89</td>
<td>0.84</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>6</td>
<td>0.91</td>
<td>0.83</td>
<td>0.87</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>7</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>8</td>
<td>0.88</td>
<td>1.00</td>
<td>0.94</td>
<td>0.98</td>
<td>1.00</td>
</tr>
</tbody>
</table>

- True Positive refers to a sample that is correctly classified as positive, meaning that it was accurately predicted to belong to the actual class (i.e., the correct angle).
- False Positive refers to a sample that is incorrectly classified as positive, meaning that it was predicted to belong to this class while it does not belong to this class (i.e., incorrect angle).
- False Negative refers to a sample that is incorrectly classified as negative, meaning that it accurately belongs to the class, while it was predicted to belong to a different class (i.e., the correct angle).

False Positives and False Negatives are both types of error in classification tasks. The main difference between the two is based on whether the predicted class is incorrect or correct. In other words, a False Positive is a sample that is predicted to belong to a certain class but is not actually part of that class, while a False Negative is a sample that is predicted to not belong to a certain class but is actually part of that class.

A high precision value indicates that the model is accurately predicting the True Positives for that class. A high recall value indicates that the model is correctly identifying most of the True Positives for that class. Class/angle 1 had the highest precision and recall values, indicating that the model was able to correctly classify a high proportion of the samples in that class. Classes/angles 2, 5, 6, 7, and 8 also had high precision and recall values, indicating that the model was able to classify the majority of samples in those classes correctly. However, for classes/angles 3 and 4, the model had lower precision and recall values, which means that the model struggled to correctly classify samples in those
classes. This may indicate that the features that distinguish classes 3 and 4 from the other classes are more difficult to capture or that the model needs further optimization to better classify samples in these classes/angles. The first neural network model performed rather well in categorizing the EEG motor recording signals into one of the 8 angles, although there is still space for improvement in several classes, according to the precision and recall values.

\[
\text{Precision}(i) = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}} \quad (2)
\]

\[
\text{Recall}(i) = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}} \quad (3)
\]

\[
F_1\text{ Score}(i) = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

\[
\text{Specificity}(i) = \frac{\text{True Negatives}}{\text{False Positives} + \text{True Negatives}} \quad (5)
\]

\[
\text{NPV}(i) = \frac{\text{True Negatives}}{\text{False Negatives} + \text{True Negatives}} \quad (6)
\]

\[i = \{1, 2, \ldots, 8\} \text{ the class/angle number}\]

The F1 score provides a balance between precision and recall, and it is calculated as the harmonic mean of those two, providing a single metric to evaluate the overall performance of a classifier. In our study, we calculated the F1 score for each class of the first model to evaluate its performance in predicting the virtual arm movement tasks. The results indicate that the model performed well overall, with F1 scores ranging from 0.76 to 0.94. The class with the highest F1 score (0.94) was class 8, which corresponds to the virtual arm movement task of reaching for the bottom-right target. This indicates that the model was particularly accurate when predicting this movement compared to other movements. The next highest F1 scores were observed for class 1 (0.90) and class 7 (0.91), corresponding to the virtual arm movements of reaching for the top-right and bottom-left targets, respectively. The lowest F1 scores were observed for class 3 (0.77) and class 4 (0.76), corresponding to the virtual arm movements of reaching for the middle targets.

The specificity of a model represents the ability of the model to correctly identify True Negatives, that is, the percentage of negative cases that the model correctly identifies. In our study, the specificity of the model ranged from 0.97 to 0.99 across all classes. This indicates that the model was effective for identifying negative cases and reducing False Positives. The Negative Predictive Value (NPV) represents the probability that a negative prediction from the model is accurate. In our study, the NPV ranged from 0.96 to 1.00 across all classes, with most classes achieving a value of 0.98 or higher. This indicates that the model was able to accurately predict negative cases, which is particularly important in cases when trying to replace hand controllers during the Virtual Reality simulation.

For the second LSTM, we evaluated the performance by comparing the predicted hand position to the actual hand position for each of the 30 bins at the (x, y, z) positions. The root mean squared error (RMSE) was used as a measure of the difference in distance between the predicted and actual hand positions. The RMSE measures the average deviation of the predicted values from the actual values and is calculated by taking the square root of the average squared differences between the predicted and actual values. The RMSE value is relevant to the dataset, as a lower RMSE value indicates better performance of the second LSTM in predicting the virtual hand movement based on EEG recordings. We measured the RMSE values in two variations for the second LSTM. The first variation was relevant to the class of to which its predicted movement belonged (Formula (7)). We present the boxplot for each class (Figure 10). There were no significant differences between each class/angle’s RMSD. The error differences between predicted and actual movements did not affect the targeted virtual object to which each movement belonged.
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\[ RMSD(i,j) = \sqrt{\frac{\sum_{n=1}^{N=30} (x_{an}^n(i,j) - x_{en}^n(i,j))^2}{N}} \]  

(7)

\( RMSD \) = root mean square deviation of each test data point \((i, j)\);
\( i = \{1, 2, \ldots, 8\} \) the class/angle number;
\( j = \{1, 2, \ldots, 100\} \) testing data number for each class/angle;
\( i \) = variable;
\( N \) = number of data points (30 bins/points);
\( x_{an}^n \) = actual \((x, y, z)\) position;
\( x_{en}^n \) = estimated \((x, y, z)\) position.

However, when we calculated the RMSDs based on the bin/position, there was a significant difference between the starting and ending positions (Formula (8)). As seen from the error bars, the accuracy of the position prediction improved as the movement progressed (Figure 11). Initially, the algorithm made incorrect predictions (high RMSDs), but as time went on and the movement continued, the algorithm made better movement predictions (lower RMSDs).

Figure 10. The RMSEs of the second neural network were calculated for each of the 8 angles/classes.
The RMSEs of the second neural network were calculated for each of the 30 bins, with each bin representing a 20 ms chunk of movement over time at one of the eight positions.

\[
RMSD(i) = \sqrt{\frac{\sum_{n=1}^{N=800} (x_n^a(i) - x_n^e(i))^2}{N}} \]

\(RMSD\) = root mean square deviation of each test data point \((i, j)\);
\(i = \{1, 2, \ldots, 30\}\) number of bins;
\(j = \{1, 2, \ldots, 100\}\) testing data number of each class/angle;
\(i = \text{variable}\);
\(N = 800\); the number of testing data points in this bin);
\(x_n^a\) = actual \((x, y, z)\) position;
\(x_n^e\) = estimated \((x, y, z)\) position.

In addition to assessing the performance of our LSTM model using metrics such as the confusion matrix and RMSE, we also utilized D (Deep Shapley Additive Explanations) to interpret the network’s predictions. DeepSHAP is a method that attributes importance scores to each input feature, which can be represented visually as a heatmap indicating which features have the most significant impacts on the model’s prediction. Specifically, we used the DeepSHAP package to generate saliency maps for each virtual arm movement task during the VR simulation, highlighting the EEG signal regions that had the most substantial influences on the LSTM model’s output. Our results demonstrate that the first LSTM model heavily relied on specific frequency bands in the EEG signals, particularly in the beta range (Figure 12). We found that the model assigned more weight to certain electrodes over others, with the motor cortex electrodes having the highest relevance scores in areas around channels F1, FZ, F2, FC3, and FC1. Similarly, the second LSTM model also depended significantly on specific frequency bands in the EEG signals, particularly in the gamma range. The model also placed more weight on certain electrodes over others, with the motor cortex electrodes having the highest relevance scores in areas around channels FC5, FC3, FC1, C3, and C1.
4. Discussion

4.1. Long Short-Term Memory (LSTM) Advantages

The high accuracy achieved by our LSTM model for predicting movement intentions based on EEG signals recorded from the motor cortex is promising, with an average accuracy of 85%. This suggests that our approach has the potential to provide an effective alternative to traditional Virtual Reality controllers. As Virtual Reality becomes more widely adopted in a variety of settings, there is a growing need for more natural and intuitive interfaces that can replace or supplement existing controllers. Our results suggest that EEG-based BCIs could be a viable solution, offering users a more natural and intuitive way to interact with virtual environments. In more detail, we chose the LSTM over the traditional RNN for decoding EEG signals during Virtual Reality tasks. The LSTM’s unique architecture allows it to capture long-term dependencies in sequential data, which is particularly beneficial for EEG signals with inherent noise. Deep neural networks typically struggle with the decoding of EEG signals due to their focus on local recording areas that can be affected by artifacts [46]. However, the LSTM attempts to extract information from both sequential information and the general behavior of the EEG signal, taking into account information from other electrodes [35,37,38]. LSTMs are able to effectively capture these long-term dependencies by using a specialized architecture that includes gates that allow information to be selectively retained or forgotten. This ability to selectively retain or forget information is what enables LSTMs to track long-term dependencies, and it makes them particularly well-suited for tasks involving time series data. This approach leads to a more robust prediction model, as suggested by several studies. Therefore, LSTM’s ability to capture long-term dependencies in EEG data series makes it a more effective tool than traditional RNNs for decoding EEG signals in Virtual Reality tasks.

4.2. Artifacts and Noise Minimization

EEG recordings can be contaminated by noise from various sources, such as electrical equipment, environmental factors, electrode drift, muscle activity, eye blinks, and heart rate. Line noise from electrical equipment typically appears as peaks in the EEG power spectrum at 50 Hz or 60 Hz, depending on the frequency of the local power grid. In our study, we observed line noise at 50 Hz and its harmonics in some EEG channels, which we removed using a notch filter. Other sources of noise, such as muscle activity and eye blinks, can occur across a broad range of frequencies, often overlapping with the frequency ranges of EEG signals of interest. To minimize the impact of these artifacts, we employed a preprocessing pipeline that included band-pass filtering (0.5–35 Hz), artifact rejection using a threshold-based approach, and an independent component analysis (ICA) to remove eye movement artifacts. We also designed the VR simulation in a way that minimized the potential for extraneous muscle activity and movement-related artifacts that might
have been introduced by larger body movements. Moreover, in our study, we attempted
to reduce movement artifacts by instructing the participants to only move their dominant
arm while keeping the rest of their body still. Finally, it should be noted that while we
made efforts to remove various types of artifacts from the EEG data, some non-neural
artifacts, such as EMG, may have still been present in the signals. Therefore, some of the
features extracted by the LSTM model may have incorporated these artifacts and not purely
reflected neural activity.

4.3. Participant Limitations

The limitations of the participant demographics in this study are worth noting. In this
study, the participants were limited to university students or staff who had experience with
similar experiments, which could have introduced bias into the results. The familiarity of
the participants with the study procedures may have influenced their performance, making
it difficult to generalize the findings to a more diverse population. However, it is important
to note that the primary purpose of this study was to establish the feasibility of using the
proposed system for motor cortex decoding, rather than to generalize the findings to a
broader population. It is acknowledged that if this system is generalized to participants who
do not have experience with such a system, the EEG recordings during the VR simulation
could be different. Nevertheless, this study is only the first step towards a more extensive
research program aimed at expanding the use of this system for patients with mental and
neurological illnesses. Future studies should seek to broaden the participant demographics
and explore the use of the proposed system in diverse populations to better understand its
potential clinical applications.

4.4. Virtual Reality Task Limitations

One important limitation of the study is the repetition of simple movement tasks
used in the experiment. While this approach allowed for a more detailed analysis of the
neural activity involved in arm movement and more accurate decoding of the participants’
intended movements based on the EEG data, it also limits the generalization of the model.
The participants were asked to repeat the same movement 50 times for each task, which
may not accurately reflect real-world scenarios where movements are often more complex
and varied. Furthermore, the simplicity of the movements may not be representative of
the range of movements that people typically perform in their daily lives. Despite these
limitations, the use of a relatively repetitive set of movements across multiple virtual objects
provides a strong foundation for developing and testing the neural decoder. This approach
ensures that the results are robust and generalizable across a range of different participants
and movements. However, it is important to acknowledge that the purpose of this study
was limited to establishing the feasibility of using the proposed system for motor cortex
decoding, and future studies should aim to expand the range of movements and scenarios
tested to better understand the potential clinical applications of the system.

4.5. Motor Cortex Activeness

The primary objective of this study was to demonstrate the potential for machine learn-
ing to replace traditional hand controllers during Virtual Reality simulations. Although the
main focus was not the interpretation of EEG data used in this research, the results of the
DeepSHAP analysis provide some useful insights into the underlying neural mechanisms
that are involved in controlling virtual arm movements using EEG signals. During the
VR simulation, the EEG data recorded from the motor cortex of the brain were found to
be highly informative for predicting movement intentions. This finding is consistent with
previous studies that have shown that the motor cortex is involved in planning, executing,
and controlling movements of the limbs. Additionally, the DeepSHAP analysis revealed
that both LSTM models rely heavily on specific frequency bands in the EEG signals, partic-
ularly in the beta oscillation range (~13–30 Hz). This finding is in line with previous studies
that have shown that beta and gamma oscillations are associated with visual stimuli and
pre-movement [47–49] and movement activity [50–55]. Furthermore, the relevance scores obtained from the DeepSHAP analysis indicate that certain electrodes in the motor cortex have greater impacts on the LSTM model's output. The motor cortex electrodes with the highest relevance scores were found to be located in areas around channels F1, FZ, F2, FC3, and FC1 for the first model and FC5, FC3, FC1, C3, and C1 for the second model. These findings suggest that the frontal and parietal lobes are involved in arm movements and that the cerebellum fine-tunes this movement, playing a crucial role in determining the limb position.

5. Conclusions
In this study, we demonstrated the potential of combining EEG and VR to create an immersive and interactive experience for users. We developed two neural networks, a classification network and a regression network, both with an LSTM architecture, to decode hand positions from the EEG data. Our evaluation of the networks using various metrics showed that both networks performed well, despite some demographic limitations. Our study suggests that LSTM's ability to capture long-term dependencies in EEG data series makes it a more effective tool than traditional RNNs for decoding EEG signals in Virtual Reality tasks. Our results indicate that the LSTM model can accurately decode neural signals recorded from the motor cortex during Virtual Reality simulations and identify the key features in the EEG signals that contribute to the model's predictions.

Our team has been focused on enhancing the immersive qualities of VR simulations for the treatment of mental and neurological conditions. Our goal has been to create virtual environments that are as realistic and immersive as possible to optimize the therapeutic effects of this type of treatment. Initially, we began by exploring ways to replace traditional VR controllers with motion-tracking cameras in order to enhance the immersive qualities [56–58]. Following that, we created a system that incorporates doctors in VR simulations during treatment [28]. The COVID-19 pandemic highlighted the need for more remote, interactive treatment systems that allow doctors and patients to communicate and work together remotely [59]. After that, we began to use electrophysiology body sensors to track the behaviors and responses of users during VR experiences [60,61]; by using these sensors and incorporating this real-time adaptive capability, we aimed to enhance the therapeutic value of VR exposure therapy [27,62–64]. Moreover, most research on the use of EEG in VR has focused on the active or reactive modulation of EEG signals to directly control or interact with the virtual environment [65,66].

Our next goal is to incorporate this system into a Virtual Reality simulation with the aim of completing more complex movements with a more diverse population with the end goal being to use it as a tool for treating neurological or mental disorders. This approach has the potential to provide a noninvasive and engaging treatment option for these disorders. However, further research is needed to test the feasibility and effectiveness of this approach in real-world scenarios and to optimize the model for various users and scenarios.
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