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Abstract: With more machine learning methods being involved in social and environmental re-
search activities, we are addressing the role of available information for model training in model
performance. We tested the abilities of several machine learning models for short-term hydrological
forecasting by inferring linkages with all available predictors or only with those pre-selected by a
hydrologist. The models used in this study were multivariate linear regression, the M5 model tree,
multilayer perceptron (MLP) artificial neural network, and the long short-term memory (LSTM)
model. We used two river catchments in contrasting runoff generation conditions to try to infer
the ability of different model structures to automatically select the best predictor set from all those
available in the dataset and compared models’ performance with that of a model operating on
predictors prescribed by a hydrologist. Additionally, we tested how shuffling of the initial dataset
improved model performance. We can conclude that in rainfall-driven catchments, the models
performed generally better on a dataset prescribed by a hydrologist, while in mixed-snowmelt and
baseflow-driven catchments, the automatic selection of predictors was preferable.

Keywords: hydrological forecasting; machine learning; rainfall–runoff models

1. Introduction

To date, hydrological modelling has proven to be a reliable solution for a plethora
of tasks, both research and applied, such as water resources planning, flood hazard
analysis, civil engineering, structure design, operational forecasting, impact analysis,
land–atmosphere interaction analysis, cold season processes, and ecohydrology [1–3]. For
more than 70 years, the hydrological community has been developing a variety of model
designs for the aforementioned applications, from simple data-driven mechanistic models
(referred to as ‘black boxes’) to complex spatially distributed process-based models [2]. The
detail of the complexity of a model largely depends on the specific application it is aimed
for, e.g., for hydrological forecasting, a complex process-based spatially distributed model
might be redundant [4,5], while for an impact assessment study, detailed information on
watershed states and fluxes is crucial [2] and can only be provided by a complex model
based on a detailed description of physics.

In the last 30 years, a new class of data-driven models, namely, machine learning (ML)
models, has emerged (e.g., [6–8]). With their development, ML models and artificial neural
network (ANN) models, in particular, have shown capabilities to solve various applied
tasks while bypassing the problems of weak representation of hydrological processes and
lack of detailed regional catchment information to apply complex process-based models [4].
However, ML models are also criticized, mainly for their poor interpretability [6]. There
have been researching efforts aimed at inferring a hydrologically relevant model structure
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from the ML model, either based on internal states of a neural network [5,9–11] or feature
importance analysis [12]. An emerging trend is to incorporate physics directly into the
learning process (see e.g., [13]). All these years there exists an ongoing discussion regarding
the applicability of such models to tasks where the system insight is sought (e.g., [4]).

Nevertheless, the ML models have proven to be capable of solving hydrological
forecasting tasks [6,12,14,15] by an effective utilization of linear linkages between mul-
tiple predictor variables (features) and hydrological variables, such as, but not limited
to, streamflow runoff (target). Recent developments in ML, in particular, deep learning
(DL) models (mainly, recurrent networks), have led to yet another wave of interest in ML
models [5,11,16]. This interest is based on reports that in many disciplines, other than hy-
drology, employing DL, such models have shown new advanced capabilities of discovering
and utilizing nonlinear linkages between features and targets. The abilities of DL models
to outperform conceptual hydrological models in forecasting streamflow in ungauged
basins has started a discussion on the conceptual models’ fate in the future world [4,5,17].
However, the main requirement of such models is a sufficient amount of quality data to
train and validate the model, and several major issues are worth mentioning here.

Despite the rapid development of novel Earth observation systems and technologies,
in many parts of the world, the existing monitoring networks operate with traditional
routines of atmosphere and river system measurements, yielding a set of monitoring
variables of low spatial and temporal resolution. Hence, forecasters are frequently left
with only limited data available. However, as the name implies, rainfall–runoff modelling
has developed several concepts for making forecasts using basic data on precipitation
and runoff measurements, such as employing time series (auto)correlation, residence time,
basin storage, and so on [18,19]. Although ML models can help to discover new connections
between the observations and the output, their application in the aforementioned regions,
or ungauged basins, might run into a significant lack of data, which would prevent an
effective performance. The length of time series might also be a limitation, especially for
multilayer DL models with a very high number of parameters to train, as such networks
are most effective with big data [11].

The existing requirement for a model dataset to be split for training and validation
subsets having similar statistical distributions [20] also might reduce the input time series
for effective model fitting. Yet another issue from a technical side is that, even when
having a sufficient amount of data, an exhaustive search for the best set of the input lagged
variables can be computationally expensive, as n predictors over k lags yield (2n − 1)k

possible combinations [15]. Refitting such a model on new data requires a significant
amount of time and modern hardware.

All these considerations have prompted researchers to use an additional step in
building ML models, often called input variables selection (IVS; see, e.g., [21]). Its purpose
is to apply data analysis to discover correlations between various (lagged) variables and
the output or, using metrics based on mutual information, to select an optimal (candidate)
set of inputs before a model is built.

The main objective of this paper is to explore several strategies to construct candidate
sets of inputs for several types of ML models, ranging from their automatic selection to the
direct use of hydrological knowledge about the modeled catchment. With this, we hope to
contribute to the current discussion on the usefulness of using hydrological knowledge in
building ML models.

Given the aforementioned advantages and limitations of the ML models and previ-
ously conducted research, we have conceived this paper so to discuss and answer the
following research questions:

1. Can rational (e.g., manual, based on empirical knowledge) feature selection improve
the performance of an ML model of future streamflow runoff, compared to models
with automatically selected features?

2. Can this effect be retained in different ML model types and structures, including the
DL model?
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3. Can the stochastic shuffling of input streamflow runoff time series for building
training and test sets improve the overall model accuracy?

For this discussion, we employed several ML models, namely, multivariate linear
regression (LM), M5 model tree [22], multilayer perceptron (MLP), and long short-term
memory (LSTM) model for two case study catchments in contrasting climate conditions.
A description of the case study catchments is given in Section 1. Models’ structures
are described in Section 3. Methods for feature selection are introduced in Section 3. The
obtained results are discussed in Section 4, and conclusions are presented in the last section.

2. Materials and Methods
2.1. Case Study Catchments

Two case studies were selected for the assessment, significantly different in basin size,
natural conditions, and hydrological regime.

The Ussuri River catchment is situated in the southern part of the Far East of Rus-
sia (Figure 1) within the Amur River basin. The river is 897 km long, the basin area is
193,000 km2. The climate of the region is highly influenced by its location near the Pacific
Ocean and by monsoon circulation. The precipitation is highly variable both intra- and
interannually. Typical for the catchment region is a warm damp summertime and a cold
dry wintertime. The mean air temperature in August is +21 ◦C, and in January it is −20 ◦C.
In the mountainous part of the catchment, the precipitation amount reaches 1000 mm
annually, while in the lower part, it reaches around 600 mm, mostly (70%) occurring in
summer and fall. From July to September, the region is influenced by tropical cyclones
(typhoons), leading to river flooding and floodplains’ inundation. Around 20% of the
precipitation falls as snow. Snow cover lasts for 140–210 days annually in the mountainous
part, and for 85–140 days annually in the lower part of the catchment. The river regime is
typical for the Far East and is characterized by frequent floods; around 80% of the runoff is
generated by rainfall. The spring freshet is relatively low, with most of the runoff (95%)
occurring in summer and fall. Winter low flows account for 2–5% of the annual runoff.
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The second case study—the Protva river—is a small river catchment, third-order
tributary to the Volga river (Figure 1). The river is 282 km long, and the basin area is
4620 km2. The catchment is located in a moderate climate with a cold wintertime and
a moderately warm summer, with frequent rainstorms determining the weather in both
periods. Up to 90% of precipitation occurs during cyclones. The water regime is of Eastern
European type, with the spring freshet prevailing over other seasons. In summer and
fall, relatively small storm flooding occurs. The catchment size determines its sensitivity
to shower rains in the summertime and to thawing in the wintertime. The runoff is
dominantly snowmelt-fed (50%), with active ground storage (30%) and direct rain-fed
stormflow (20%, see Figure 2).
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Figure 2. Combined streamflow discharge, mean catchment temperature, and precipitation plots for the Ussuri catchment
in 1984 (a) and the Protva catchment in 2012 (b).

2.2. ML Models

Several model designs were built to perform tests at each catchment: LM—a multivari-
ate linear regression model with least-squares optimization—M5P—a modified decision
tree model with linear regression models at the nodes [22], which acts as a piecewise linear
model—multilayer perceptron (MLP)—an artificial neural network with nonlinear activa-
tion function in neurons [23]—and finally the long short-term memory model (LSTM)—a
deep learning neural network with several state variables [24]. All models were built
in Python environment as jupyter notebook documents using the open-source machine
learning libraries scikit-learn [25] and Weka [26].

2.3. Initial Data Description

The initial datasets for both catchments were based on standard weather and stream-
flow observations by the monitoring network maintained by the Russian Hydrometeoro-
logical Service. In this respect, the data are equivalent to those available in streamflow
forecasters’ daily routine.

The dataset for the Ussuri River at Kirovsky gauging station, controlling an area of
24,400 km2, consists of daily time series of air temperature and precipitation amount at
3 weather stations and daily streamflow discharge at the basin outlet (Figure 1) for the
period 1979–1986.

For the Protva River at the Spas-Zagorie gauging station, controlling an area of
3640 km2, a similar dataset was created: time series of daily temperature and precipitation
at 3 weather stations and streamflow discharge at the basin outlet (Figure 1) for the period
2003–2015.
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Modeling of streamflow discharges for both rivers was carried out only for the warm
period of the year—from 16 May to 31 October—to include the period of rainfall-induced
runoff and neglect the runoff due to snowmelt. Every day within the time series period,
a 7 day ahead forecast was computed using all previously available data. The datasets
included a time series of 58 predictors derived from the initial data, as well as a 7 day
ahead streamflow discharge time series as predictands. The datasets included (Table 1):

• Streamflow discharge at the basin outlet at current day and 7 days before Qt−τ , τ = 1,
. . . , 7;

• Maximum streamflow discharge spread in the preceding period of 2 to 7 days ∆Qmaxτ ,
τ = 2, . . . , 7;

• Daily precipitation amount at individual weather stations for each day in the preceding
7 day period Pt−τ ;

• Basin-averaged daily precipitation amount for each day in the preceding 7 day pe-
riod Pt−τ ;

• Accumulated precipitation for the preceding period of 2 to 7 days ∑ Pt−τ ;
• Accumulated daily temperatures from the beginning of the warm period above three

thresholds 0, +2 и +5 ◦C ∑ T;
• Preceding moisture content index IW [27], calculated from the basin-averaged precipi-

tation of the preceding 60 days as

IW = Pt + 0.7
4

∑
τ=1

Pt−τ + 0.5
9

∑
τ=5

Pt−τ + 0.3
14

∑
τ=10

Pt−τ + 0.2
30

∑
τ=15

Pt−τ + 0.1
60

∑
τ=31

Pt−τ , (1)

• Accumulated potential evaporation from the beginning of the warm period, calculated
as [28]:

PET =

{
0.408Re(T+5)

100 , pri T + 5 > 0
0

(2)

where PET is the daily potential evaporation amount, in mm, Re it the incoming solar
irradiance, in W, T is the mean daily air temperature, in ◦C.

Table 1. The input dataset structure.

Variable Column Ussuri Protva

Predictands

Future streamflow discharge 2–8 Qt+τ , τ = 1, . . . , 7

”Dynamic” predictors

Current and past streamflow discharge 9–16 Qt−τ , τ = 1, . . . , 7
Maximum discharge spread 17–23 ∆Qmaxτ , τ = 2, . . . , 7

Daily precipitation amount at each weather station 24–47 , τ = 1, . . . , 7,
j = 31,939, 31,942, 31,981

Pj
t−τ , τ = 1, . . . , 7,

j = 27,509, 27,606, 27,611
Basin-averaged daily precipitation amount 48–55 Pt−τ , τ = 1, . . . , 7

Accumulated precipitation for the preceding period 56–61 τPτ , τ = 2, . . . , 7

”Inertial” predictors

Preceding moisture content index 62 IW
Accumulated daily temperatures from the beginning
of the warm period above thresholds 0, +2 и +5 ◦C 63–65 T0, T+2, T+5

Accumulated potential evaporation from the
beginning of the warm period 66 ∑PET

The input dataset structure details are presented in Table 1. All predictands (future
streamflow discharges for subsequent days, referred to as targets) and predictors (features)
are arranged in the dataset column-wise, preceded by the daily timestamp. The past
streamflow, its spread, and precipitation are referred to as “dynamic” predictors, describing
frequent changes in the initial forecasting conditions. The remaining features are referred
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to as “inertial”, accumulating the basin information for a certain time (60 days at most).
Hence, each row of the created dataset represents an encapsulated data structure, holding
basin-wide features and targets for each timestep. The full length of the datasets totaled
1352 timesteps for the Ussuri and 2197 timesteps for the Protva river.

The “dynamic” features represent the current and past information (with lag up to
7 days); the forecast was also issued for lead times up to 7 days. This time scale was selected
to provide the model with previous basin information from the lag time not less than from
the lead time. The timescale was inferred from the manual assessment of hydrographs
and hyetographs in both catchments, as well as from the (auto)correlation analysis of the
features’ and targets’ (lagged) time series. The correlation between the lagged observed
daily precipitation at the individual weather stations and streamflow runoff at the basin
outlet for the Ussuri River basin at best never exceeded 0.2, and that for the Protva River
basin never exceeded 0.17. This showed that in the Ussuri catchment, the concentration
time was 4–5 days, while in the Protva catchment, it was 3–4 days. Hence, we assumed the
selected lag time included the timescale of any rain flood event in both catchments.

According to the generally accepted procedures of building machine learning models
(e.g., [20]), it is recommended to divide the dataset into a training and a test set (and, ideally,
also into a cross-validation set) of appropriate size with similar probability distribution.
Due to the stochastic nature of streamflow, the latter requirement seems elusive when
dividing the initial time series, especially when the k-fold cross-validation is used for the
model hyperparameter optimization. We addressed this issue by random shuffling of
the initial dataset, thus greatly reducing the variability between the dataset subsamples
(Figure 3). The coefficient of variation of the mean values of 10 subsamples of the shuffled
dataset for the Ussuri river was 74% lower than that of the unshuffled one, i.e., 0.09 with
respect to 0.36. For the Protva River, random shuffling showed similar results: reduction
of the coefficient of variation by 72% from 0.20 to 0.05 for the shuffled with respect to the
unshuffled. The aforementioned design of the dataset where each row represents several
“dynamic” and “inertial” features allowed for such random shuffling, thus keeping the
statistical interrelations between the data intact. The resulting datasets were divided into
two subsets: 80% of the data for training and 20% for testing.
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The mentioned random shuffling was not applied to the dataset for the LSTM model,
because this model requires a different (yet similar) data preparation procedure [29]. For
each set of the predictands Qt+τ , a subset of lagged predictors was formed, with a lag of
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60 days to keep it consistent with the randomly shuffled dataset. Afterwards, the batches
were shuffled and randomly fed into the model for training and testing.

2.4. Feature Selection and Experimental Design

To select the most effective features from the initial set, we used the following method-
ology. First, we used “greedy selection”, gradually adding features from the initial set
to the linear model (LM) to predict streamflow discharges 1 to 7 days ahead until the
evaluation metric on the test dataset ceased to increase. Eventually, for each lead time,
we obtained 19 efficiency-ranked sets of features, some of which were repeated. Of those,
we calculated weighted ranks overall lead times to select 12 top-ranked features. Those
12 features, plus two “inertial” features (IW and ∑ PET), formed the feature set, hereafter
referred to as M1 (Figure 4, Table 2).
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Table 2. Automatically (M1) and rationally (M2) selected feature sets for the Ussuri and Protva rivers.

River М1 М2

Ussuri
Qt. Qt−1, P31981

t−6 , ∆Qmax7, Qt−2, P31942
t−2 ,

∑ P5, Qt−5, P31942
t , ∆Qmax4, IW, ∑ PET

Qt, Qt−1, ∆Qmax7, Pt−1, ∑ P5, IW , ∑ PET

Protva Qt, Qt−1, Qt−2, ∆Qmax2, ∆Qmax7, ∆Qmax5, ∆Qmax3,
Qt−3., Pt−1

27509 , Qt−7, ∆Qmax4, Pt−1, IW, ∑ PET Qt, Qt−1, ∆Qmax3, Pt−3, ∑ T>2, IW , ∑ PET

Next, we used what we call in this paper rational feature selection, an expert-based
approach to feature set construction relying upon the physical characteristics of the
rainfall–runoff processes in the selected catchments. This set comprised (Table 2): stream-
flow discharge at the catchment outlet (Qt−τ), maximum discharge spread (∆Qmax), basin-
averaged precipitation amount (Pt−τ), accumulated precipitation (∑ P) or accumulated
daily temperatures (∑ T), preceding moisture content (IW), and accumulated potential
evaporation (∑ PET). The feature sets for both rivers were generally similar, except that
the accumulated temperatures were selected only for the Protva river, and the accumu-
lated precipitation only for the Ussuri river; the lags used for averaged precipitation were
also different.

All the conducted experiments are shown in Table 3. We used LM with M0 feature set
as a reference for all other models and sets. The piecewise linear regression model M5P
and MLP ANN were fed with the M1 and M2 sets, and LSTM was fed with the full M0 set.
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Table 3. Sets of all possible experiments. The conducted experiments are colored.

River Feature Set LM M5P MLP LSTM

Ussuri
M0 + + +
M1 +
M2 + +

Protva
M0 + + +
M1 +
M2 + +

2.5. Model Training and Testing Methodology

We employed the following, quite traditional, model performance and error metrics.
To assess the mean error, we used the root-mean-squared error estimation calculated as

RMSE =

√√√√ 1
N

N

∑
i=1

(
Qp

i − Qo
i

)2
, (3)

where Qp
i is the streamflow value predicted at lead time τ (m3 s−1), Qo

i is the observed
value (m3 s−1), N is the length of the training or test sample.

To assess the model efficiency, we calculated the Nash–Suttcliffe criterion as

NSE = 1 −
∑N

i=1

(
Qp

i − Qo
i

)2

∑N
i=1
(
Qo

i − Qo
)2 . (4)

To assess the forecasts’ efficiency against the persistence forecast, we used a normalized
error skill score, common to operational forecasts’ verification in Russia (Borsch and
Simonov, 2016), also referred to as “Inertial RMSE” or IRMSE [30], calculated as

IRMSE =
RMSE

σ∆
, (5)

where

σ∆ =

√√√√ 1
N

N

∑
i=1

(
∆i − ∆

)2, (6)

∆i = Qo
i − Qo

i+τ , τ = 1, . . . , 7, (7)

∆ =
1
N

N

∑
i=1

∆i (8)

RMSE is the mean-squared-error of the forecast as in (2), σ∆ is the error of the per-
sistence forecast over each lead time, calculated as the standard deviation of the lagged
observed time series, ∆i. The range of IRMSE values is 0 to +∞, the best value is 0. IRMSE
values ranging between 0 and 0.5 are considered a good forecast, from 0.5 to 0.7 are
considered fair, from 0.7 to 1.0, poor, above 1, useless [31].

3. Results
Model Performance Evaluation

We believe the performance assessment of individual models on all lead times between
the two contrasting catchments provided a certain insight on the feature importance and
model structure.

For the Ussuri basin (Figure 5), all models showed good performance both on training
and test datasets. NSE values were close to 1 on small lead times and remained above the
“predictability threshold”, defined as 1/е ≈ 0.37, for quadratic performance metrics [32].
However, the LSTM showed relatively poorer results on the first lead time as compared to
other models, performing close to the MLP models. For the one-day ahead lead-time, the
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LM and MLP M2 models performed best in terms of all metrics. Considering all metrics on
all lead times, the M5P models showed the best performance, retaining “good” forecasts
on the test set in terms of the IRMSE values on lead times 3 through 6. Between the models,
the MLP M1 model in this particular catchment showed the best results. The second-best
model, showing similar results, was the M5P M2 model with “rational” features. For the
Ussuri catchment, the models’ performance generally deteriorated as their complexity
increased. For one-day lead-time, the LM model was the best, for lead times 2 through 7,
the (piecewise linear) M5P models were the best. On the test sample, the models performed
slightly better, and this, we believe, shows the advantage of sample shuffling to include a
wider distribution of cases for model training as compared to (non-shuffled) time series.

Water 2021, 13, 1696 10 of 15 
 

 

 
Figure 5. Model performance evaluation metrics for the Ussuri river. Figure 5. Model performance evaluation metrics for the Ussuri river.



Water 2021, 13, 1696 10 of 14

For the Protva catchment, the models’ performance was significantly different (Figure 6).
The results were generally much poorer than those for the Ussuri catchment, the models’
efficiency deteriorated more rapidly and fell beyond the “predictability threshold” on the 5
day lead time. Based on the IRMSE values, no model can be considered “good”; however,
the LSTM performed fairly on lead times 2 to 5 on both training and test samples, and
the M5P M2 and M5P M1 results were mostly fair on the training sample and turned fair
on lead times 5 to 7 on the test sample. There was little agreement between the metrics,
yet on the test sample, the M5P M2 showed generally better results in terms of NSE and
RMSE, but not IRMSE. LSTM showed good retaining capability up to lead time 5 but was
outperformed by the M5P.
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Another observation concerns the performance of the MLP model with the two feature
sets on the two catchments. For the Ussuri river, the MLP M2 with a limited feature set
performed slightly better than the MLP M2; the opposite was observed for the Protva River.

4. Discussion and Conclusions

The assessed models’ performance on the two contrasting catchments led to several
concluding statements:

• Overall, the models’ performance for the selected period of rainfall floods was better
and more stable for the Ussuri river catchment than for the Protva river catchment;

• Deterioration of forecasting accuracy was more rapid and pronounced for Protva than
for Ussuri; the “predictability threshold” was reached in 5 days of lead time for Protva,
yet extended to more than 7 days for Ussuri;

• For both catchments, the LM and (piece-wise linear) M5P models outperformed ANNs
on all lead times; however, the LSTM model was also effective on both training and
test samples;

• For Ussuri, the performance of M5P M1 and M5P M2 was similar, yet this was not
observed for Protva;

• The MLP M1 and MLP M2 models showed contrasting results for different catchments,
with the MLP M2 performing better than the MLP M1 for Ussuri, while the opposite
was observed for Protva.

The discovered differences in the models’ performance in different catchments can
be explained considering the different natural conditions. For the Ussuri catchment, the
flood season annually prevails, with frequent and intensive cyclone- or typhoon-induced
rainfall, simultaneously affecting vast territories of the catchment. Given the catchment
mountainous setting and thin quaternary cover, this leads to fast catchment damping and
overland flow. This rainfall–runoff pattern is underpinned by the high values of the rain
floods runoff coefficient, which are above 0.7.

The prevailing season in the Protva catchment is spring freshet, while rain floods in
the summer and fall are much less pronounced. They are formed by frontal and airmass-
associated rainstorms that occur unevenly over the catchment (despite its small size), which
can be seen in the low correlation between the rainfall and the runoff. Unpronounced
surface elevation and thick quaternary cover determine the slow catchment response to
rainfall, greater loss of precipitated water, and nonlinearity of runoff generation processes,
which is demonstrated by the low values of the runoff coefficient for rain floods, which is
below 0.5. One manifestation of this nonlinearity can be seen in the controversial results of
the MLP M1 and M2 models for Protva, where the reduction of features by their rational
selection did not necessarily improve the models’ performance, yet a nonlinear model
could perform better.

Thus, regardless of the larger Ussuri catchment size compared to Protva and the
longer concentration time, the Ussuri catchment can be seen as a much more integrated
basin in terms of response to external forcing. Rainfall–runoff transformation in the Ussuri
catchment is more rapid and synchronous than in the Protva catchment, and hence can be
better described by simpler piece-wise linear models. On the contrary, the Protva catchment
is more heterogeneous in terms of rainfall–runoff generation and attenuates rainfall to a
greater extent. The overall better performance shown by the LSTM in the Protva catchment
can be seen as evidence that this particular model accounts for long-term basin storage,
thus performing better than regular MLP models and close to piece-wise linear models.

5. Further Recommendations

All machine learning models are a sort of “black box” models, yet some of them are
“blacker” than the others. Quite intuitively, a linear model, employing (auto)correlation
between the predictors and predictands, is more interpretable than others. The significant
contrast between the results of LM and piece-wise and nonlinear models shows that the
latter elaborate more rigorous relations between features and targets, although much less
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interpretable: if an M5P model tree can be visualized to a certain extent, the ANNs do
not allow for that easily (though several attempts were made [5]). The intercomparison
of different models of contrasting catchments helped to provide answers to the questions
proposed in the introduction of this paper and attempted to provide some insight on model
performance based on its structure.

One major factor influencing a model performance is the uniqueness of the catchment
it is being designed for. For the two catchments in the assessment, the rainfall propagation
to the basin outlet is significantly different, which can be seen from the results of our
study. In the Ussuri catchment, where the relationship between rainfall and runoff is more
pronounced, rational feature selection is more efficient for forecasting improvement. On the
contrary, for the Protva catchment, where the basin storages deeply transform the rainfall,
feature selection is less efficient, and a flexible model structure can lead to constantly
better results. In this regard, we should emphasize the better MLP model performance
using rationally selected features, rather than those selected automatically for the Ussuri
catchment, and the contrasting results for the Protva catchment.

Based on the presented experimental results, albeit limited, we can present two
hypotheses. First, we can hypothesize that rational feature selection is more efficient for
catchments with rainfall floods, as it helps to account for natural basin conditions better
than automatic feature selection. A machine learning model, so to speak, needs a teacher
(hydrologist) that provides it with textbooks and then leaves it for self-teaching. We were
also able to demonstrate that the proposed shuffling of the initial dataset is useful, since it
makes machine learning more effective due to an increase in data homogeneity.

Second, we can hypothesize that in the contrasting conditions of significant attenuation
of rainfall–runoff generation by the catchment and its highly nonlinear response, automatic
feature selection could be preferable. Furthermore, the exhaustive employment of all
available predictors is crucial, and any restrictions deteriorate the model performance.
Similar conclusions were described previously [5] for catchments in contrasting conditions
in the US.

Further assessment of the ML models’ performance in various natural conditions
might allow for better interpretation of their structure and results and for further validation
of the two presented hypotheses. Our study demonstrates, however, that attempts for
building a unified all-purpose data-driven hydrological model, which would automatically
select its structure purely on the available data, for any type of catchment and given
conditions, are elusive, at least to date. The authors would be, however, happy to appear
to be wrong if convincing evidence of the contrary is provided.
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