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Abstract: In recent years, the severe deterioration of water quality and eutrophication in the Yangtze
River has brought much trouble to people’s lives. Because of this, numerous management depart-
ments have paid more and more attention to the treatment of the water environment. In order to
respond to water environmental protection policy and provide management departments with a basis
for refining water quality, this paper takes the Zhuzhou section of Yangtze River-Lushui watershed
as its research object. First, we used the Water Quality Analysis Simulation Program (WASP) model
as a tool, and obtained the pollution load using the FLUX method formula. During the calibration
process, the sensitivity analysis method, the orthogonal design method, and the trial and error
method were used. Then, we verified the results by using water quality monitoring data published
by Zhuzhou Ecological Environment Bureau. Following that, the water environmental capacity of
the Lushui River in normal, wet and dry periods was calculated using the WASP model: the chemical
oxygen demand (COD) was 14,072.94 tons/yr, 17,147.7 tons/yr and 10,998.18 tons/yr, respectively;
ammonia nitrogen (AN) was 469.098 tons/yr, 571.59 tons/yr and 366.606 tons/yr, respectively; and
total phosphorus (TP) was 93.8196 tons/yr, 114.318 tons/yr and 73.3212 tons/yr, respectively. The
results show that the WASP model is applicable and reliable and can be used as an effective tool for
water quality prediction and management in this area.

Keywords: WASP model; water quality simulation; sensitivity analysis; orthogonal design; water
environmental capacity

1. Introduction

During the past half-century, different models have been used to simulate water
quality; some researchers show that models have become a primary management tool [1].
Therefore, in establishing water quality assessment scenarios, models have become an
essential method for predicting water quality in a river [2]. The research progress and
development trend of water quality models started relatively late, and the gap with foreign
research mainly exists in the versatility and comprehensiveness of model development and
the data required for modeling, but certain results have also been achieved.

In order to progressively protect the water quality environment, it is important to
study the water environmental capacity, which indicates the amount of pollutants that
can be contained in a body of water, according to a mathematical model that can obtain
the flow volume, flow direction and water quality transport. Extensively, some models
such as the MIKE model, the Water Quality Analysis Simulation Program (WASP) model,
the Environmental Fluid Dynamics Code (EFDC) model, the Quality Simulation Along
River Systems (QUASAR) model, the Soil and Water Assessment Tool (SWAT) model, the
Modular Three-dimensional Finite-difference Ground-water Flow Model (MODFLOW),
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the Stream Water Quality Model (QUAL2K), as well as other models, can be used for the
water simulation [3].

Ellina et al. applied the research of fuzzy implications via fuzzy linear regression in
data analysis for a fuzzy model in 2020 [4]. Hu Kaiming et al. applied the WASP model to
the simulation of sediment release items and found that endogenous phosphorus pollution
had become a factor that could not be ignored in water quality changes [5]. Zhang Lingxia
also used the fuzzy comprehensive evaluation model to evaluate the nutritional status
of Boyang Lake in 2012, and used the WASP model to simulate and predict its water
quality [6].

In addition, other research had been found in the United States and other countries to
determine the impact of water assessment measures [3]. They have shown that river models
play an essential role in the river basin because they can simulate the water quality in the
river at different levels and provide results that could be useful for water assessment [4].

The purpose of this work was to use the WASP model to predict water quality in the
Lushui River basin, using data from a monitoring point; to construct the Lushui River
water quality model to simulate the concentration of COD, AN and TP; and to estimate the
water environment capacity according to the water quality target required.

The research results aim to assist water quality management in addressing the uncer-
tainty related to an ongoing effort by a citizens’ group in monitoring water quality in the
Lushui River basin, according to the cross-section water quality report and monitoring data
provided by the Ecological Environmental Protection Technology and the Plan of Yangtze
River Program in Zhuzhou City.

We selected the topic of researching water quality simulation and water environmental
capacity in the Lushui River based on the WASP model to calibrate the water quality pa-
rameters of the Lushui River and then predict the water environmental capacity following
the water environmental management requirements.

2. Materials and Methods
2.1. Case Study

The Lushui River Basin is located in the Hunan and Jiangxi provinces, China. Its
area is about 5675 km?2, with 2278 km? located in Jiangxi Province and 3397 km? in Hunan
Province. There are two sources of the Lushui River: south and north, with the south as the
primary source. Lushui originates from the south of Qianla Mountain in Pingxiang City,
Jiangxi Province, and enters Hunan Province from Jinyushi. It joins the northern source
at Shuangjiangkou, and Xiangjiang River at Lukou Town (Lukou District). In Hunan, the
water flows through Liuyang City and Zhuzhou City. In this study, Lushui River Basin in
Zhuzhou City (Hunan Province) is selected as the research area (shown in Figure 1). The
mainstream of Lushui River is 82 km long in Zhuzhou City, including 68 km in Liling City
and 14 km in Lukou District. The Lushui River system is developed with many tributaries,
which flow through twenty-three towns in Liling City, Lukou District, and Youxian County
in Zhuzhou, with a total drainage area of 2788 km?. It also includes a total of six monitoring
sections on the mainstream of Lushui River from upstream to downstream.

Lushui River Basin belongs to the humid climate of a subtropical monsoon, character-
ized by average annual precipitation of 1300-1600 mm, abundant rainfall, distinct seasons
and various heat conditions. Northwest winds prevail in winter, yielding dry, cold weather;
in summert, southerly winds blow. Consequently, the weather is hot, rainy, and prone to
waterlogging and drought. In addition, the rain is irregular from September to October.
From June to August, the Lushui River is in wet season; January, November, and December
are dry seasons; other periods are normal water seasons [7].
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Figure 1. Overview of the research area.

Lushui is the main river of Zhuzhou City and the mother river of Liling City. Lushui
Basin has fertile land, abundant products, dense population and rapid economic devel-
opment. Lushui is a local mother river established in Hunan Province, a comprehensive
watershed management model in the demonstration area of regional cooperation along
the border of Hunan and Jiangxi. Under the trend that the whole country pays increasing
attention to the environment, it is a relatively complete small watershed with typical sig-
nificance. In order to ensure the steady improvement of the water quality and the timely
completion of the construction of the inter-provincial model river in Lushui, the WASP
water quality model was used to simulate the water quality and water environmental
capacity in Lushui Basin, in order to present the management department with a basis for
refined water quality. Figure 1 shows the overview of the research area.

2.2. Determination of the COD, AN and TP

Chemical oxygen demand (COD) is an indirect measurement of the amount of organic
matter in a sample. With this test, it is possible to measure virtually all organic compounds
that can be digested by a digestion reagent. Chemical oxygen demand (COD) is important
for determining the amount of waste in the water. Waste that is high in organic matter
requires treatment to reduce the amount of organic waste before discharging into receiving
waters. COD measures organic matter by using a chemical oxidant. It is critical that a
strong enough oxidant is used to react with virtually all organic material in the sample [8].

Ammonia nitrogen is one of the major nitrogen forms in the nitrogen cycle, especially
in natural waters [8]. Ammonia nitrogen consists of ammonia (NH3) and ammonium
(NH*") in natural waters. The common methods for quantitative analysis of ammonia
nitrogen in natural water are the indophenol blue (IPB) spectrophotometric methods and
ophthalaldehyde (OPA) fluorometric methods [9]. The IPB spectrophotometric methods
are based on the Berthelot reaction [10].

Phosphorus (P) is an essential nutrient element that is used by all living organisms for
growth and energy transport [11] and is often the limiting nutrient for primary production
in terrestrial and aquatic ecosystems [4]. For the determination of total phosphorus (TP;
unfiltered samples) and total dissolved phosphorus (TDP; filtered samples) it is necessary
to convert all phosphorus-containing species into a detectable form. For natural waters, the
most common method of detection is the molybdenum blue chemistry with spectropho-
tometric detection, which determines molybdate-reactive ortho-phosphate using either a
batch or flow-based approach [11].

2.3. Model Description and Application

WASP model has various modules such as organic toxicants, simple toxicants, eu-
trophication, mercury, and non-ionic organic toxicants. For this research, we used the
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EUTRO module of WASP; it is more applicable than the traditional one. In fact, according
to its ability, it is able to combine several interacting systems comprising of biochemical
oxygen demand (BOD), organic nitrogen, DO, ammonia, nitrates, bacteria, phytoplankton,
phosphates, pH and solids [6]. The EUTRO module simulates the water quality in terms of
nutrients, bacterial decay, DO, and reactive pollutants in the water.

Based on the input data, the specific chemical kinetics equations and general mass
balance are used for the simulation [5]. Equation (1) shows the mass balance around an
infinitesimally small fluid volume:

2
+ 2 (E ac) _de 9 (E ac) _duc, 9 (Eac> +S+ Sp+ Sk (1)

ox \ Fox dy  ay \ Yoy oz oz oz

where C is the concentration (mg/L); tis the time in days; uy, uy and u; are the longitudinal,
lateral, and vertical adjective velocities (m/day), respectively; Ex, Ey, and E, are the
longitudinal, lateral, and vertical diffusion coefficients (m?/day), respectively; Sy is the
direct and diffuse loading rate (g/m? day); Sp is the pollution load of the boundary rate
(including upstream, downstream, benthic and atmospheric) (g/m> day); and Sk is the
total kinetic transformation rate (g/m3 day).

The basic concept of writing a mass balance equation for a body of water is to account
for all the material entering and leaving the water body via direct addition of material
(runoff and loads), via physical, chemical and biologic transformations, and via dispersive
and advective transport mechanisms [4].

2.4. Model Input

The WASP model is empirical, so its establishment needs input data such as hydrology,
water quality, topography, etc. This step also poses as one of the difficulties in the estab-
lishment of the model. This part gives a detailed introduction to the collection, processing,
and input processes of the primary data, such as basic model information, segmentation,
control unit body data, initial and boundary conditions, and pollution load.

2.4.1. Basic Information

The basic model information (data set) mainly included the start and end time of the
simulation, the sub-module, the hydrodynamics module, etc. Euler’s equations (Euler)
are used to solve this research. Moreover, to determine the accuracy of the simulation, the
maximum time step (max time step) in this study was set to 1. As this research mainly
studied the 1D water quality model of the mainstream of the Lushui River, the 1-D Network
Kinematic wave module was selected. The meteorological data included the environmental
parameters, such as solar radiation, rainfall, wind speed, segment, air temperature, etc.
Furthermore, the initial concentrations of the total phosphorus (TP), chemical oxygen
demand (COD) and ammonia nitrogen (AN) in the surface water were taken as their
value according to the concentration values monitored on 1 January 2019. The fraction of
pollutants dissolved (fraction dissolved) used the model default value of 1.

2.4.2. Segmentation and Division of Control Units in the Study Area

According to the above basic principles and requirements, the research steps for the
Lushui Basin control unit were as follows:

1.  Collection of primary information data of natural geographical features in the Lushui
area, including digital elevation (DEM), topographic maps, tributaries, small water-
shed boundaries, county and city administrative boundaries, environmental function
areas, urban built-up areas, companies, drinking water sources, etc.;

2. Processing of geographic information data based on ArcGIS, and the above primary
geographic information data were overlaid and analyzed. Afterward, a preliminary
sketch of the control unit was obtained;

3. Division of the control units: after understanding and processing the collected infor-
mation, the preliminary control unit sketch was fine-tuned according to the control
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unit’s principles of watershed division and clean boundary. Extraction and confir-
mation were performed upon the boundaries of different water catchment units and
control units on different environmental functions in the same administrative region,
to achieve a one-to-one correspondence between pollution source water quality and
strong operability;

Naming of the control units: in the absence of nationally unified naming standards
and norms, naming was undertaken as a process of trying to understand and conform
to the actual situation of each control unit. Therefore, the Lushui River was discretized
into six control unit bodies. Each control unit body was given detailed geometric
attributes. Some data were obtained from monitoring points during segmentation and
generalization. In addition, other geometry parameters were obtained by the formula
on WASP 8 User’s Guide. The measured river geometries and water velocities data
were used to obtain the value of the exponent and coefficient of velocities and the
depth of each segment, as shown in Equations (2), (3), (4), (5) and (6) [12]:

B =Bnuit X QbEXp (2)
D i)

Vm = =g 3)

Qm = Vm Dm Brn (4)

Vit X Clmult X bmult =1 (5)

Vexp + dexp + bexp = 1 (6)

where Vi, is velocity [m/sec]; By, is width in m; by1¢, Vinule and dpy)¢ are empirical
coefficients; bexp, Vexp and dexp are empirical exponents; and Qn, is flow. The flow
functions in WASP require the relationships of some hydraulic parameters such as
depth and velocity; and the coefficients of the width are obtained internally from
Equations 5 and 6. However, in the flow function, the condition of the hydraulic
depth exponent, along with width B, and depth Dy, under average flow function,
are required. We used Manning’s equation to calculate velocity v, and the average
flow Qp,, from width and depth. The segmentation and the division of the control
unit in Lushui River are shown in Figure 2 and Table 1.

Table 1. Segment information of Lushui River.

Segment Volume V;:[(:flltty 11)\2531 Length Width Slope 113{(:::;?:
1 9.43 x 10° 1.05 1 2.21 x 10* 42.74 9.97 x 10% 0.03
2 9.94 x 10° 1.26 15 1.20 x 10* 55.42 8.36 x 104 0.03
3 4.72 x 10° 0.89 2 3.18 x 14 74.17 2.82 x 104 0.03
4 3.18 x 10° 1.55 3 1.20 x 10* 88.47 5.01 x 104 0.03
5 1.51 x 10° 0.98 1 5.46 x 10* 27.61 8.60 x 10% 0.03
6 1.82 x 10° 1.04 1.3 3.79 x 10* 36.99 6.85 x 10% 0.03

Mult = multiplier; rough = roughness; the unit of volume is m3; the unit of length, width and depth are m, and the unit of velocity is m/s.



Water 2021, 13, 2819

6 0f 20

13100E nrA0E NFWTE 13°400E 1N IVE

CONTROL UNIT AND SEGMENTATION

268°00°N WIUN

27 500N

2TSoUN

27 400N arareN

Legend
@ Non-naustrial corporate
@ Domestic waste treatment plant
A Gasstation
A Fam

Sewage outtall inta the river

ON A District
.
L ]

arawon
Township
Wenitoring points

Lushui River

Mational Highway

——— Township boundary

Railway
—— Expressway
SEGMENTS
NAME

m— SEGMENT 1

2r200N ar200N

— SEGMENT 2
SEGMENT 3
SEGMENT 4
SEGMENT 5
SEGMENT &

CONTROL UNIT

NAME 2T 00N
cu-i

27 100N

[ Jcuz
18 [lous
[ - Miles [ lous

0 22545 9 13.5

cus

CU6

n3100E NIAWOE HIWTE NIHOTE NI HVE

Figure 2. Division of control units and segmentation in the study area.

2.4.3. Pollution Load

The pollutant loads could be calculated through the water quality, and the collected
flow data could be calculated, since the monitoring point’s data represented the information
from all watershed sources upstream of the monitoring point. Various approaches, methods,
and formulas have been developed to calculate pollutant loads using monitoring data. For
this research, based on the FLUX method, the pollutant load was calculated by multiplying
the concentration with the flow of each indicator in the river. FLUX method was developed
by William Walker (1996) for the United States Army Corps of Engineers [13]. It can
estimate loads of nutrients, sediment, and other water quality constituents using flow and
concentration data. This technique was developed to model eutrophication in reservoirs
and is now also commonly used for lake modeling [13]. FLUX method can estimate
the monitoring period and loads using daily flow values and periodic water quality
concentration values based on the relationship between concentration and flow, either as
a whole, or by dividing the data into groups by some stratification. The water quality
data was obtained from the Zhuzhou City Ecological Environment Bureau. The pollution
loads in Tables 2 and 3 are the total pollution load value for all sectors such as point
and non-point source pollution load, namely, agriculture, industry, domestic sector, and
livestock, etc. To obtain the pollutant load value of every sector, it is essential to know the
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percentage of pollutants from each sector. The above-mentioned scenarios can be rewritten
as Equation (7) [14,15]:

Wi =Wp + Wpp = /0 t [Cp(t)QP(t) + Cnp(t)an(t)] dt @)

where W, is the total pollution loads; Wp is the pollution load of the point source; Wnp is
the pollution load of the non-point source; t is the time; Cp(t) is the pollutant concentration
of the point source at time t; and Cpp(t) is the pollutant concentration of the non-point
source at time t. Due to the lack of continuous data obtainable from the river water quality
monitoring point, the integral Equation (7) should be changed into the discrete Equation (8):

n n
Wt = Z Cthp’tAt + 2 CnthnptAt (8)
i=1 i=1

Table 2. Annual average total pollution load of COD, AN and TP in the Lushui River in 2019 (kg/d).

Segment COD AN TP
Segment 1 26769.6 1031.616 277.416
Segment 2 29318.4 1226.751 305.424
Segment 3 22910.4 359.452 187.704
Segment 4 210024 6440.76 2496.268
Segment 5 28687.68 681.883 140.112
Segment 6 26618.4 506.800 124.56

Table 3. Annual average total pollution load of COD, AN and TP in the Lushui River in 2020 (kg/d).

Segments COD AN TP
Segment 1 46656 747.468 226.8
Segment 2 42026.4 706.176 153.216
Segment 3 25934.4 301.176 261.432
Segment 4 286387.2 4972.032 2865.384
Segment 5 28296 427.104 110.664
Segment 6 24429.6 361.44 78.192

We can obtain the pollutant concentration data and total pollution load with the
monthly flow data, using Equations (9) and (10):

W =) CQiAt 9)
i=1
Wi = Qi X Ci X o (10)

where C; is the concentration from monitoring data in the ith month (mg/L); Q; is the
average flow in the ith month (m3/s); and At is the period of the ith month. Wj is the
average total pollution loads in the ith month (kg/d): o is the conversion factor and its
calculation formula is shown in Equation (11):

‘e 1kg L Am® o 1d an
~ \1,000,000mg ~ 1000L " 86,400 s

The results of annual average total pollution load of COD, AN and TP in Lushui River
in 2019-2020 are shown in Tables 2 and 3.

2.4.4. Discrete Exchange

The discrete exchange is a table integrating WASP, consisting of times, dates, and
dispersion coefficient values (m?/sec). During data input, these points are interpolated



Water 2021, 13, 2819

8 0of 20

by the dispersion coefficients based on the dispersion function interpolation option se-
lected. The river longitudinal dispersion coefficient represents the area (m?/s) of the
pollutants in the river. The pollutants are longitudinally dispersed along the river direction
per second. The integral formula and empirical estimation formula could determine it.
However, the integral formula is suitable for river hydrological data and river section
data, therefore, for this research, we used the empirical formula for estimation. To date,
the well-known empirical formulas mainly include formulas established by Fischer [16],
Mcquivey-Keefer [17], Iwasa [18], and Seo [17]. According to the completeness of the
collected data, Mcquivey-Keefer appears as the most straightforward and most feasible to
calculate, and its calculation is noted in the formula (Equation (12)):

_ Q u?
Ey = 0.115 55 (1 - ng) (12)

where, E is the longitudinal dispersion coefficient in m?/s, Q is the flow of the river
in m>/s, B is the average water surface width in m, J is the hydraulic slope %, g is the
acceleration of gravity m/s?, H is the average water depth in m, and u is the average flow
velocity of the segment m/s. According to the Mcquivey-Keefer formula, the longitudinal
dispersion coefficient corresponding to each river section is calculated, as shown in Table 4.

Table 4. Corresponding longitudinal dispersion coefficients for each segment (m?/s).

Segments Ex Segments Ex

Segment 1 43.047 Segment 4 405.725
Segment 2 48.939 Segment 5 62.246
Segment 3 79.564 Segment 6 53.134

2.4.5. Initial and Boundary Conditions

The initial boundary conditions determine the initial value of water bodies before
running the model [19]. Taking into account the influence of tributaries, we used Segment 1,
Segment 4, and Segment 5 as the boundary conditions of the study area during segmenta-
tion and generalization. In establishing the quality model, it was necessary to input the
flow data of the boundary conditions in the flow option (Flows) in advance; otherwise,
the boundary concentration could not be inputted into the boundary condition option
(Boundaries). The boundary flow and boundary concentration data were derived from the
monitoring data of hydrological stations and provincial monitoring sections. Table 5 shows
the initial boundary concentration.

Table 5. Determination of initial boundary concentration.

Boundary COD (mg/L) AN (mg/L) TP (mg/L)
Segment 1 13.5 0.284 0.09
Segment 4 10 0.12 0.1
Segment 5 13 0.31 0.06

2.5. Sensitivity Analysis and Calibration of Parameters

Parameter sensitivity analysis is an integral part of the water quality model, estab-
lishment and process. Its core purpose is to determine the sensitivity of each parameter of
the model and provide a reference for parameter calibration. Parameter calibration was
obtained based on sensitivity analysis. The first step was to assume a set of parameters,
and then substitute them into the water quality model to output the simulated value. The
next step was to compare the simulated value with the monitored value. If the difference
between the simulated value and the monitored value was not too significant, then the
assumed parameters could be used as the water quality model parameters. Conversely, if
the simulated value was significantly different from the monitored value, the parameters
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could be re-adjusted until the error between the simulated value and the monitored value
met a sure accuracy. During this research, the 2019 data year from January to December
was used for the calibration, and the year 2020 for validating the parameters.

2.5.1. Sensitivity Analysis of Parameters

To calibrate the parameters for this research, we selected the local sensitivity analysis
method, and the sensitivity analysis method based on the orthogonal design method.

e  Local sensitivity analysis:

Local sensitivity analysis is the most used method in parameter sensitivity analysis. Its
technical route is practical and straightforward. It can effectively investigate the influence
of parameters on model output [20]. The basic steps of the local sensitivity analysis of the
parameters in the Lushui River are as follows:

1.  Determine the analysis method:

At present, standard local sensitivity analysis methods at home and abroad include
the Lenhart sensitivity analysis method [21], Morris classification screening method [22],
improved Morris classification screening method [3], and other methods. In this research,
the Lenhart sensitivity analysis method was selected for local sensitivity analysis due to
its simple principle, strong practicability, and wide application. The formula to calculate
parameter sensitivity (Sg) [23] is as follows:

SS= (AY/Y)/(AX/X) (13)

where Sg means sensitivity index, X is the parameter value, Y is the simulation value, AY
is the relative change of the pollution caused by the change of parameter, and AX is the
relative change of parameter value. Table 6 shows the grading standard and level of the
sensitivity.

Table 6. Sensitivity classes [7].

Sensitivity Index Grading Standard Level
0.00 < Sg <0.05 Small to negligible 1
0.05 <S¢ <0.20 Medium 2
0.20 < Ss < 1.00 High 3
Ss > 1.00 Very high 4

2. Determine the initial value of the parameter:

When performing local sensitivity analysis, we determined the initial value of each
parameter for analysis. For this research, the results were the parameter’s initial value
drawn from previous research on the WASP model.

3. Determine the range of change (—50%, +50%):

According to the model range among parameters and the research purpose, the varia-
tion, such as COD, AN, and TP, was uniformly determined to be +50% of the parameter’s
initial value of study, to better compare each parameter’s sensitivity. When calculating
a specific parameter, we maintained other parameters as unchanged. Then, we ran the
model to obtain the simulated output concentration when the parameter changed by +50%.
Finally, we calculated the sensitivity of the parameter to the simulated output concentration
according to Equation (13).

e  Sensitivity analysis based on orthogonal design method:

The orthogonal design method uses multiple factors and levels through the test to
determine the optimal parameter combination, and fewer experiments are required to
finish the test. The best advantage of this method is the more significant number of factors
and levels. The local sensitivity analysis method only considers the impact of a single
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parameter on the model’s output, ignoring the interaction between model parameters.
Various parameters in the water quality model often affect each other, and there is a general
phenomenon of different parameters with the same effect [20,24]. In order to better examine
the influence of each parameter on the model output and the influence of the interaction
between each parameter on the model output, and to determine the theoretical optimal
parameter combination of COD, AN, and TP, this research used the orthogonal design
method to further the parameter sensitivity analysis. There are two main methods for
analyzing the results of orthogonal design: range analysis and variance analysis. In this
research, we used the range analysis method to analyze the orthogonal design results, and
the calculation formula of the range value is shown in Equation (14) [25]:

R] = max {Klj/ sz, K3] ce } — min {Klj/ sz, K3] ‘e } (14)

where, R; is the range value of the j-th parameter, and Kj; is the average value of the
simulation results of the parameter j at the i level.

In this study, the specific steps of the sensitivity analysis of the parameters based on
the orthogonal design method were as follows:

1.  Determination of the parameter level: according to the value range of each parameter,
five parameter levels were set uniformly, namely 80%, 90%, 100%, 110% and 120% of
the initial value of each parameter;

2. Determination of the orthogonal design scheme: this orthogonal design was com-
pleted using the same level orthogonal table. The orthogonal table was the source of
the orthogonal design method, which forms as follows:

Ly (m*) (15)

where L means the symbol of the orthogonal table, n is the number of trials arranged, m is
the number of factors arranged, and k is each factor level number. According to Equation
(15), there are many forms of standardized orthogonal tables, such as L4(2%), Lg(27), Lo(3%),
L16(4%), Lp5(5%), etc. Additionally, according to the local sensitivity result and the selection
principle of the orthogonal table, six factors and five levels were used to complete the
orthogonal table, and arsenic was five factors and five levels. Therefore, the selection of
Ly5(5°) orthogonal table met this requirement. On this basis, the various levels of each
parameter were numbered 1, 2, 3, 4, and 5 respectively.

3.  Performance of range analysis: this orthogonal design used the L,5(5°) orthogonal
table for design, so each indicator required a total of 25 tests; that is, COD, AN, and
TP all need to run the model for 25 simulations. During the simulation, the following
steps occurred: collection of the output concentration values of COD, AN, and TP,
inputting of the corresponding positions into the orthogonal table, calculation of the
range value of each parameter according to the range analysis method, and finally,
obtaining the range analysis results of each parameter. The orthogonal design method
is a qualitative analysis, which mainly determines the model’s critical parameters by
comparing the relative magnitude of each parameter range, so the smaller range value
does not affect the results of the analysis model. Therefore, the orthogonal design
method was consistent with the local sensitivity analysis results. Results were deter-
mined with both analyses where the key parameters affecting the simulated output
concentration were nitrification rate constant at 20 °C (Kj,), nitrification temperature
coefficient (©17), dissolved organic phosphorus mineralization rate constant at 20 °C
(Kg3), dissolved organic phosphorus mineralization temperature coefficient (Og3),
COD decay rate constant at 20 °C (Ky), and COD decay rate temperature correction
coefficient (Qg).

4. The analysis of theoretical and optimal parameters: in parameter sensitivity analysis,
each initial parameter value is not the fixed value of the parameter. Consequently,
the primary purpose of the combined analysis is to find the parameter combination
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that is closest to the monitored value as the initial combination of parameter rate
timing, by improving the efficiency of parameter calibration. For example, the annual
average values of the monitoring concentrations of COD, AN, and TP in Segment 5 in
2019 were 13.33 mg/L, 0.18 mg/L, and 0.0525 mg/L, respectively. The concentrations
were compared with the output simulated value, and the closer monitoring value
was the corresponding parameter combination. At that point it was considered to
be the theoretical optimal parameter combination. After comparison, the theoretical
optimal combination of COD, AN, and TP was determined, as shown in Table 7.

Table 7. Theory optimal parameter combination of COD, AN and TP.

Kq2 O12 Kags Bg3 K4 B4
0.0972 0.832 0.144 0.856 0.2772 0.8376

2.5.2. Calibration of Parameters

After the local sensitivity method and the orthogonal design method, there are four
main methods currently available for parameter calibration: theoretical, experimental,
empirical, and trial and error. For this research, we used the trial and error method to
calibrate the model parameters. When calibrating a specific parameter, it is essential to keep
the other parameters of the model unchanged. Therefore, we continuously selected values
for it within its value range, and observed the error between the simulated output value
and the monitored value. The trial and error method aims to reach a good result by trying
out various means until errors are satisfactory and reduced to negligible [26,27]. It has
frequently been used in water quality models and has accomplished sound efficacy in recent
years [28]. Generally, after the simulation, if the error is less than 15%, then the calibration
of the parameter is considered completed. Otherwise, the calibration will continue. The
steps above are repeated until all parameter calibrations are completed, with the calibrated
parameter combination fine-tuned, and the parameter calibration process completed.

2.5.3. Model Verification and Model Accuracy Evaluation
e  Model verification:

After completing the parameter calibration, model verification requires rationality of
the model parameter selection and applicability of the model test. If the verification result
is satisfactory, the model has a predictive function. If the verification result is unsatisfactory,
the model structure needs to be reconsidered with a re-rating of the set parameter values
until the result is ideal. For our model verification, the monitoring data and simulation
output data for all segments was selected from January to December 2020, and then the
calculation formula of relative error [27] was used, as shown in Equation (16):

o ) x 100% (16)

In the formula, f is the relative error between the measured value and the estimated
value; Cy is the measured value of each water quality index; and Cg is the simulated value
of each water quality index. We used the basis of general performance ratings to evaluate
the model [29], as shown in Table 8.

Table 8. General performance ratings of the recommended statistics.

Coefficient of

Measure Determination Performance Rating
0.00 < R% <0.40 Unsatisfactory
R? 0.40 < R? < 0.60 Satisfactory
0.60 <R?<0.75 Good

0.75<R*><1 Very Good
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e  Model Accuracy Evaluation:

The model was verified by comparing the simulated data and measured data from
the calibration on WASP. We used the statistical estimators to verify the accuracy of the
simulated results suggested by the previous studies [24-28]. The coefficient of determina-
tion (R?) determines the goodness of fit between simulated and observed data. The range
value of R was from 0 to 1. If the value of R% was close to 1, the model simulation fit well
with the monitored data. Table 8 shows the general performance ratings of the coefficient
of determination (R?).

2.6. Water Environment Capacity

From the standards values of surface water environmental quality (GB3838-2002),
we analyzed the situation to determine the division of water environment function areas
and water quality targets of the Lushui River. As a result, three total capacity control
indicators (COD, AN, and TP) were determined, as shown in Table 9. At present, there
are three methods to calculate water environment capacity: analytical formula method,
system optimal analysis method, and trial and error method, each having advantages
and disadvantages [29]. First, the water environment capacity was calculated using the
calibrated parameters on the WASP model. Then, through the trial and error method [14],
the pollution loads value of the COD, AN, and TP were adjusted by trial and error until
the water quality prediction results met the water quality objectives [29]. The steps of the
simulation were as follows:

1.  Water quality aims were to determine the base level of the water environmental man-
agement conditions of the Lushui River. Due to the water environmental assessment
conditions of Zhuzhou City, the goal of present environmental work in Zhuzhou to
upgrade the water quality of the Lushui River to Grade II standard. Water quality
standards [30,31] are shown in Table 9.

2. To obtain various pollutant environmental capacities and simulate the pollution loads
of Lushui River, we determined the water quality requirements for water quality
control in the Lushui River basin as the aims of the simulation, and adjusted the input
pollution loads of each indicator, such as COD, TP and AN.

3.  The water quality of the Lushui River was set to Grade II to obtain the water environ-
mental capacity of the Lushui River, and we also considered the pollutants discharged
into the Lushui River from both shores.

Table 9. Standards values of surface water environmental quality (GB3838-2002) (unit: mg/L).

Indicators I 1I 111 1A%
COD 15 15 20 30
AN 0.15 0.5 1.0 1.5
TP 0.02 0.1 0.2 0.3
3. Results

3.1. Parameter Sensitivity Analysis

The primary parameters were selected to calculate the sensitivity to each water quality
index. The parameter change was £50% [8], which did not include the default value of the
model. The default value of the model and the formula option parameters are shown in
Table 10:
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Table 10. Parameter sensitivity calculation.
Symbol COD AN TP
(—50%) (+50%) Ss Class (—50%) (+50%) Ss Class (—50%) (+50%) Ss Class
Ko 0 0.000 0.000 1 0.025 * 0.075* 0.05* 2% 0 0 0 1
O1n 0 0.000 0.000 1 0.369 * 0.387 * 0.378 * 3* 0 2.062 * 1.031* 4*
Knos 0 0.000 0.000 1 0.001 0.003 0.002 1 0 0 0 1
Tmin 0 0.000 0.000 1 0 0 0 1 0 0 0 1
Kop 0 0.000 0.000 1 0 0 0 1 0 0 0 1
O,p 0 0.000 0.000 1 0 0 0 1 0 0 0 1
Knos 0.000 0.000 0.000 1 0 0 0 1 0 0 0 1
K7 0.000 0.000 0.000 1 0 0 0 1 0 0 0 1
Kgs * 0.000 0.000 0.000 1 0 0 0 1 0 0.111* 0.055 * 2%
On 0.000 0.000 0.000 1 0 0 0 1 0 0 0 1
Og3 * 0.000 0.000 0.000 1 0 0 0 1 0.44* 0.413* 0.427 * 3*
Kg* 0.065 * 0.196 * 0.131* 2% 0 0 0 1 0 0 0 1
g4 * 0.319* 0.612 * 0.465 * 3* 0 0 0 1 0 0 0 1
Kcop 0.003 0.009 0.006 1 0 0 0 1 0 0 0 1
fps 0.000 0.000 0.000 1 0 0 0 1 0 0 0 1
R 0.000 0.000 0.000 1 0 0 0 1 0 0 0 1

The parameters with an asterisk (*) are the key parameters affecting the simulated output concentration.

According to the model parameter sensitivity analysis:

1.  For AN: only ®1, was high sensitivity, K1, was medium sensitivity, and the sensitivity
of the remaining parameters were small to negligible;

2. For COD: ®4 was high sensitivity, Ky was medium sensitivity, and the sensitivity of
the remaining parameters were small to negligible;

3. For TP: ®1; was very high sensitivity, ®g3 was high sensitivity, Kg; was medium
sensitivity, and the sensitivity of the other parameters was small to negligible.

In addition, there were situations where multiple water quality indicators were af-
fected by the same parameter such as ®15, which is a sensitive parameter for ammonia
nitrogen and total phosphorus. This caused the four reaction systems of the EUTRO mod-
ule [8] (that is, the N cycle, P cycle, and DO balance, and algae growth system) to interact
with each other.

3.2. Model Calibration

Following the calibration process using the data from 2019 and the results of the
sensitivity analysis of parameters using local sensitivity analysis, orthogonal design, and
the trial and error method, the parameters Kj,, ®15, Kg3, g3, K4 and ®4 were calibrated,
and the remaining parameters were used as the default values. The Table 11 shows the
model parameter calibration results.

3.3. Simulation Results

Based on the WASP model parameters calibrated, monitoring data of AN, COD and
TP from the year 2020 were used for the validation. The simulation results of each segment
of the Lushui River in wet, dry and normal water seasons are shown in Table 12, and
Figure 3 shows the comparison of the simulation results and measured data of COD, AN
and TP in Segment 5.
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Table 11. Model parameter calibration results.
Parameter Name Symbol Value Unit
Nitrification Rate Constant at 20 °C Kip 0.081 d-!
Nitrification Temperature Coefficient (CIP) 1.04
Half Saturation Constant for Nitrification Oxygen Limit Kno3 0.5 mgO,/L
Minimum Temperature for Nitrification Reaction Tomin 3 °C
Denitrification Rate Constant at 20 °C Kop 0.045 d-1
Denitrification Temperature Coefficient O,p 1.04
Half Saturation Constant for Denitrification Oxygen Limit Knos 0.1 mgO, /L
Dissolved Organic Nitrogen Mineralization Rate Constant at 20 °C K7 0.075 d-1
Dissolved Organic Phosphorus Mineralization Rate Constant at 20 °C Kgs 0.12 d-!
Dissolved Organic Nitrogen Mineralization Temperature Coefficient OV 1.08
Dissolved Organic Phosphorus Mineralization Temperature Coefficient Og3 1.07
COD Decay Rate Constant at 20 °C K4 0.231 d-!
COD Decay Rate Temperature Correction Coefficient OF) 1.047
COD Half Saturation Oxygen Limit Kcobp 0.5 mgO,/L
Fraction of Detritus Dissolution to COD fps 0.2
Fraction of COD Carbon Source for Denitrification R 0.2
Table 12. Simulation results of concentrations in normal, dry and wet seasons (2020).
Segments COD AN TP
Normal Wet Dry Normal Wet Dry Normal Wet Dry
Segment 1 8.837 5.223 8.654 0.392 0.314 0.418 0.130 0.097 0.105
Segment 2 19.140 9.468 13.320 0.731 0.469 0.795 0.191 0.160 0.195
Segment 3 12.376 7.732 9.623 0.325 0.243 0.325 0.095 0.092 0.110
Segment 4 38.393 44.830 38.922 1.355 1.258 0.844 0.425 0.645 0.290
Segment 5 15.609 10.697 11.671 0.269 0.374 0.218 0.061 0.067 0.067
Segment 6 16.141 10.712 10.229 0.263 0.373 0.157 0.071 0.068 0.063
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Figure 3. (a), (b) and (c) Comparison of the simulation results and measured data of COD, AN and TP in Segment 5 (2020).

The comparison of the simulation results and measured data of COD, AN and TP in
Segment 5 (2020) are shown in Figure 3.

3.4. Water Environment Capacity

The calibrated WASP model was used to calculate the pollutant effluent concentration
of each river section as the upstream inflow water concentration of the following river
section. The results for the water environmental capacity of ammonia nitrogen, COD, and
total phosphorus in wet, dry, and normal water seasons are shown in Table 13.

Table 13. Water capacity results (tons/year).

Segments COD AN TP
Normal Wet Dry Normal Wet Dry Normal Wet Dry

Segment1  14,072.94 17,147.7 10,998.18 469.098 571.59 366.606 93.8196 114.318 73.3212
Segment2  21,286.8 19,512.9 17,975.52 709.56 650.43 599.184 141.912 130.086 119.8368
Segment3  13,481.64  14,427.72  11,944.26 449.388 480.924 398.142 89.8776 96.1848 79.6284
Segment4 13552596 185,195.16  85,738.5 4517.532 6173.17 2857.95 903.5064 1234.634 571.59
Segment5  15,846.84 12,417.3 10,288.62 528.228 413.91 342.954 105.6456 82.782 68.5908
Segment6  12,949.47  12,831.21 7686.9 431.649 427.707 256.23 86.3298 85.5414 51.246

Total 14,072.94 17,147.7 10,998.18 469.098 571.59 366.606 93.8196 114.318 73.3212

4. Discussion
4.1. Generalization and Polltion Load

The results from the annual average total pollution load of COD, AN and TP in Lushui
River from 2019-2020 showed that loads in Segment 3 and Segment 6 were smaller than
other segments (shown in Tables 2 and 3). Additionally, it was shown that the load value
in Segment 4 was higher than other segments because there was an intersection of Lushui
River with the primary river (Yangtze River). The loads reduced in the middle segments
of the river where the area is characterized by urban land use and small-scale urban
agriculture. The greatest improvement was observed at the most polluted segment of the
Lushui River, which is situated precisely in Segment 1. It could therefore be contributing to
the high change in the pollutant load.

4.2. Parameter Sensitivity Analysis

The sensitivity analysis conducted on WASP (Table 10) was performed by varying the
parameters by (-50%, +50%). The sensitivity analysis result revealed that six parameters
(K12, O12, Kg3, Og3, K4 and ©4)were identified as medium to highly influential. The
sensitivity index of all these parameters were above 0.05, indicating that they are the key
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parameters affecting the simulated output concentration, according to the model parameter
sensitivity analysis (Tables 6 and 10). The high sensitivity of these parameters was also
reported by Guo et al. [25].

4.3. Simulation Results and Model Verification

We used WASP to simulate and analyze the water quality of the Lushui River in 2020
during the normal, dry, and wet water seasons (Table 12, Figure 3). The concentration
change trend of each water quality index in the three water seasons was the same. The
concentration of COD was normal water seasons > dry water seasons > wet water seasons,
and the concentration of AN was normal water seasons > wet water seasons > dry water
seasons. The concentration of TP did not change much with the three water seasons. At the
same time, from the perspective of seasonal characteristics, the concentrations of COD, TP
and AN in different water periods differed mainly due to the large precipitation during the
high water period, which led to the release of endogenous pollution in the river sediments.
In this regard, there have been related research reports abroad. For example, Hu et al. used
the WASP model for the simulation of sediment release items and found that endogenous
phosphorus pollution had become a factor that could not be ignored in water quality
changes [22]; whereas ammonia nitrogen and COD had different water periods. The main
reason was the change of river flow. Rainfall is abundant during the high water period and
the river flow is relatively large, which had a certain dilution effect on the pollutants in
the river.

4.4. Model Verification and Model Accuracy Evaluation

Segment 5 was selected as the model verification segment. The simulation results
of this segment from January to December 2020 were used, and then compared with the
measured value. The relative error (f) results are shown in Table 14, and the WRDB on
WASP was used to perform linear regression analysis on the simulated and measured
values to discuss the degree of agreement. For details, see Figure 4.

Table 14. Error analysis of simulation results 2020.

Date
(MM/DD/YY) cop AN bt
Simulated Observed f Simulated Observed f Simulated Observed f
1/15/2020 13.000 12 8.33% 0.115 0.107 7.04% 0.055 0.05 9.79%
2/15/2020 14.083 13 8.33% 0.118 0.115 2.98% 0.065 0.06 8.25%
3/15/2020 18.842 16 17.76% 0.105 0.091 15.09% 0.012 0.01 24.86%
4/15/2020 15.831 14 13.08% 0.387 0.372 4.02% 0.104 0.09 15.23%
5/15/2020 13.682 13 5.25% 0.466 0.486 4.12% 0.065 0.06 7.54%
6/15/2020 18.629 18 3.50% 0.252 0.267 5.46% 0.022 0.02 11.65%
7/15/2020 6.313 6 5.21% 0.749 0.812 7.82% 0.151 0.14 7.73%
8/15/2020 8.019 8 0.24% 0.296 0.334 11.40% 0.042 0.04 5.63%
9/15/2020 9.828 10 1.72% 0.199 0.227 12.38% 0.051 0.05 2.11%
10/15/2020 8.979 9 0.24% 0.235 0.257 8.50% 0.061 0.06 1.67%
11/15/2020 12.007 11.8 1.76% 0.155 0.165 6.31% 0.072 0.07 2.88%
12/15/2020 12.700 11.8 7.62% 0.171 0.165 3.90% 0.074 0.07 6.31%
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Figure 4. (a—c) Linear regression equation of COD, AN and TP in Segment 5 (2020).

According to the error analysis results (Table 14), the average relative error between
the simulated value of ammonia nitrogen and the measured value was 7.418%. There were
11 groups (12 groups in total) with a relative error of less than 15%, accounting for 91.66%.
The average relative error of the simulated COD value and the measured value was 6.086%,
of which 11 groups (12 groups in total) had a relative error of less than 15%, accounting
for 91.66%. The average relative error of the simulated total phosphorus value and the
measured value was 8.637%. The relative error was that there were 10 groups (12 groups
in total) less than 15%, accounting for 83.33%. Table 14 shows that the WASP model can
be used as an effective tool for water quality prediction and management in the area. The
linear regression equation and the accuracy evaluation statistics of the simulation results of
COD, AN and TP in Segment 5 (2020) are shown in Figure 4 and Table 15.
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Table 15. Accuracy evaluation statistics of the simulation results in Segment 5: January 1, 2020- December 31, 2021.

COD AN TP
Statistics Measured Simulated Measured Simulated Measured Simulated
Count 12 12 12 12 12 12

Min 6.000 6.313 0.091 0.104 0.010 0.012

Max 18.000 18.842 0.812 0.749 0.140 0.151
Coef of Det (R?) 0.97 0.99 0.99
Mean Abs Error 0.764 0.021 0.004
RMS Error 1.129 0.027 0.006
Norm RMS Error 0.088 0.078 0.079
Index of Agreement (r) 0.98 0.99 0.99

The coefficient of determination (R?) sets the fit between monitored and simulated data,
and its range value is from 0 to 1. If R was close to 1, the model simulation fit satisfactorily
with measured data. It can be seen from Figure 4 and Table 15 that the determination
coefficients R? were all above 0.85 and the Index of Agreement (r) were all above 0.90,
indicating that the simulated values were in good agreement with the monitored values
and had a reasonable correlation. Similar findings relating to the overall effectiveness of
water quality simulation studies in other domestic basins were reported by Guo et al. [25].

4.5. Water Environmental Capacity

The water environment capacity of AN, TP and COD in most river sections during
dry seasons was smaller than that in normal and wet seasons. This was mainly due to the
abundant precipitation in wet seasons, the larger river flow, and the larger water dilution
environment capacity. In addition, from Table 6, it can be seen that the environmental
capacity of each segment based on the water environment function was quite different,
which was mainly affected by the water environment function zoning. When the water
environment function was landscape recreation water area and industrial water area, the
water environment capacity was relatively large; when the water environment function
was a drinking water source protection area, the water environment capacity was relatively
small. On the whole, the environmental capacity of the control unit based on human health
benchmarks was much smaller than that of the control unit based on the water function
zone standard. It can be seen that rivers frequently alternate functional zoning, protection
operations are difficult, and management is inconvenient. Although the water quality can
meet the standard, it does not guarantee human health very well.

The reductions in pollution load required to meet the water quality objectives were
calculated by comparing the pollution load emissions from the water environmental
capacity of the Lushui River [11]. Negative values indicated that the environmental
capacity remained surplus to the pollution load and has no need to be reduced. Positive
values of reduction indicated that the pollution load exceeded the environmental capacity
and needs to be reduced. From the perspective of seasonal characteristics, according to the
results from the environmental capacity and the pollution load emissions, the reduction in
COD, TP and AN in different water periods was around 10 to 15%, meaning that there is a
need for reduction. Therefore, in order to achieve the water quality target in the Lushui
River, further research is needed to strengthen pollution source prevention and supervision.

5. Conclusions

In order to respond to the national protection policy for the Lushui River, a one-
dimensional mathematical model of the water environment was established to study the
water environment capacity of ammonia nitrogen, COD and total phosphorus of the Lushui
River. In this research, the WASP model was calibrated and validated using data for the
years 2019-2020. The calibration results showed that, for ammonia nitrogen, only @1,
had high sensitivity, K;, had medium sensitivity, and the sensitivity of the remaining
parameters were small to negligible. Additionally, for the parameter sensitivity of COD,
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®4 had high sensitivity, K4 had medium sensitivity, and the sensitivity of the remaining
parameters were small to negligible. Furthermore, for total phosphorus, @, had very high
sensitivity, @g3 had high sensitivity, Kg3 had medium sensitivity, and the sensitivity of the
other parameters were small to negligible.

After the calibration process, the simulation results in the year 2020 were verified by all
of the determination coefficients R? being above 0.85, and all of the correlation coefficients
r being above 0.90. Therefore, this information indicates that the WASP model is applicable
and reliable.

The water environmental capacities were obtained by calibrated parameters on the
WASP model using the trial and error method. During the normal, wet and dry water
seasons, the COD values were 14,072.94 tons/yr, 17,147.7 tons/yr and 10,998.18 tons/yr,
respectively. However, during the normal, wet and dry water seasons, the results for
ammonia nitrogen were 469.098 tons/yr, 571.59 tons/yr and 366.606 tons/yr, respectively.
Moreover, total phosphorus was 93.8196 tons/yr, 114.318 tons/yr and 73.3212 tons/yr,
respectively. Therefore, the results from the WASP model are applicable and reliable and
can be used as an effective tool for water quality prediction and assessment in the Lushui
River. It can also provide decision-making references for water environmental protection
and management in the Lushui River.
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