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Abstract: Sea level prediction is essential for the design of coastal structures and harbor operations. This study presents a methodology to predict sea level changes using sea level height and meteorological factor observations at a tide gauge in Antalya Harbor, Turkey. To this end, two different scenarios were established to explore the most feasible input combinations for sea level prediction. These scenarios use lagged sea level observations (SC1), and both lagged sea level and meteorological factor observations (SC2) as the input for predictive modeling. Cross-correlation analysis was conducted to determine the optimum input combination for each scenario. Then, several predictive models were developed using linear regressions (MLR) and adaptive neuro-fuzzy inference system (ANFIS) techniques. The performance of the developed models was evaluated in terms of root mean squared error (RMSE), mean absolute error (MAE), scatter index (SI), and Nash Sutcliffe Efficiency (NSE) indices. The results showed that adding meteorological factors as input parameters increases the performance accuracy of the MLR models up to 33% for short-term sea level predictions. Moreover, the results contributed a more precise understanding that ANFIS is superior to MLR for sea level prediction using SC1- and SC2-based input combinations.
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1. Introduction

The changing climate has affected both global and regional meteorological conditions and sea level [1]. Generally, sea level change occurs due to a rise in water levels around Earth. According to the 4th assessment report of the Intergovernmental Panel on Climate Change, global warming could lead to a global sea level rise of almost 60 cm by 2100 [2]. Such an increase would be nonuniform owing to the different meteorological and climatic conditions at different regions. Investigating sea level variation is of great significance for two fundamental reasons. First, the change in the rate of sea level is intimately related to changes in Earth’s climate. Second, sea level change has important socioeconomic consequences on the inhabitants of coastal areas [3]. From a coastal engineering point of view, sea level change may cause erosion and flooding problems. This situation poses a direct threat to individuals and coastal structures. Therefore, analyzing and predicting the changes in sea level are essential for sustainable design and operation of coastal structures.

To monitor and predict sea level variation at a regional scale, sea level measurements and meteorological data could be beneficial. Tide gauges are used to measure sea level and collect the high-frequency (hourly) or low-frequency (semidiurnal and diurnal) sea-level height. In addition, meteorologic factors such as air temperature, humidity, and air pressure can be measured hourly or daily by a tide gauge.

Regarding the current literature, the harmonic analysis method has been frequently used to predict sea level changes. The harmonic analysis method estimates the harmonic constituents in terms of the cosine function of the sea level measurements. In theory, a time span of 18.6 years or more of sea level data is required to separate all tidal constituents.
using the traditional harmonic analysis method. The accuracy of the harmonic analysis method depends on the length of the sea level time series \[4\]. A lack of a sufficient time span for sea level measurements produces huge errors and loses its sea level prediction reliability. Long-term sea level data are important for prediction studies. However, it is quite common that long-term sea level observations may not be available due to the high cost of monitoring \[5\]. In such a case, machine learning (ML) methods can be used as they require fewer pieces of data. Over the past few years, many ML applications have been published to predict both short- and long-term sea level changes based on the tide gauge observations. Researchers have used lagged sea level measurements and meteorological factors to predict sea level changes. Several studies have focused on sea level prediction using lagged values of sea level measurements. For example, Makarynskyy et al. \[6\] developed an artificial neural network (ANN) model to predict sea level based on the sea level measurements from the Hilary Harbor of Australia between 1992 and 2002. New datasets were created to eliminate semi-diurnal and diurnal tidal effects by taking averages of 12, 24, 120, and 240 h of measured sea level data. These new datasets were used in the simulation of the developed model. The results were compared using the Pearson correlation coefficient (R), root mean square error (RMSE), and scatter index (SI) indicators. The authors stated that the developed model could be used for sea level prediction with acceptable accuracy. Makarnynska and Makarynskyy \[5\] developed an ANN model using sea level data measured between 1992 and 1999 from a tide gauge on the Australian Island of Cocos (Keeling). To this end, lagged values of sea level measurement were used as input parameters and sea level after 1, 2, 3, 4, and 5 days were predicted. Model outputs were compared with measured sea level values using R, RMSE, and SI indicators. The authors observed that the sea level prediction model developed with ANN yielded good results. Ghorbani et al. \[7\] used sea level measurements between 1992 and 2000 from a tide gauge on the Australian Island of Cocos (Keeling). The hourly sea level data were averaged to semi-diurnal and diurnal periods. The genetic programming (GP)-based model and ANN model \[6\] developed historical sea level values as inputs. Semi-diurnal averaged data were used to predict sea level height 12, 24, 36, 48, and 60 h ahead, whereas diurnal-averaged data were used to predict sea levels of 24, 48, 72, 96, and 120 h in the future. The accuracy of the model was investigated using a coefficient of determination (\(R^2\)), mean square error (MSE), and mean absolute error (MAE) statistics. The results showed that both GP and ANN models have good accuracy in predicting future sea level, but the GP model is superior to the ANN model. Ghorbani et al. \[8\] developed GP and ANN models using sea level data measured at a tide gauge station in Hillary Harbor, Australia. Several different datasets were created by taking the averages of the collected sea level measurements for 12 h, 24 h, 5 days, and 10 days, respectively. The lagged values of sea level measurements were used as input parameters to feed the developed models. Although the performance evaluation results showed that both GP and ANN models could be used for sea level prediction, the GP model showed more accurate results statistically. Pashova and Popova \[9\] compared the performance of five different ANN-based prediction models with the multiple linear regression (MLR) model. Tide gauge data of Burgas, Bulgaria, were used in this study. The prediction was performed using Feed-Forward (FF), Cascade Feed Forward (CFF), Feed Forward Time Delay (FFT), Radial Basis Function (RBF), Generalized Regression (GR) neural networks, and the MLR method. Performance evaluations showed that MLR results were more accurate than RBF and GR-based neural network models, whereas FF-, CFF-, and FFTD-based neural networks had better test results than MLR models. The author indicated that FFBF-based neural networks were superior to other methods. Shiri et al. \[10\] presented several ML models for the prediction of sea level. The data were converted to semi-diurnal and diurnal values using 12 h and 24 h moving average methods. The lagged values of the sea level measurements were used as input parameters. The input selection was determined using the autocorrelation function (ACF) and the partial correlation function (PACF). The results revealed that non-linear models such as ANN and adaptive neuro-fuzzy inference
system (ANFIS) were superior to linear models. Additionally, the authors indicated that the ANFIS was superior to the ANN model for sea level prediction. Karimi et al. [11] compared the prediction performance of ANFIS, ANN, and autoregressive moving average (ARMA) models. In their study, sea level measurements were collected from Darwin Harbor, Australia. These measurements covered a 1-year interval (2007–2008). The PACF determined the input selection. Sea levels after 1, 24, 48, and 72 h were predicted using three different models. The results showed that ANFIS and ANN produced almost the same results and were superior to the ARMA model. Kurniawan et al. [12] proposed a GP model to predict future sea levels. The required sea level data were collected from a tide gauge located in the Singapore coast. The authors performed ACF and average mutual information analysis to determine the optimum input parameters. The proposed models predicted sea level values of 1, 2, 4, 6, 12, and 24 h ahead. The results showed that the GP produced accurate results for sea level prediction. Kaloop et al. [13] collected hourly sea level measurement data between 2008 and 2011. The study area was selected as Alexandria coast, Egypt. The dataset was filtered by the moving average method. The authors decided to use data measured in 2011 within the scope of the study. ANFIS and neural network autoregressive moving average models were presented for real-time prediction of sea level values. The authors indicated that the presented models had accurate sea level prediction results. Kaloop et al. [14] developed an ANFIS model for sea level prediction using short-term (about one month) measurement data. Historical values of sea level measurements were used as inputs of the model. Input parameters were selected by trial and error. The developed model was compared with the wavelet transform method. The performance evaluation was performed using five different statistical indicators. The results showed that the ANFIS model was superior to the wavelet transform model for sea level prediction. Imani et al. [15] used sea level measurements from the period of 2004 to 2011 to develop extreme learning machine (ELM) and relevance vector machine (RVM) models. The required data were collected from Dongshi tide gauge station in Taiwan. The performance of the developed models was compared with the support vector machine (SVM) and RBF model. The results showed that ELM and RVM models outperform the other models. Altunkaynak and Kartal [16] developed hybrid models that combine fuzzy logic (FL) with wavelet transform. To this end, sea level data measured between 2004 and 2005 were obtained from four different stations located in Bosphorus, Turkey. Then, 1- to 7-day-ahead sea level values were predicted using standalone FL, discrete wavelet FL, and continuous wavelet FL models. The lagged values of sea level measurements were used as input parameters. The performance of the developed model was tested using RMSE and Nash-Sutcliffe coefficient of efficiency (NSE) statistics. It was observed that the continuous wavelet FL model was more accurate than the other FL-based models. Lai et al. [17] examined the capabilities of SVM and GP models for monthly sea level prediction. To this end, mean sea level, sea surface temperature, mean cloud cover, and rainfall data were obtained for the east coast of Peninsular Malaysia. Three different scenarios were established using obtained sea level and meteorological factors data. The results showed that SVM model outperformed its counterparts. Muslim et al. [18] investigated the effect of meteorological factors on sea level prediction. To this end, historical wind speed, wind direction, mean cloud cover, and rainfall data were obtained for Sabah state, Malaysia. Two different scenarios were established with different input combinations to predict the future sea level. The ANN and ANFIS models were developed using selected scenarios. The results showed that ANFIS produced more accurate predictions. Additionally, rainfall and mean cloud cover parameters were found as the best input combinations for the study area. More recently, Altunkaynak and Kartal [19] developed several hybrid wavelet-based ML models to predict daily sea level at Bosphorus, Turkey. The results showed that hybrid SVM and the nearest neighbor models made superior forecasts. Song et al. [20] suggested three different hybrid Elman neural network (ENN) models for daily and monthly sea level predictions in China and the USA. The authors indicated that different signal decomposition methods can increase ENN accuracy. A nonlinear autoregressive
exogeneous (NARX) neural network model was developed by Di Nunno et al. [21]. Water level data were obtained from several stations covering Venice Lagoon for the period 2009–2014. The results showed that the developed NARX model predicted future tide level in the Venice Lagoon accurately. Granata and Di Nunno [22] presented tree-based models (M5P Regression Tree and Random Forest) and ANN model to predict tide level, especially for the most severe high waters in Venice Lagoon. The authors indicated that M5P tree model was superior to other models for tide level prediction.

The main objective of this study was to compare the performance of ANFIS and MLR for sea level prediction, considering different scenarios. For the first time, we investigated the effects of oceanographic and meteorological factors on the Mediterranean Sea level variation in the south coast of Turkey.

2. Study Area

Under the responsibility of the General Command of Mapping of Turkey, sea level monitoring activities in the Turkish coast started in the 1930s. Sea level variations were recorded on daily or weekly charts with an analogous system. Readings were obtained through a float on a cable in a stilling well [23]. The stilling wells were replaced with acoustic gauges later, in 1999 [24,25]. The Turkish National Sea Level Monitoring System (TUDES) had 20 active tide gauge stations along the Turkish coast consisting of a data collection unit with sensors to measure sea level and meteorological factors such as air temperature and air pressure. In this study, hourly sea level and meteorological factors data were derived from the Antalya tide gauge station (see Figure 1) in Antalya Harbor for the period January 2014–December 2015.

Figure 1. Location of the study area.

The sea level and meteorological factors time series gathered at the Antalya tide gauge station are depicted in Figure 2.

The obtained data cover 2-year measurements with 15,000 readings for each parameter. The geodynamic phenomena, such as tectonic motions and land uplift of Earth’s crust, affects the measured sea level height obtained from a tide gauge. Several researchers investigated the geodynamic effects on the Antalya tide gauge station. Yildiz et al. [25] reported that this station showed subsidence with a rate of $-5.3 \pm 1.8$ mm/year based on the GPS observations. Fenoglio-Marc et al. [26] used TOPEX/Poseidon altimetric sea level data to compute the subsidence rate of the same station. The authors found a subsidence rate of $-3.0 \pm 1.6$ mm/year for the study area. More recently, Yildiz et al. [27] estimated the vertical land motion along the southern coast of Turkey, including the Antalya tide gauge station. Both satellite altimetry and GPS data were considered for the estimation. The results showed that the subsidence rate of the station had an average value.
of 2.93 ± 1.76 mm/year. The vertical land motion of the Earth’s crust was neglected in this study due to a limited time span (2 years) of the obtained data and a low subsidence rate of land motion.

Figure 2. Time series of (a) sea level; (b) air temperature; (c) air pressure observed at Antalya tide gauge station.
The gaps in the gathered hourly sea level and meteorological factor data were filled with the linear interpolation method as a pre-processing stage of the obtained data. The descriptive statistics such as the mean, maximum, minimum, and standard deviation (SD) of the sea level and meteorological factor data are presented in Table 1.

Table 1. Descriptive statistics of observed data.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Statistics</th>
<th>Entire</th>
<th>Fall</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEA LEVEL (m)</td>
<td>Mean</td>
<td>2.02</td>
<td>2.05</td>
<td>1.99</td>
<td>1.97</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>2.56</td>
<td>2.37</td>
<td>2.56</td>
<td>2.43</td>
<td>2.41</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>1.49</td>
<td>1.68</td>
<td>1.49</td>
<td>1.54</td>
<td>1.77</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.13</td>
<td>0.10</td>
<td>0.14</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>TEMPERATURE (°C)</td>
<td>Mean</td>
<td>20.13</td>
<td>21.88</td>
<td>12.01</td>
<td>17.69</td>
<td>28.24</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>42.73</td>
<td>37.87</td>
<td>22.76</td>
<td>33.56</td>
<td>42.73</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>−1.53</td>
<td>6.73</td>
<td>−1.53</td>
<td>−0.20</td>
<td>16.08</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>7.20</td>
<td>4.96</td>
<td>3.37</td>
<td>4.11</td>
<td>3.52</td>
</tr>
<tr>
<td>PRESSURE (mb)</td>
<td>Mean</td>
<td>988.78</td>
<td>987.72</td>
<td>1001.04</td>
<td>989.19</td>
<td>977.01</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>1018.90</td>
<td>1029.80</td>
<td>1032.90</td>
<td>1029.90</td>
<td>1017.00</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>918.32</td>
<td>925.63</td>
<td>918.32</td>
<td>927.29</td>
<td>923.87</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>28.88</td>
<td>30.54</td>
<td>22.19</td>
<td>26.12</td>
<td>30.70</td>
</tr>
</tbody>
</table>

As shown in Table 1, it was observed that the mean sea level received the highest value in the summer and decreased in the fall, winter, and spring, respectively. The difference between the mean sea level values of winter and summer seasons was measured as 10 cm. In addition, the highest air pressure variations were observed for winter, whereas the lowest ones were observed for summer. For the air temperature, the highest and lowest variations based on the standard deviation were observed in fall and winter. A comparison of the seasonal air pressure and air temperature showed that the relation between them was inversely proportional. For instance, the highest and lowest values of mean air temperature were measured for summer and winter. In contrast, the highest and lowest values of mean air pressure were measured for winter and summer, respectively.

3. Methodology

In this study, different MLR and ANFIS models were developed to predict sea level changes based on two different scenarios. The first scenario (SC1) used lagged values of sea level as inputs, and the outputs were the 1, 12, and 24 h ahead of sea level. The second scenario (SC2) used lagged values of both sea level and meteorological factors as inputs, and the outputs are the 1, 12, and 24 h ahead of sea level. The framework for model development consisted of three stages: a pre-processing stage, model development stage, and performance evaluation stage. In the pre-processing stage, a linear interpolation method was used to fill the gaps on the obtained data, and correlation functions such as autocorrelation function (ACF) and cross-correlation functions (CCF) were used to select optimum input selection. In the modelling stages, the dataset was split into training and testing sets according to the Pareto principle, introduced by Macek [28]. To this end, 80% of the data was used as the training data and the remaining 20% was used as testing data sets. Then, several MLR and ANFIS models based on the scenarios and different prediction intervals were developed. Lastly, four different statistical indicators were selected in a multi-objective sense to compare the models’ performance. A flow chart for modelling sea level prediction is presented in Figure 3.
3.1. Multiple Linear Regression

Multiple linear regression (MLR) is a frequently used method of analysis to investigate the linear relation between the inputs and output. MLR attempts to model the relationship between one or more independent variables and one dependent variable by fitting a linear equation to the observed data. It can be expressed as:

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_i x_i + \epsilon$$  \hspace{1cm} (1)

where $y$ is the predicted (dependent) value, $\beta_0$ is the $y$-intercept, $\beta_i$ ($i = 1 \ldots n$) is the regression coefficient of the $X_i$ predictor (independent) value, and $\epsilon$ is the model error. The MLR model can be expressed as the sum of fit and residuals. The best linear fit is determined by considering where the sum of residuals is minimum or equal to zero. In Equation (1), $\beta_0$ and $\beta_i$ are fit terms that represent the best line of fit. The residual can be explained as the difference between the observed and predicted data points.

3.2. Adaptive Neuro-Fuzzy Inference System (ANFIS)

The architecture and learning procedure underlying ANFIS were first presented by Jang [29]. They combine the optimization and learning capabilities of neural networks with fuzzy logic linguistic IF–THEN rules, which consist of membership functions (MF). The first-order Takagi–Sugeno-type ANFIS structure with two inputs and one output can be expressed as follows:

$$\text{Rule 1: if } x \text{ is } A_1 \text{ and } y \text{ is } B_1 \text{, then } f_1 = p_1 x + q_1 y + r_1$$  \hspace{1cm} (2)

$$\text{Rule 2: if } x \text{ is } A_2 \text{ and } y \text{ is } B_2 \text{, then } f_2 = p_2 x + q_2 y + r_2$$  \hspace{1cm} (3)

where $A_i$ and $B_j$ ($i = 1, 2$) are the MF for input $x$ and $y$. The $p_i$, $q_i$, and $r_i$ are the linear parameters and $f_i$ is the output function. ANFIS structure is composed of the following five successive layers:
Layer 1: Every node \( i \) in this layer is an adaptive node with a node function. Each node gets the values of inputs and membership degrees are calculated.

\[
O_{1,i} = \mu_{A_i}(x) \text{ for } i = 1, 2
\]

where \( O_{1,i} \) is the output of the \( i \)th node, \( A_i \) is a linguistic label, and \( x \) is the input for node \( i \). Several MF can be chosen, such as a triangular, generalized bell, and Gaussian. Each MF produces different membership degrees. A Gaussian membership was chosen in this study and it can be expressed as follows:

\[
\mu_{A_i}(x) = e^{-\frac{(x-c)^2}{2\sigma^2}}
\]

where \( c \) is the mean and \( \sigma \) is the standard deviation. These parameters are also referred to as “premise parameters”.

Layer 2: The layer is the multiplication of the incoming membership degrees of the successive IF–THEN rules by the logical operation of “and”. The weight or firing strength for the rule is obtained as follows:

\[
O_{2,i} = \omega_i = \mu_{A_i}(x) \mu_R(x) \text{ for } i = 1, 2
\]

Layer 3: The layer calculated weights are normalized by the ratio of each node’s weight to the sum of all nodes’ weight.

\[
O_{3,i} = \omega_i = \frac{\omega_i}{\omega_1 + \omega_2} \text{ for } i = 1, 2
\]

The outputs of this layer are called “normalized firing strengths” [21].

Layer 4: The layer where the fractional contribution of each rule in the total output is calculated.

\[
O_{4,i} = \omega_i f_i = \omega_i (p_x + q_i y + r_i)
\]

where \( \omega \) is the normalized firing strength from layer 3; \( p_i, q_i, \) and \( r_i \) are the parameter sets of this node. These are referred to as “consequent parameters” [30].

Layer 5: This is the layer from which the total output was calculated. In this layer, the fuzzy rules are defuzzification and a single value is generated. The output of this layer is named the “overall output”.

\[
O_{5,i} = \sum_i \omega_i f_i = \frac{\sum_i \omega_i f_i}{\sum_i \omega_i}
\]

The ANFIS structure and layers can be seen in Figure 4. A hybrid learning algorithm can train the ANFIS. The learning process aims to determine the premise parameters (see Layer 1) and consequent parameters (see Layer 4) based on error measures that should be minimized [31]. Error measurement is performed by using the difference between the observed and predicted outputs. RMSE is the source of the ANFIS error measurement process.

Figure 4. Adaptive neuro-fuzzy inference system (ANFIS) structure (after [32]).
3.3. Performance Evaluation

The performance of a prediction model is evaluated by using several statistical indicators. However, there is no agreement on which of them are more reliable for model assessment. Therefore, some researchers [33–36] indicated that model performance indicators should be selected in a multi-objective sense. According to Ritter and Munoz-Carpena [36], the performance assessment of a model should include at least one absolute value error indicator, one dimensionless indicator for quantifying the goodness of fit, and a graphical representation of the relationship between the model predictions and measurements. To this end, RMSE and MAE were adopted to this study as absolute value error indicators, whereas NSE was adopted as a dimensionless goodness-of-fit indicator. Based on the relevant literature, NSE, and RMSE, MAE, and SI can be defined as below:

\[
NSE = 1 - \frac{\sum_{i=1}^{N} (h_{i}^{observed} - h_{i}^{predicted})^2}{\sqrt{\sum_{i=1}^{N} (h_{i}^{observed} - \text{mean})^2}} 
\]  
\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (h_{i}^{predicted} - h_{i}^{observed})^2}{N}} 
\]  
\[
MAE = \frac{\sum_{i=1}^{N} |h_{i}^{predicted} - h_{i}^{observed}|}{N} 
\]  
\[
SI = \frac{RMSE}{h_{\text{mean}}} 
\]  

where \(h_{observed}\) is the observed value, \(h_{predicted}\) is the predicted value, and \(N\) is the sample size.

The NSE value of 1 indicates a perfect match between the observed and predicted values. The NSE value of 0 indicates that the model predictions are accurate for the mean of observed values. However, an NSE value of less than 0 indicates the mean of observed values is more accurate than predictions. An RMSE is evaluated in the range between 0 and 1. An RMSE = 0 indicates the best match between the observed and predicted values.

4. Results and Discussion

This study collected the hourly sea level and meteorological factor time series (air temperature, air pressure) covering 2 years from the Antalya tide gauge station for sea level prediction. The gaps and missing values on the time series were filled using the linear interpolation method. Based on our literature review, two different scenarios were created that use different input parameters to predict the sea level height 1, 12, and 24 h ahead in Antalya Harbor. The autocorrelation function for the observed sea level time series is presented in Figure 5.
Sea level at time, t, mainly correlated with sea level values at time t-1, t-12, t-13, and t-25. Therefore, these four lagged values of sea level time series were selected as input parameters. The cross-correlation functions for air temperature and air pressure time series are presented in Figures 6 and 7, respectively.

![Figure 6](image1)

**Figure 6.** The cross-correlation functions between air temperature and sea level time series.

![Figure 7](image2)

**Figure 7.** The cross-correlation functions between air pressure and sea level time series.

Based on the CCF in Figure 6, it was observed that the correlation between air temperature and sea level time series reached peak values in approximately 24 h periods. The correlation between time series was found as moderate level ($R \approx 0.50$). The air temperature was selected as an input parameter for the prediction model.

Unlike air temperature, a negative correlation was observed between air pressure and sea level time series ($R \approx -0.55$). The best correlation was observed at air pressure values of 5 h (t-5) and 6 h (t-6) time lag. Therefore, lagged air pressure values were selected as input parameters for the prediction model. Two different scenarios were developed which contain the following input and output combinations in a functional form:

$$SC1: h(t_A) = f(h(t-1), h(t-12), h(t-13), h(t-25))$$  \hspace{1cm} (14)

$$SC2: h(t_A) = f(h(t-1), h(t-12), h(t-13), h(t-25), T(t-22), P(t-6))$$  \hspace{1cm} (15)

where $t$ represents time lag, $h$ represents sea level value, $T$ represents temperature value, and $P$ represents air pressure value.

The measured data were divided into train and test sets for all models. A total of 80% of the measured data were used for training and 20% were used for testing. Several MLR and ANFIS models were developed to predict sea level 1, 12, and 24 h ahead using
Equations (14) and (15). Focusing on MLR models, regression equations were obtained using train sets and applied to the test sets to get target sea level values. The simulated sea level time series used MLR model for SC1 and SC2, as presented in Figure 8.

![Figure 8](image.png)

**Figure 8.** Multiple linear regression predictions: (a) SC1-based 1 h ahead; (b) SC1-based 12 h ahead; (c) SC1-based 24 h ahead; (d) SC2-based 1 h ahead; (e) SC2-based 12 h ahead; (f) SC2-based 24 h ahead.

On the other hand, a hybrid learning algorithm was used for the ANFIS model due to its ability to reduce training time. A total of two gaussian membership functions were selected for each input parameter. Although there were several MF types, Vernieuwe et al. [37] reported that the type of MF did not significantly change the results. After 100 epochs, the lowest RMSE values were obtained for the ANFIS model. The simulated sea level time series using the ANFIS model for SC1 and SC2 is presented in Figure 9.

![Figure 9](image.png)

**Figure 9.** Adaptive neuro-fuzzy inference system predictions: (a) SC1-based 1 h ahead; (b) SC1-based 12 h ahead; (c) SC1-based 24 h ahead; (d) SC2-based 1 h ahead; (e) SC2-based 12 h ahead; (f) SC2-based 24 h ahead.
Four statistical indicators mentioned in Section 3.3 were evaluated using Equations (10)–(13) for the MLR and ANFIS models. The statistical performance of the MLR and ANFIS models for SC1 is presented in Table 2. The performance evaluation values were found acceptable for the training stage. Considering the testing stage, the ANFIS model produced the highest test value of NSE, whereas the MLR model produced the lowest test value. The ANFIS model for 1 h-ahead prediction demonstrated an NSE value of more than 0.70 for the model testing stage. It was observed that the ANFIS prediction for 12 h ahead was very near to the MLR prediction for 1 h ahead in terms of NSE. Considering 1-hour-ahead prediction results, it was observed that the performance of the SC1-based ANFIS model produced 32% more accurate results than the SC1-based MLR model. Based on RMSE, MAE, and SI values, the ANFIS models produced lower values than the MLR models for 1-, 12-, and 24 h-ahead predictions. It was observed that the model performance accuracy decreases when the prediction time interval increases. Additionally, the MAE results showed that the SC1-based MLR models can predict the future sea levels with an error range of 4.7 cm to 5.4 cm, whereas the SC1-based ANFIS models can predict with an error range of 2.1 to 5.4 cm. This indicates that the SC1-based ANFIS models are superior to the SC1-based MLR models for sea level prediction.

<table>
<thead>
<tr>
<th>Intervals</th>
<th>MLR TRAIN</th>
<th>MLR TEST</th>
<th>ANFIS TRAIN</th>
<th>ANFIS TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NSE</td>
<td>RMSE (m)</td>
<td>MAE (m)</td>
<td>SI</td>
</tr>
<tr>
<td>(t + 1)</td>
<td>0.98</td>
<td>0.018</td>
<td>0.012</td>
<td>0.009</td>
</tr>
<tr>
<td>(t + 12)</td>
<td>0.88</td>
<td>0.045</td>
<td>0.031</td>
<td>0.022</td>
</tr>
<tr>
<td>(t + 24)</td>
<td>0.82</td>
<td>0.056</td>
<td>0.040</td>
<td>0.028</td>
</tr>
</tbody>
</table>

On the other hand, Figures 8 and 9 indicate that the ANFIS models for predicted sea level followed the observed sea level values better than the MLR model. It was observed that MLR models (especially for Figure 8a,b) produced a longer distance from the observed sea level. This can be interpreted as another sign that ANFIS produces better performance results than MLR.

The statistical performance of the MLR and ANFIS models for SC2 is presented in Table 3. The performance evaluation values were found acceptable for the training stage. Considering the testing stage, the ANFIS model produced the highest test value of NSE, whereas the MLR model produced the lowest test value. Both MLR and ANFIS models for 1 h-ahead prediction demonstrated an NSE value of more than 0.70 for the model testing stage. However, weaker NSE values were evaluated for other models. Surprisingly, it was observed that the SC2-based MLR model for 1 h ahead increases the performance accuracy by 33% compared with the SC1-based MLR models in terms of NSE. However, a comparison of the SC1-based and SC2-based results showed that the increasing prediction intervals decreased the SC2-based model’s accuracy more than the SC1-based model. In contrast to short-term (1 h-ahead) prediction, the contribution of meteorological factors did not improve the model’s performance for increasing prediction intervals. Therefore, the short-term results are in line with the study of El-Diasty and Al-Harbi [4], whereas the longer prediction intervals meteorological effects did not produce a considerable result.

Based on RMSE, MAE, and SI values, the ANFIS models produced lower values than the MLR models for 1-, 12-, and 24 h-ahead predictions. Additionally, the MAE results showed that the SC2-based MLR models can predict future sea levels with an error range of 3.7 cm to 7.1 cm, whereas the SC1-based ANFIS models can predict with an error range of 2.1 to 5.4 cm. Like the SC1-based models, ANFIS can be expressed as the best model for SC2.
Table 3. Statistical performance of the SC2-based MLR, ANFIS models.

<table>
<thead>
<tr>
<th>Intervals</th>
<th>MLR TRAIN</th>
<th>MLR TEST</th>
<th>ANFIS TRAIN</th>
<th>ANFIS TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NSE</td>
<td>RMSE (m)</td>
<td>MAE (m)</td>
<td>SI</td>
</tr>
<tr>
<td>(t + 1)</td>
<td>0.93</td>
<td>0.034</td>
<td>0.030</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.79</td>
<td>0.053</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.012</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.88</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.021</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>(t + 12)</td>
<td>0.88</td>
<td>0.046</td>
<td>0.033</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.45</td>
<td>0.083</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.040</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.021</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.44</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.047</td>
<td>0.041</td>
</tr>
<tr>
<td>(t + 24)</td>
<td>0.70</td>
<td>0.072</td>
<td>0.058</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
<td>0.107</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.038</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.25</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.054</td>
<td>0.047</td>
</tr>
</tbody>
</table>

From the perspective of modelling performance, the results supported the findings of [9–11]. In this study, it can be concluded that ANFIS, a non-linear-based method, is more accurate than the MLR method regardless of the used scenario.

Future sea level prediction is challenging due to the randomness and uncertainty of oceanographic and meteorological conditions. Here, randomness means the non-uniform distribution of sea level and meteorological factors depending on the geographic location. Therefore, sea level prediction studies should be demonstrated considering the case study area. In contrast to the relevant literature reviewed in this study, the Mediterranean coast (southern coast) of Turkey is a closed basin. Therefore, oceanographic, and meteorologic contributions can be less effective for sea level changes when compared with the open-boundary sea locations stated in the reviewed literature, such as the Australian coast [5–8,11], Singaporean coast [12], Canadian coast [14], Taiwanese coast [15], or Malaysian coast [17,18].

5. Summary and Conclusions

This study aimed to select the best input combinations, compare the linear-based and nonlinear-based models, and present a methodology with a flowchart that can be used for harbor operations for sea level predictions by practitioners. To this end, two different scenarios (SC1 and SC2) with different input combinations were selected. Correlation-based analyses such as ACF and CCF were conducted to reveal optimum input parameters with their lagged times. The CCF results (see Figures 6 and 7) showed that the air temperature had a positive moderate correlation ($R \approx 0.50$) with sea level heights. In contrast to air temperature, a negative moderate correlation was found between the air pressure and sea level heights ($R \approx 0.55$). Then, several models were developed using MLR and ANFIS methods. The performance of the developed models was evaluated in terms of four statistical indicators. The ANFIS model produced an acceptable performance for SC1, whereas both ANFIS and MLR models produced accurate performance for SC2. Therefore, SC2, which includes meteorological factors such as air temperature and air pressure, can be concluded as the best input combination for sea level prediction for the case study area. The results indicated that adding meteorological factors as input parameters increased the performance accuracy (based on NSE values) of the MLR model up to 33% for short-term sea level predictions. On the other hand, it was observed that ANFIS is superior to MLR for sea level predictions. However, the generalizability of the results is limited by the case study area due to factors that affect sea level changes which differ from region to region.

The influence of oceanographic and meteorological effects was considered in this study. However, the presented methodology can be rearranged using a hydrological process such as rainfall and runoff for further studies.
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