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Abstract: In this study, we aimed to develop and assess a hydrological model using a deep learning
algorithm for improved water management. Single-output long short-term memory (LSTM SO) and
encoder-decoder long short-term memory (LSTM ED) models were developed, and their perfor-
mances were compared using different input variables. We used water-level and rainfall data from
2018 to 2020 in the Takayama Reservoir (Nara Prefecture, Japan) to train, test, and assess both models.
The root-mean-squared error and Nash–Sutcliffe efficiency were estimated to compare the model
performances. The results showed that the LSTM ED model had better accuracy. Analysis of water
levels and water-level changes presented better results than the analysis of water levels. However,
the accuracy of the model was significantly lower when predicting water levels outside the range of
the training datasets. Within this range, the developed model could be used for water management
to reduce the risk of downstream flooding, while ensuring sufficient water storage for irrigation,
because of its ability to determine an appropriate amount of water for release from the reservoir
before rainfall events.

Keywords: reservoir-water level; long short-term memory; encoder-decoder; flood control; irrigation;
water-management tool

1. Introduction

Over 150,000 small-to-medium-sized irrigation reservoirs exist in Japan. Many of them
are small, ranging from several hundred to 100,000 m cubed. Approximately 70% of them
were built before modern times, or over 150 years ago, for irrigation purposes, and the
oldest recorded pond was built over 1500 years ago. Many of the irrigation reservoirs have
deteriorated, and the number of suitable reservoirs is continuously decreasing. In recent
years, natural disasters such as torrential rains and earthquakes have resulted in floods
and the collapse of dikes in several reservoirs. Reservoir floods and collapses induced by
such disasters have led to increased secondary disasters in downstream areas. Thus, there
has been growing interest in monitoring the hydrological parameters of reservoirs and
predicting the risk of flooding using modern sensing and simulation technologies [1,2].

Increasing studies have focused on the development and application of prediction
models for large dams or major rivers, considering the size of the associated areas of
interest. However, small reservoirs are of relatively low interest for administrators and
researchers when considering the lack of available data and the relatively low number of
beneficiaries. Recent developments in modeling techniques and low-cost information and
communication technologies have enabled the development of hydrological models for
small reservoirs.

Models for water-level predictions are based on two approaches, namely, conceptual
models and physical and data-driven models [3]. The conceptual or physical-based models
utilize hydrological variables such as evaporation, infiltration rate, and soil moisture
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content in the model architectures. The data-driven models identify relationships between
precipitation and water level directly from the obtained hydrological data [4].

Currently, machine learning is often used as a data-driven model in hydrology. For
instance, data-driven models have been used to assess groundwater quality [5–7] and to
predict drought [8–11] and evapotranspiration [12–14]. Hydrological models using artificial
neural networks have seen vigorous increases in machine learning [6,9–14].

The artificial neural network (ANN) technique is a typical data-driven or black-box-
type method that has received attention for applications in hydrological modeling owing
to its ability to reproduce nonlinear processes with relatively few requirements for physical
input variables. The recent development of graphical processor units has accelerated the
development of deep learning applications. Deep learning allows computational models
that are composed of multiple processing layers to learn representations of data with
multiple levels of abstraction [15].

A recurrent neural network (RNN) is a type of ANN that includes a recurrent layer.
The difference between a recurrent layer and a regular fully connected hidden layer is that
neurons within a recurrent layer can be connected to each other [16]. However, a limitation
of RNN applications is their inability to learn and process “long-term dependency” tasks
automatically, resulting in a decline in prediction accuracy. Long short-term memory
(LSTM) networks [17] solved this problem by having a longer short-term memory life over
the input, thereby paving the way for more efficient and intensive training with time-series
datasets. A lower error rate was found with an LSTM network than with a simple RNN
and gated recurrent units (GRUs) [18], which employ simpler long-short dependences than
LSTM networks during natural language processing [19].

A commonly used LSTM network is the multi-input, single-output type. The explana-
tory variables are entered in the input layer via the LSTM unit as time-series data for serial
processing. The single output layer produces a single output for explanatory variables.
This is the most common and simplest structure for LSTM networks and is variably called
the single-output model, the sequence-to-vector model, or the many-to-one model. This
model is often used for document-to-genre classification [20,21], tagging [22], and other
applications for natural language-processing tasks.

The encoder–decoder or sequence-to-sequence model is a multi-input, multi-output
structured model that is built by combining each input layer and output layer. Using this
model, the series data for each time step are first entered into the input layer. Thereafter, un-
like the simple LSTM model, only the weighting of the intermediate layer is transmitted to
the output LSTM unit. Subsequently, the output LSTM unit acquires the internal weighting
from the input layer for the output layer. The output layer, in turn, uses the results obtained
from the first step as the input for the next time step. By repeating this sequence, a continu-
ous output is made possible using the LSTM unit [23]. This type of mechanism is suitable
for handling natural language tasks, machine translation, and speech recognition [24].

Considering the advantage of time-series analysis, the LSTM applications have been
increasing in the fields of hydrology and water-resource engineering [25]. As an example,
Hu et al. [26] developed hydrological models using ANN and LSTM algorithms, and studies
have compared LSTM with other hydrological models for stream-flow analysis [27–29].
The results of these studies demonstrate the superiority of predictions made using LSTM
models. In addition, the efficiency of LSTM analysis has been shown in a runoff simulation
model during snowfalls [30] and management models for reservoir operations [31,32].
Development in this field also includes “hybrid models” that combine physical theories in
hydrology with the LSTM algorithm [14,32] and models that combine several deep learning
algorithms [33,34] or statistical techniques [27,35].

A recent application of LSTM was reported by Li et al. [36], which focused on the
input/output structures of the LSTM. Furthermore, an LSTM encoder–decoder (LSTM ED)
approach was recently applied for runoff analysis [37,38]. Compared to the conventional
single-output LSTM (LSTM SO) model, these models are expected to reduce errors even
with relatively long steps with higher stability [37]. In addition, a few LSTM ED applica-
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tions have been developed in various fields, although these models require verification [37].
Therefore, in this study, we attempted to construct a simple and practical water-level pre-
diction model using the LSTM ED model for small-to-medium-sized agricultural reservoirs
where observations are limited.

We aimed to develop and assess hydrological models using the deep learning algo-
rithm, LSTM ED, for predicting water levels applicable to agricultural reservoirs. An LSTM
SO model was also developed, and its performance was compared with that of the LSTM
ED model. Thereafter, using the LSTM ED model, we examined outputs from different
learning and testing periods with different hydrological data periods. The water level,
rainfall data, and discharge events from 2018 to 2020 in the Takayama Reservoir (Nara
Prefecture, Japan) were used in our analysis.

2. Materials and Methods
2.1. Data Collection

To develop the model, data were obtained from the Takayama Reservoir, located in
Takayama Town, Ikoma City, Nara Prefecture, Japan (Figure 1). The outflow from the
Takayama Reservoir joins the Tomio River, which is a tributary of the Yamato River Basin.
The specifications of the Takayama Reservoir are presented in Table 1. The Takayama
Reservoir is one of the largest agricultural reservoirs among approximately 4000 reservoirs
in Nara Prefecture. It was constructed in 1956 by the prefectural government and man-
aged by Kitayamato Land Improvement District, which is a water-user association with a
membership of approximately 900 farm households. Reservoir water is used for paddy rice
cultivation and is normally distributed from May (during the land-preparation period) to
September, which is approximately 2 weeks before harvesting. All drainage water from the
paddy flows into the Tomio River, mostly through a downstream residential area. Therefore,
the Takayama Reservoir plays a hydrologically important role in preventing flooding in
the downstream area.
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Table 1. Basic specifications of the Takayama Reservoir.

Capacity Surface Area Catchment Area

580,000 m3 90,000 m2 2.3 km2

Beneficiary Area Embankment Height Embankment Length

530 ha 23 m 135 m

A water-level sensor and a rain gauge were installed at the periphery of the reservoir
(Figure 1) to monitor hourly water levels and precipitation. Information regarding water
discharge from the reservoir was provided by the Kita Yamato Land Improvement District.
These data were collected from 1 July 2018 to 24 July 2020.

2.2. LSTM Model Development

LSTM cells can be described with the following equations:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (1)

ft = σ(Wx f xt + Wh f ht−1 + Wc f ct−1 + bi) (2)

ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (3)

ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (4)

ht = ottanh(ct) (5)

where, it is the input gate, ft is the forget gate, ct is the cell state at time step (t), ot is the
forget gate, ht is the output, σ is the sigmoid function, W is the weight of the respective
(x) neurons, b is the bias, and i is the input gate. Long-term memory is made possible by
adding (i) the long-term ct−1 and (ii) the short-term feature value ht−1, to i.

The LSTM SO model can be described with the following equation:

Qt+1 = LSTM(Qt−24...t, Rt−24...t, Dt−24...t) (6)

where, Qt+1 is the predicted water level after 1 h. The right side of the equation indicates
LSTM cells that perform the single output, and Qt−24...t, Rt−24...t, and Dt−24...t indicate
the observed water level, precipitation, and discharge from time t−24 to t, respectively.
The calculation was repeated 24 times to make continuous predictions for up to 24 h.
The left diagram in Figure 2 shows the structure of the LSTM SO model. As shown in
Figure 2, past rainfall and water-level changes were inserted in the input layer, and the
predicted water level at the time following the time of the last input value was inserted in
the output layer. With this basic structure, the output obtained was used as the next input.
By repeating this, the prediction was performed for up to 24 h.

Similarly, the LSTM ED model can be expressed with the following equation:

Qt+1...t+24 = Decoder(S, Qt+1...t+23, Rt+1...t+23, Dt+1...t+23) (7)

where, Qt+1...t+24 is the predicted water level from t + 1 to t + 24, and Qt+1...t+23, Rt+1...t+23,
and Dt+1...t+23 indicate the predicted water level, precipitation, and discharge from t + 1 to
t + 23, respectively. The right side of the equation indicates the LSTM cells performing the
decoder function. S indicates the feature value (state vector) extracted from past information
and can be expressed as:

S = Encoder(Qt−24...t, Rt−24...t, Dt−24...t) (8)

The right side of Equation (8) describes the mathematical relationship when LSTM
cells function as the encoder. The bottom diagram in Figure 2 shows the structure of the
LSTM ED model. Qt−24...t, Rt−24...t, and Dt−24...t are the observed water level, precipitation,
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and discharge from time t−24 to time t, respectively. With the LSTM ED model, the rainfall
and water-level data for the past 24 h are entered into the encoder for each hour. The state
vector extracted from the input layer is entered into the decoder. The first LSTM cells
generate the weighting of the intermediate layer and return the output value as the input
value for the next time step. This process is repeated for up to 24 h to make predictions.
In addition, the predicted rainfall and discharge events are entered in the decoder as
input variables.

Water 2022, 14, x FOR PEER REVIEW 5 of 16 
 

 

 
Figure 2. Structures of the LSTM SO (top diagram) and LSTM ED (bottom diagram) models for 
reservoir water level prediction. 

Similarly, the LSTM ED model can be expressed with the following equation: 𝑄௧ାଵ…௧ାଶସ = 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝑆, 𝑄௧ାଵ…௧ାଶଷ, 𝑅௧ାଵ…௧ାଶଷ, 𝐷௧ାଵ…௧ାଶଷ) (7)

where, 𝑄௧ାଵ…௧ାଶସ  is the predicted water level from t + 1 to t + 24, and 𝑄௧ାଵ…௧ାଶଷ , 𝑅௧ାଵ…௧ାଶଷ, and 𝐷௧ାଵ…௧ାଶଷ indicate the predicted water level, precipitation, and discharge 
from t + 1 to t + 23, respectively. The right side of the equation indicates the LSTM cells 
performing the decoder function. S indicates the feature value (state vector) extracted 
from past information and can be expressed as: 𝑆 = 𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝑄௧ିଶସ…௧, 𝑅௧ିଶସ…௧, 𝐷௧ିଶସ…௧) (8)

The right side of Equation (8) describes the mathematical relationship when LSTM 
cells function as the encoder. The bottom diagram in Figure 2 shows the structure of the 
LSTM ED model. 𝑄௧ିଶସ…௧, 𝑅௧ିଶସ…௧, and 𝐷௧ିଶସ…௧ are the observed water level, precipita-
tion, and discharge from time t–24 to time t, respectively. With the LSTM ED model, the 

Figure 2. Structures of the LSTM SO (top diagram) and LSTM ED (bottom diagram) models for
reservoir water level prediction.

The difference between the two models is that, for the LSTM ED model, the output is
linked to the middle layers, whereas the LSTM SO model does not have such a linkage. A
model that predicts the water level 1 h later using the observed data for current and past
timepoints functions as a single unit, and continuous prediction is possible by inputting
the predicted value to the next unit.
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2.3. LSTM Model Assessment

We examined the LSTM SO and LSTM ED models with different input and output
variables, as shown in Table 2.

Table 2. Types of models developed and their input and output variables.

Model Type Model Name Input Variable Output Variable

LSTM
Single-output

SO1

Precipitation (mm/h)
Discharge event (0 or 1)

Water level (m)
Water-level change (m/h)

Water-level change (m)

SO2
Precipitation (mm/h)

Discharge event (0 or 1)
Water level (m)

Water level (m)

SO3
Precipitation (mm/h)

Discharge event (0 or 1)
Water-level change (m/h)

Water-level change (m)

LSTME
ncoder-decoder

ED1

Precipitation (mm/h)
Discharge event (0 or 1)

Water level (m)
Water-level change (m/h)

Water-level change (m)

ED2
Precipitation (mm/h)

Discharge event (0 or 1)
Water level (m)

Water level (m)

ED3
Precipitation (mm/h)

Discharge event (0 or 1)
Water-level change (m/h)

Water-level change (m)

In many cases, the catchment area and the relationship between the storage capacity
and water levels are not acquired for small reservoirs. Without this information, it is not
possible to accurately estimate the relationship between the water level and inflow to the
reservoir. Furthermore, from a management perspective, it is desirable, as much as possible,
to predict the water level directly from simple observation data. Therefore, we attempted to
predict the water level from simple input variables, such as the changes in the water level,
rainfall intensity at a single observation point, and the occurrence of a discharge event.
Water level fluctuates considerably throughout the year; thus, if the water level is simply
used as an output, then it may show negligible changes in the water level due to rainfall.
Therefore, the amount of change in the water level was used as the input variable. However,
in this case, the relationship between the inflow amount and the water level may not be
reflected well because of the influence of the geometry of the reservoir, which is normally a
reverse cone shape. Therefore, we considered solving both problems by factoring in both
water level and changes in the water as input variables, and water-level changes as an
output variable.

To this end, we prepared the LSTM SO1 and ED1 models that used both water level
and water-level change as input variables. In addition, the LSTM SO2 and ED2 models
were constructed, which used only the water level as both input and output variables,
whereas the LSTM SO2 and ED3 models used only the water-level change as an input
variable for comparison purposes.

Table 3 shows the input parameters used in the models. The same parameters were
used for all models except for epochs. Epochs indicated the number of cycles through
the training dataset and were set to different values because they were determined using
the early stopping method to avoid overfitting. Validation, conducted by attempting 1 to
24 h input lags, revealed there was no effect on the accuracy, even after 15 h. Therefore,
the input length for the LSTM ED model and the LSTM SO model was set to 24 h, as
small-scale reservoirs have short time lags in rainfall runoff. The output length for the
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LSTM ED models was set to 24 h, and that for the LSTM SO models was set to 1 h, and this
length was repeated for up to 24 h. The hidden unit, which indicates the number of LSTM
cells, was set to 20. The batch size (i.e., the number of batches parallelized during batch
processing in order to perform parallel processing and increase the training efficiently) was
validated with 1 to 512; it was set to 64, because it presented the best performance among
them. The Adam optimizer [39], which is based on the stochastic gradient-descent method,
was used as the optimization function. The Adam is computationally efficient and is also
appropriate for non-stationary objectives and problems with very noisy and/or sparse
gradients [39]. The loss function employed the mean squared error, which is generally used
for loss functions.

Table 3. Parameters of the developed models.

Type Name Hidden Unit Batch Size Optimizer Loss Function Epochs
(Early Stopping)

Input
Length (h)

Output
Length (h)

LSTM SO1 to SO3 20 64 Adam Mean squared error 150 25 1
LSTM ED1 to ED3 20 64 Adam Mean squared error 200 25 24

2.4. Ensemble Learning Method

In this study, we used the ensemble learning method. An ensemble consists of a set
of individually trained models whose outputs are combined when predicting novel in-
stances [40]. In deep learning, each neuron is weighted during learning, and the differences
in the initial weighting value affect the weighting after the final learning step. Ensemble
learning using different initial weightings is a simple and effective method for neural net-
works [40]. We used the ensemble-learning method in such a way that the initial weighting
was randomly determined to construct 20 individually trained post-learning models.

2.5. Comparing the Performances of Different Models

The root-mean-squared error (RMSE) was used to evaluate the models. The RMSE can
be used to estimate the absolute error between the predicted and measured values and can
be expressed as follows:

RMSE =

√√√√ 1
N

N

∑
i=1

(
Yobs

i − Ypre
i

)2
(9)

where, Yobs and Ypre are the observed and predicted water-level changes at time step i,
respectively, and N is the total number of time steps.

The Nash–Sutcliffe efficiency (NSE) is an index that evaluates models for estimating
the size of variation. Its range is −∞ to 1, and values closer to 1 reflect greater accuracy. If
the NSE index is 0.7, then the reproducibility of the model is considered high. The NSE is
expressed using the following equation:

NSE = 1 −
∑N

i=1

(
Yobs

i − Ypre
i

)2

∑N
i=1
(
Yobs

i − Yave
i
)2 (10)

where, Yave is the average water level observed at all time points.
In this study, we first compared the LSTM ED and LSTM SO models with different

input and output variables using the above two evaluation equations and clarified how the
structural differences affected the predictions. Next, the water-level input methods were
compared using the LSTM ED1, LSTM ED2, and LSTM ED3 models, assuming that the
water level was predicted in a situation where there was a record of the spill event, but
there was no quantitative spill data. The performance of the models when using water-level
changes and water levels as input variables was also compared.
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To confirm that a given model could reproduce the relationship between the water
level and reservoir capacity, an analysis was performed to simulate water-level changes
after a rainfall event with different initial water levels.

The above analyses were conducted to evaluate the comparative advantages of the
LSTM ED models and assess the performance of the developed model with minimal
hydrological information.

3. Results and Discussion
3.1. Field Data

An overview of the data obtained in this study is presented in Figure 3. The maximum
water level was equal to the height of the spillway, which is 225 m above sea level. Spill
water was observed in both 2018 and 2020. The water-level data could not be obtained
from 20 October to 5 November 2018, because of a problem with the data-transmission
device. Table 4 summarizes the data obtained during the study.
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Figure 3. Water levels during the study.

Table 4. Summary of data obtained from Takayama Reservoir during the study.

Item Counts Mean Standard Deviation Max Min Total Discharge Time

Water level (m) 17,690 221.86 1.95 225.14 218.35 -
Precipitation (mm/h) 18,072 0.12 0.76 28.00 0.00 -

Discharge 17,690 - - - - 6171

3.2. Comparison of the LSTM Models

Figure 4 shows boxplots representing the results of each set of 20 ensemble learnings
(obtained for making predictions) over a 24 h observation period. The figure shows the
RMSE and NSE values for the LSTM SO1–SO3 and LSTM ED1-ED3 models using data
obtained from 2 July to 23 September 2019. With the short-term predictions (approximately
10 h), no significant difference in the RMSE was observed, but the RMSE of the SO models
increased as the predictions were generated over longer periods. This result was similar to
that of a previous study [37].
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Figure 4. Comparison of the RMSE and NSE values using different output methods for ensemble
learning when performing 24 h simulations. (a–c) show RMSEs of the output values following
simulations with three different models (types 1, 2, and 3, respectively) for both LSTM SO and LSTM
ED models. Panels (d–f) show NSE indexes obtained using outputs with the same model types.

Figure 4a–c shows that, especially with the LSTM SO model, changing the input variables
did not lead to a significant reduction in errors. The LSTM ED1 model showed the smallest
prediction error at 24 h, with an RMSE of 0.07. Compared with the SO2 and ED2 models,
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the errors were considerably lower with the SO3 and ED3 models, where the water-level
difference was set as an input variable and the output was directly set as the water level. In
addition, the smallest errors were found with the ED1 model (RMSE at 24 h of 0.07), where
both water level and amount of change in water level were used as input variables. The SO1
and ED1 models had the lowest errors among three models of each type, SO and ED. The error
between the models was 41%. The percentage decline in the RMSE values was larger in the
ED models than in the SO models. In addition, the mean absolute error, which is used in the
evaluation of hydrological models, was also evaluated, and the results were similar to the
RMSE. Figure 4d–f presents boxplots for the computed NSE indexes, which were generated
using the test data. The ED1 model presented the best results, with a maximum average NSE
index of 0.99. The ED2 model showed large variations in the NSE values.

Therefore, the ED models were considered to provide higher accuracy, with both water
level and water-level change, set as input variables instead of using either the water level
or the water-level change as a single variable.

3.3. Relationship between Water-Level Changes and the Reservoir Capacity

To examine the capability of our model to characterize the relationship between the
simulated water level and the reservoir geometry, the changes in the water level from
different initial water levels were computed. The rainfall data from 26 to 27 July 2019 (total
rainfall of 16 mm, which is considered typical for the region) were used and computed using
0.5 m differences in the initial water level (Figure 5). The red and black lines represent the
observed and simulated water-level changes, respectively. The other colored lines are the
simulated water-level changes starting from the different initial water levels. The simulated
water-level changes agreed with the observed water-level changes when the simulated and
observed water levels were initially the same, and the results showed good reproducibility
and accuracy. However, a small water-level change was predicted if the inflow started at
a high water level, and a large water-level change was predicted if the inflow started at
a low water level. The findings reveal that the LSTM ED models learned the relationship
between the water level and water-level change and that, by knowing the cross-sectional
geometry, they could estimate the inflow volume to the reservoir more accurately.
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3.4. Assessment of the LSTM ED1 Model

An analysis was performed to further assess the predictions made using the LSTM
ED1 model. The observed data were divided into 10 periods (Table 5). All data, except for
one period assigned to the test data, were used for training and validation.

Table 5. Summary of rainfall and water level during the divided periods used for testing the LSTM
ED1 model.

Period
Number Period

Rainfall Event Water Level

Number of Events Max Rainfall
(mm/event)

Mean Rainfall
(mm/event) Max (m) Min (m) Mean (m)

1 1 Jul. 2018–16 Sep. 2018 11 213.0 37.9 225.14 222.25 223.74
2 16 Sep. 2018–3 Dec. 2018 9 33.0 18.8 224.01 218.40 221.05
3 3 Dec. 2018–19 Feb. 2019 7 15.0 8.6 219.33 218.97 219.17
4 19 Feb. 2019–8 May 2019 10 26.0 12.9 222.40 219.28 220.75
5 8 May 2019–25 Jul. 2019 14 33.0 14.0 222.65 220.21 221.39
6 25 Jul. 2019–11 Oct. 2019 13 102.0 18.7 223.30 221.24 222.63
7 11 Oct. 2019–28 Dec. 2019 9 61.0 20.6 223.25 218.35 220.47
8 28 Dec. 2019–15 Mar. 2020 13 19.0 11.8 222.82 219.89 221.45
9 15 Mar. 2020–1 Jun. 2020 11 25.0 12.6 225.09 222.82 224.57

10 1 Jun. 2020–22 Jul. 2020 11 70.0 25.9 225.09 223.43 224.57

As the time lag between the start of rainfall events and water-level changes was ap-
proximately 3 h, a rainfall event shown in Table 5 was defined as one where the cumulative
rainfall was 5 mm or more, and there was no rainfall for 4 h between the events. Overflows
were observed from the spillway during periods 1, 9, and 10. The largest rainfall event
(event 1) was observed from 4 to 6 July 2019 in period 1. The second-largest rainfall event
occurred from 15 to 16 August 2019, in period 6. No overflow occurred during this period,
and event 2 (occurring during period 6) was the largest rainfall event without overflow.
The third-largest rainfall event occurred from 18 to 19 June 2020 in period 10 (event 3). No
overflow occurred during the rainfall event.

Figure 6 shows the three largest cumulative rainfall observations among the test
data. The red dotted lines show the observed water levels, the green dotted lines show
the averages of the predicted values after each ensemble learning, and the green shaded
areas represent the ranges of the 95% confidence intervals of the predicted values after
each learning of the ensemble member. Event 1 was a simulation of the largest rainfall
event when the water reached full capacity and overflow occurred from the spillway.
The range of the 95% confidence interval was larger when the water level fluctuated
after rainfall, indicating the influence of the initial weighting in the LSTM model. This
presented a prediction limitation when the rainfall intensity was larger than the range of the
training data sets. In general, ensemble learning provides variable outputs, which indicates
overfitting against the training dataset in deep learning [41]. This variation was caused
by predictions made using an untrained rainfall event. Therefore, ensemble learning is a
valuable technique for ascertaining the range of possible predicted water levels. Even when
overflowing was above the spill level of 225 m, the observed water levels did not increase
significantly, but the simulated results showed significant increases in the water levels.
Only two overflow events were observed, which indicates that water-level fluctuations in
the case of overflow could not be predicted well. This implies the need for more training
data during overflow events.
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Similarly, event 2 was the largest rainfall event without overflow. Although the
prediction accuracy was better than that for event 1, the variation in the predicted value
was larger when the water level fluctuated. In contrast, with event 3, the variation of the
predicted value was considerably smaller than those of events 1 and 2, even during a large
rainfall event with a small number of observations within the learning period, and the
average predicted value after the ensemble was also close to the measured value.

Therefore, the LSTM ED models performed reasonably well when predicting water
levels within the range of the training dataset. In the case of a rainfall event or overflow that
fell outside the range of the training data values, the variation in prediction was significant.
In any case, ensemble learning to assess the variation of outputs can feasibly improve the
reliability of hydrological models by presenting a range of outputs.

Figure 7 shows an example of the application of the LSTM ED model for different
water levels, with or without a prior discharge before the rainfall event. The model provides
helpful information regarding the timing and duration of discharge to enable rainwater
collection without overflow from the reservoir. The model can quantitatively identify the
effect of water discharge to increase the storage capacity before rainfall events occur.
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4. Conclusions

To manage reservoir operations, it is important to store enough water for irrigation, while
reducing the risk of flooding in the downstream area. The latter is especially important in the
context of climate change, which may be associated with an increasing frequency of heavy
rainfall. The application of deep learning models can be used for water-level predictions
in reservoir management. These models are preferable over simple hydrological models.
The LSTM model can potentially be used as a tool for predicting the water levels of small
reservoirs with limited available hydrological variables for training, such as water level and
rainfall and discharge events without the inflow and outflow data. Therefore, it may be
possible to estimate the storage capacity and the area-volume-elevation curve without field
surveys, based on the computed relationship between the water level and water-level change.

In this study, the output of a model with the encoder–decoder structure was compared
with that of a common single-output LSTM model. The encoder–decoder structure in the
LSTM model provided better simulation results, especially for predictions made over longer
durations. In predicting the water level, our results showed similar trends to those of the
previous study on runoff analysis using encoder–decoder [37]. After further analysis, the
model accounted for the geometry of the reservoirs cross-section, based on time-dependent
water-level information. Furthermore, the ensemble learning technique demonstrated a range
of simulation errors that could be useful for understanding the ability of model predictions.

On the contrary, the LSTM ED model required more than two times more computation
time than the LSTM SO model. As the LSTM ED has a more complex model structure
than the LSTM SO, it is likely that more time was needed to train per time (1 Epoch) and
converge the loss error. To reduce the learning cost, the extreme learning machine model
has been studied in hydrological models [10,11,42], which could be applied in this study.

Furthermore, the ensemble learning technique demonstrated a range of simulation
errors that could be useful for understanding the ability of model predictions. In addition,
ensemble learning can assess the reliability of hydrological models by demonstrating the
variation in simulated outputs. The errors can also be significant when the forecasted
rainfall intensity is outside the range of the training data. To improve the accuracy, the
accumulation of more training data for deep learning architectures or the application of
transfer learning [43] should be considered for further studies. Management conditions of
small reservoirs are rarely studied and are different from those of dams and large reservoirs.
Therefore, further technological development and research focused on small reservoirs will
be important.
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