Simultaneous Estimation of a Contaminant Source and Hydraulic Conductivity Field by Combining an Iterative Ensemble Smoother and Sequential Gaussian Simulation
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Abstract: Joint estimation of groundwater contaminant source characteristics and hydraulic conductivity is of great significance for contaminant transport models in heterogeneous subsurface media. As for accurate characterization of hydraulic conductivities, both geostatistical modeling and groundwater inverse modeling are alternative approaches. In this study, an iterative ensemble smoother and sequential gaussian simulation (SGSIM) in geostatistics modeling were combined to realize the simultaneous inversion of contaminant sources and hydraulic conductivities, by using directly measured hydraulic conductivities and indirect hydraulic head and concentration data. To alleviate the high computational cost caused by repetitive evaluations of complex, high-dimensional groundwater models, SGSIM with the pilot points method was used. Considering the characteristics of the proposed method, four scenarios with ten cases were set up in terms of ensemble number and iteration number that affect the performance of the iterative ensemble smoother, the number of pilot points, and the observation data, respectively. The results for the synthetic example indicate that the ensemble size of 2000 and the pilot point number of 80 is an ideal combination of parameters, and the proposed method can successfully recover contaminant source information simultaneously with hydraulic conductivity.
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1. Introduction

To implement the remediation strategy in the contaminated groundwater, it is critical to accurately estimate the key parameters (the location and strength of the contaminant sources) of the groundwater contaminant transport model. The hydraulic conductivity usually also needs to be identified because of its close relationship with the contaminant transport.

As for accurate characterization of hydraulic conductivities, geostatistical modeling is an effective solution to characterize spatial variability and predict the property of interest at unsampled locations. However, geostatistical methods based on directly measured hydraulic conductivities do not give good results at model validation [1]. For that reason, indirect observation data (hydraulic head and concentration data were further conditioned through a groundwater inverse model [2,3]. Data assimilation, also known as a stochastic inverse method, in which the parameters of groundwater model are considered as random
variables, rather than updating the specific values of the model parameters in the optimization method, have been widely used in hydrogeology. The probability distribution used to characterize these random variables is updated with the observation data [4–7].

An ensemble Kalman Filter (EnKF) proposed by Evensen (2003) [8], as an ensemble-based data assimilation method, can update model parameters and state variables by sequentially assimilating available measurements and has gained popularity in multidisciplinary fields such as meteorology and hydrology [9,10]. An alternative data assimilation method to the EnKF is the Ensemble Smoother (ES) [11], and this has emerged as an effective and efficient approach for data assimilation [4,12,13].

To improve the applicability and efficiency of an ensemble smoother for strongly nonlinear problems, Zhang et al. (2018) proposed an iterative local updating ensemble smoother (ILUES) [6], in which the local ensemble of each sample is defined by measuring the distance from this sample and making observations, and each sample is updated locally using the scheme of ES instead of updating globally. Additionally, to avoid the strong non-linearity impact on the data match quality, the same set of observation data is assimilated multiple times to update the parameters by introducing the iterative scheme of the ensemble smoother. In this study, the ILUES algorithm is adopted as the inversion framework to estimate the contaminant source characteristics and hydraulic conductivities, among which a geostatistical modeling method named sequential gaussian simulation (SGSIM) is employed for gaussian random field generation.

In this paper, the identification of contaminant sources and estimation of hydraulic conductivities are simultaneously carried out. As complex groundwater inverse models have high-dimensional characteristics, the hydraulic conductivities cannot be retrieved efficiently. To alleviate the high computational cost caused by repetitive evaluations of complex, high-dimensional groundwater models, estimation of hydraulic conductivity at selected pilot points was a feasible approach [14]. The objective of this study is to combine a data assimilation algorithm and geostatistical approach to realize the simultaneous inversion of contaminant sources and hydraulic conductivity field by leveraging directly measured hydraulic conductivities and indirect hydraulic head and concentration data.

The remainder of this paper is organized as follows. Section 2 presents the detailed description of groundwater flow and the contaminant transport model. Section 3 outlines the framework of the proposed inversion methodology. In Section 4, results obtained from numerical experiments are discussed. Some conclusions are given in Section 5.

2. Problem Formulation

The transport of contaminants in saturated aquifers may involve diffusion, advection, dispersion, absorption. In this study, advection and dispersion are dominant processes in a two-dimensional contaminant transport system under steady-state groundwater flow conditions.

The governing equation for the steady-state groundwater flow can be written as follows:

\[
\frac{\partial}{\partial x} \left( K \frac{\partial h}{\partial x} \right) = 0
\]  

(1)

and the flow velocity \(v\) (LT\(^{-1}\)) can be obtained by Darcy’s law:

\[
v = -\frac{K}{\theta} \frac{\partial h}{\partial x}
\]  

(2)

where \(h\) (L) is the hydraulic head; \(K\) (LT\(^{-1}\)) represents the hydraulic conductivity; \(\theta\) is effective porosity (dimensionless); The flow governing equation is solved by numerical simulator MODFLOW [15]. Then, the resulting velocity \(v\) is used as input for the advection-
dispersion equation to calculate the contaminant concentration by MT3DMS [16]. The advection-dispersion equation for a 2D saturated aquifer is:

\[
\frac{\partial (bC)}{\partial t} = \frac{\partial}{\partial x} \left( bD \frac{\partial C}{\partial x} \right) - \frac{\partial}{\partial x} (bvC) + \frac{C_s W}{\theta}
\]  

(3)

where \( t \) (T) is time; \( b \) (L) is the saturated thickness of aquifer; \( C \) (ML\(^{-3}\)) is the concentration of the dissolved chemical species; \( C_s \) (ML\(^{-3}\)) is the concentration of source or sink; \( W \) (LT\(^{-1}\)) is the volumetric flux per unit area; \( D \) (L\(^2\)T\(^{-1}\)) is the hydrodynamic dispersion coefficient, determined by \( v \), and longitudinal and transverse dispersivities \((\alpha_L \text{ and } \alpha_T)\) (L).

3. Methodology

The ability to obtain accurate key parameters (the location and strength of contaminant source, hydraulic conductivities of aquifers, etc.) of groundwater contaminant transport models determines the accuracy of contaminant transport predictions, which further affects groundwater management and environmental assessment of groundwater pollution. The goal of this study is to estimate the contaminant parameters (the location and strength of contaminant sources) and hydraulic conductivities simultaneously, by using directly measured hydraulic conductivities and indirect hydraulic head and concentration data.

An inverse problem with high-dimensional inputs may result in heavy computational burden due to repeatedly running forward models to obtain satisfactory results. Thus, to improve the computational efficiency of groundwater inverse problems, the pilot points methods incorporating prior information [17] was adopted.

In this paper, a modified iterative ensemble smoother (ILUES) was adopted as the inversion framework for solving groundwater inverse problems, and a geostatistical method named sequential gaussian simulation (SGSIM) was employed for generating realizations of Gaussian random fields. To summarize, our proposed method (SGSIM-ILUES) is based on the coupling of ILUES and SGSIM. A brief description of the steps of the proposed method are below.

For simplicity, the relationship between model parameters and measurements can be expressed in the following form:

\[ d = f(m) + \epsilon \]  

(4)

where \( d \) is a \( N_d \times 1 \) vector for measurements, \( m \) is the vector for model parameters, \( f(m) \) is the prediction from the forward model, and \( \epsilon \) is the vector for Gaussian-distributed measurement errors.

For convivence, matrix \( M \) and \( D \) are introduced. \( M^f = [m_1^f, m_2^f, \ldots, m_{N_e}^f] \) is an ensemble of \( N_e \) parameter samples randomly drawn from the prior distribution, and \( M^a = [m_1^a, m_2^a, \ldots, m_{N_e}^a] \) is the updated ensemble conditioned on the measurement \( d \). \( D^f = [f(m_1^f), f(m_2^f), \ldots, f(m_{N_e}^f)] \) and \( D^a = [f(m_1^a), f(m_2^a), \ldots, f(m_{N_e}^a)] \) are output ensemble corresponding to \( M^f \) and \( M^a \) by evaluating the forward model.

**Step 1** Set iteration counter \( i = 1 \).

**Step 2** Generate input ensemble \( M^f \) from the prior distribution.

In the input ensemble \( M = \begin{bmatrix} \ln K \\ C_s \end{bmatrix} \), \( K \) is the ensemble of log-hydraulic conductivities at pilot points, and \( C_s \) is the contaminant source parameters.

(a) Based on \( n_{ld} \) directly measured hydraulic conductivities (hard data) generated \( N_e \) realizations of hydraulic conductivity field; the hydraulic conductivity value at \( n_p \) pilot points was obtained from \( N_e \) realizations of the hydraulic conductivity field.

(b) An initial ensemble of contaminant source parameters was generated by sampling from priori distribution of contaminant source parameters (the location and strength of contaminant source for each stress period).

**Step 3** Generate output ensemble \( D^f \) by evaluating the forward model.
Based on the hydraulic conductivities at pilot points and hard data, the SGSIM method is used to interpolate to unsampled locations, to thus obtain Ne realizations of the hydraulic conductivity field. A detailed explanation of the SGSIM can be found in [18].

An ensemble of contaminant source parameters, together with Ne realizations of the hydraulic conductivity field, are jointly used as inputs to the forward model (MODFLOW and MT3DMS simulators) to obtain $D^f$ (simulated heads and concentrations).

**Step 4** Obtain the update ensemble $M^a = \begin{bmatrix} \ln K \\ C_s \end{bmatrix}$ using ILUES algorithm.

A detailed explanation of Iterative Local Updating Ensemble Smoother (ILUES) can be found in [6].

**Step 5** Set $i = i + 1$. If $i = N_{iter}$, stop; otherwise, let $M^f = M^a$, go to Step 3.

4. Illustrative Example

4.1. Problem Description

In this study, advection and dispersion are dominated processes in a two-dimensional contaminant transport system under steady-state groundwater flow conditions. The hypothetical aquifer is a saturated and confined aquifer with a 2D steady-state groundwater flow (Figure 1). Specifically, the aquifer size is 40 m in the x-direction and 20 m in the y-direction. The top and bottom boundary is no-flux. The constant hydraulic heads of 12.00 m and 10.00 m are the west and east boundary, respectively, and the aquifer thickness was 1 m. The values for aquifer parameters are listed in Table 1.

Figure 1. The reference hydraulic conductivity with location of contaminant sources and observation wells. The red pentagram and the red dashed rectangle denote the contaminant source and potential area of the source, respectively. The black circles denote the observation locations.

Table 1. Hydrogeological characteristics of the hypothetical aquifer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid size</td>
<td>m × m</td>
<td>0.5 × 0.5</td>
</tr>
<tr>
<td>Aquifer thickness</td>
<td>m</td>
<td>1.0</td>
</tr>
<tr>
<td>Effective porosity</td>
<td>none</td>
<td>0.30</td>
</tr>
<tr>
<td>Longitudinal dispersivity</td>
<td>m</td>
<td>2.0</td>
</tr>
<tr>
<td>Transverse dispersivity</td>
<td>m</td>
<td>0.6</td>
</tr>
<tr>
<td>Simulation time</td>
<td>day</td>
<td>40</td>
</tr>
</tbody>
</table>
Considering the spatial heterogeneity, the reference conductivity field (in Figure 1) is lognormally distributed with mean = 3.0 and variation = 1.0, and the correlation length along x and y directions are 8.0 m and 4.0 m, respectively. The reference hydraulic conductivity field was generated based on known hydraulic conductivity of hard data using SGSIM method.

In this hypothetical aquifer, some amount of contaminant was released from a point source. The contaminant source is characterized by ten parameters, i.e., $S_x$, $S_y$, $SP_i$ (MT$^{-1}$) (mass-loading rate) during the $i$th stress periods, for $i = 1, \ldots, 8$ as listed in Table 2. The whole simulation time is 40 days that is equally divided into eight stress periods, that is, 5 days for each period. The simulation mode for MODFLOW and MT3DMS is steady-state and transient, respectively. Consequently, 10 unknown contaminant source parameters and hydraulic conductivities at $n_p$ pilot points need to be estimated.

Table 2. Actual values of the source strength and prior range.

<table>
<thead>
<tr>
<th>Contaminant Parameter</th>
<th>Prior Range</th>
<th>Actual Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_x$ (m)</td>
<td>[1.25–10.25]</td>
<td>2.25</td>
</tr>
<tr>
<td>$S_y$ (m)</td>
<td>[7.75–13.75]</td>
<td>10.25</td>
</tr>
<tr>
<td>$SP_1$ (kg/d)</td>
<td>[35–75]</td>
<td>50</td>
</tr>
<tr>
<td>$SP_2$ (kg/d)</td>
<td>[35–75]</td>
<td>48</td>
</tr>
<tr>
<td>$SP_3$ (kg/d)</td>
<td>[30–70]</td>
<td>45</td>
</tr>
<tr>
<td>$SP_4$ (kg/d)</td>
<td>[30–60]</td>
<td>40</td>
</tr>
<tr>
<td>$SP_5$ (kg/d)</td>
<td>[25–55]</td>
<td>36</td>
</tr>
<tr>
<td>$SP_6$ (kg/d)</td>
<td>[22–45]</td>
<td>30</td>
</tr>
<tr>
<td>$SP_7$ (kg/d)</td>
<td>[15–30]</td>
<td>20</td>
</tr>
<tr>
<td>$SP_8$ (kg/d)</td>
<td>[7–15]</td>
<td>10</td>
</tr>
</tbody>
</table>

4.2. Assessment Criteria

To quantitatively evaluate the estimation results, the root mean square error (RMSE) and average ensemble spread (AES) are introduced as assessment criteria. The RMSE measures the match between the reference and estimated parameters and is defined as:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N_x} [\hat{V}_{est,i} - (V_{act})_i]^2}{N_x}}$$  \hspace{1cm} (5)

The AES measures the uncertainty or confidence of the estimated values of parameters, which can be expressed as:

$$AES = \sqrt{\frac{\sum_{i=1}^{N_x} \frac{1}{N_x} \sum_{j=1}^{N_e} [\hat{V}_{est}]_{ij} - [V_{act}]_i]^2}{N_x}}$$  \hspace{1cm} (6)

where $(\hat{V}_{est})_i$ denotes the estimated value of parameter $i$, $(V_{act})_i$ represents the true value of parameter $i$, $(\hat{V}_{est})_{ij}$ is the estimated value of parameter $i$ in ensemble $j$, $N_x$ is the total number of estimated parameters. It should be noted that the lower the RMSE is, the more accurate the parameter estimation.

5. Results and Discussions

Considering the characteristics of the proposed methodology (in Section 3), Scenario 0, 1, 2, and 3 were set up in terms of ensemble number ($N_e$) and iteration number ($N_{iter}$) that affect the performance of the ILUES algorithm, the number of pilot points ($n_p$) of the SGSIM method, and the observation data, respectively.

In this section, there are ten discussion cases in total for all scenarios (Table 3). It is noted that in Case 1 only 20 measured conductivities ($K$), as hard data, were conditioned through the SGSIM method. In other cases, measured conductivities ($K$), hydraulic head and concentration data collected from observation wells, together with the conductivities
at pilot points, were used to update the conductivities ensemble and contaminant source parameters.

### Table 3. Discussion cases for all scenarios.

<table>
<thead>
<tr>
<th>Scenario No.</th>
<th>Case No.</th>
<th>Conditioned K</th>
<th>Conditioned h+C</th>
<th>Number of pp (Np)</th>
<th>Method</th>
<th>Ensemble Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Case 1</td>
<td>20</td>
<td>−</td>
<td>−</td>
<td>SGSIM</td>
<td>−</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>Case 2.1</td>
<td>20</td>
<td>220</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>500</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Case 2.2</td>
<td>20</td>
<td>220</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>1000</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Case 2.3</td>
<td>20</td>
<td>220</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Case 2.3</td>
<td>20</td>
<td>220</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Case 3.1</td>
<td>20</td>
<td>220</td>
<td>40</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Case 3.2</td>
<td>20</td>
<td>220</td>
<td>120</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Case 3.2</td>
<td>20</td>
<td>220</td>
<td>120</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Case 4.1</td>
<td>20</td>
<td>220 *</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Case 4.2</td>
<td>20</td>
<td>120</td>
<td>80</td>
<td>SGSIM-ILUES</td>
<td>2000</td>
</tr>
</tbody>
</table>

* measurements are collected only in the last 10 days.

#### 5.1. Scenario 1

In this scenario, twenty measured conductivities were conditioned through the SGSIM method. Three posterior realizations (Figure 2b–d) of the log-transformed conductivity field showed some similarity to the reference field (Figure 2a). However, the calibrated high/low $K$ zone deviated from the reference field. Moreover, resulting variance at the locations of measured conductivities was zero, and gradually elevated away from the conditioning points.

![Figure 2. Cont.](image-url)
Figure 2. (a) The reference log-transformed conductivity field, (b–d) three posterior realizations of the log-transformed conductivity field, (e) mean estimate of the log-transformed conductivity filed, and (f) estimation variance of the log-transformed conductivity field.

5.2. Scenario 2

In this scenario, besides the measured conductivities, hydraulic head and concentration data collected from observation wells were used to identify the conductivities. Hydraulic head measurements were taken once at observation wells as shown in Figure 1, while contaminant concentration measurements were collected every 4 days ($t_i = 4, 8, \ldots, 40$ day).

A number of assimilations utilizing the SGSIM-ILUES algorithm were performed, with the ensembles vary in size from 500 to 2000 (Case 2.1, 2.2, and 2.3). Specifically, the algorithm factors $\alpha$ and $\beta$ were fixed to be 0.1 and 1 as suggested in [6]. For this scenario, the number of pilot points was fixed to be 80.

The identification results for source location and strength identification were obtained by using ensemble size from 500 to 3000, which demonstrates that source identification problem could be solved without using a fairly large size of ensemble in the SGSIM-ILUES algorithm. The RMSE values obtained for source location and strength identification were reduced by 85.86% when using 3000 ensembles instead of 500 (Figure 3a). Similarly, the utilization of 3000 ensemble members for log-transformed conductivity estimation at pilot points led to about 76.61% reduction in the RMSE values compared with that adopting only 500 ensembles (Figure 3b). The AES value significantly decreased when the ensemble size increased from 500 to 2000, while it fluctuated slightly and followed a similar trend without obvious reduction as the ensemble size increased from 2000 to 3000 for both source identification (Figure 3a) and log-transformed conductivity estimation at pilot points (Figure 3b).

Figure 3. RMSE (blue dots) and AES (orange dots) values resulting from the SGSIM-ILUES with different ensemble sizes, (a): for source location and source strength identification; (b): for log-transformed conductivity estimation at pilot points.
Meanwhile, as the number of ensemble members reached 3000, the AES value was gradually becoming stable at 0.1512 and 0.0932 after SGSIM-ILUES assimilation for source identification and log-conductivity estimation, respectively. Note that the required CPU time and storage necessary for running the SGSIM-ILUES assimilation scheme using 3000 ensembles could be much higher compared to using only 500 ensembles. To strike a balance between the computational efficiency and accuracy, an ensemble size of 2000 might be a reasonable choice for this study.

As shown in Figure 4, compared with the reference log-transformed conductivity field, with the increase in ensemble size from 500 to 2000, the accuracy of the estimated log-conductivity field was improved. This is expected because the distribution of the log-conductivity field is better depicted by the iterative ensemble smoother with larger ensembles.

In addition to ensemble number \(N_e\), iteration number \(N_{iter}\) also affected the solution of groundwater inverse problems. Here, Case 2.3 was chosen to study the effect of iteration number, and the trace plots of the 10 contaminant source characteristics (in Table 2) versus the iteration number are shown in Figure 5. It could be concluded that after six iterations the identification of contaminant source characteristics in terms of source locations and source strengths were achieved. To ensure convergence, a slightly larger number of \(N_{iter} = 8\) was chosen in the subsequent study.

### 5.3. Scenario 3

In this scenario, direct data (20 measured conductivities) and indirect data (hydraulic head and concentration data) were exactly the same as in Scenario 2. A number of assimilations utilizing the SGSIM-ILUES algorithm were performed and pilot points vary from 40 to 120 (Case 2.3, 3.1, and 3.2). Specifically, the algorithm factors \(\alpha\) and \(\beta\) were also fixed to be 0.1 and 1. According to the results of Scenario 2, the ensemble number \(N_e\) was fixed to be 2000 in this scenario.

As shown in Figure 6, compared with the reference log-transformed conductivity field, the ensemble mean was improved from Case 3.1 to Case 2.3, because the elevated

---

**Figure 3.** RMSE (blue dots) and AES (orange dots) values resulting from the SGSIM-ILUES with different ensemble sizes, (a): for source location and source strength identification; (b): for log-transformed conductivity estimation at pilot points.

**Figure 4.** The reference log-transformed conductivity field and estimated fields with different ensemble sizes in Scenario 1, (a): reference log-conductivity field; (b): ensemble size = 500; (c): ensemble size = 1000; (d): ensemble size = 2000.
number of pilot points from 40 to 80 brought more information. As the pilot point number increased from 80 to 120, the accuracy of estimated log-conductivity field was not improved significantly. This meant that additional information from more pilot points could not further improve the accuracy of the estimates.

Figure 5. Trace plots of the source location and source strength at each iteration. (a–j): $S_x$, $S_y$, and $S_{Pi}$ during the $i_{th}$ stress periods, for $i = 1, \ldots, 8$.

Figure 6. The reference log-transformed conductivity field and estimated fields with different pilot point numbers in Scenario 3, (a): reference log-conductivity field; (b): pilot point number = 40; (c): pilot point number = 80; (d): pilot point number = 120.
The RMSE value obtained for log-transformed conductivities estimation at pilot points was reduced by 61.90% when using 200 pilot points instead of 40 (Figure 7). As shown in Figure 7, the AES value significantly decreased when the pilot point number increased from 40 to 80, and it increased significantly as the pilot point number increased from 80 to 200. This meant that the elevated number of pilot points might introduce noises while bringing more additional information. To strike a balance between the information and noises from pilot points, the number of pilot points ($n_p = 80$) might be a reasonable choice for this study.

![Figure 7. RMSE (blue dots) and AES (orange dots) values resulting from the SGSIM-ILUES with the pilot point number for log-transformed conductivity estimation at pilot points.](image)

5.4. Scenario 4

In this scenario, three temporal distributions of indirect data (hydraulic head and concentration data) were compared. The first case was Case 2.3 with contaminant concentration measurements collected every 4 days ($t_i = 4, 8, \ldots, 40$ day), the second case was Case 4.1 with contaminant concentration measurements collected only in the last 10 days ($t_i = 31, 32, \ldots, 40$ day), and the third case was Case 4.2 with contaminant concentration measurements collected every 8 days ($t_i = 8, 16, \ldots, 40$ day).

Specifically, the algorithm factors $\alpha$ and $\beta$ were also fixed as 0.1 and 1. According to the results of Scenario 2 and 3, the ensemble number ($Ne$) and the number of pilot points ($np$) were fixed as 2000 and 80 in this scenario.

After the assimilation procedure of SGSIM-ILUES algorithm, the trace plots of the identification results for contaminant source characteristics (for simplify, only $Sy$, $SP_3$ and $SP_8$ were selected) versus the iteration number with three different patterns of observations were plotted in Figure 8. Moreover, the resulting mean estimate and variance of log-hydraulic conductivity fields with different observations settings were shown in Figure 9.

We first investigated the influence of temporal distribution of observation on the SGSIM-ILUES performance in this scenario, where the total number of measurements was fixed. The SGSIM-ILUES scheme assimilating the hydraulic head and contaminant concentration data collected every 4 days (Figure 8a) clearly outperformed that assimilating the data collected in the last 10 days (Figure 8b) in terms of the identification results of source characteristics involving source locations ($Sy$) and source strengths ($SP_3$ and $SP_8$). Meanwhile, compared to Case 4.1 (Figure 9d,e), the estimated hydraulic conductivities in Case 2.3 (Figure 9b,c) had a more accurate mean estimate and lower variance field. The main reason is as follows: compared with Case 4.1, which only used the observation information of the last 10 days, the observation information of Case 2.3 covered the complete stress periods, and could provide more data information for data assimilation under the condition of the same amount of observation information.
To explore the impact of the number of measurements on the joint estimation of source information and hydraulic parameters, the SGSIM-ILUES algorithm was employed to assimilate data collected every 4 days \((t_i = 4, 8, \ldots, 40 \text{ day})\) and collected every 8 days \((t_i = 8, 16, \ldots, 40 \text{ day})\), respectively. Figure 8a,c indicate that the contaminant source strength \((SP_3 \text{ and } SP_8)\) could be identified accurately both 220 and 120 observation data (Case 2.3 and Case 4.2). However, for y coordinate \((Sy)\), the closer identification values to the true and less uncertainties were obtained by SGSIM-ILUES in Case 2.3. As shown in Figure 9, the assimilation results using 220 observation data (Figure 9b) could better represent the structures (high/low \(K\) zone) of the study domain. The lower variance field of estimated log-hydraulic conductivity could be obtained through assimilating data collected every 4 days (Figure 9c) in comparison with that obtained by assimilating data collected every 8 days (Figure 9g).

The above study results indicated that both the temporal distribution and number of observations influenced the performance of the joint estimation of source characteristics and hydraulic conductivity field by the proposed SGSIM-ILUES algorithm.

Figure 8. Trace plots of the source location coordinates and source strength at the 3rd and 8th stress periods with different temporal distributions of hydraulic head and concentration data: (a) measurements are collected every 4 days, (b) measurements are collected only in the last 10 days, (c) measurements are collected every 8 days.
Figure 9. The reference log-conductivity field (a) and estimated mean and variance fields with different temporal distributions of head and concentration data: (b,c) measurements collected every 4 days, (d,e) measurements collected only in the last 10 days, (f,g) measurements collected every 8 days.

6. Conclusions

1. In this study, the iterative local updating ensemble smoother (ILUES) and sequential gaussian simulation (SGSIM) in geostatistics were combined to realize the simultaneous inversion of contaminant sources and hydraulic conductivity field. As an efficient data assimilation method, the ILUES algorithm was adopted to construct the framework for solving groundwater inverse problems. Specifically, the inversion of hydraulic conductivities was converted to the estimation of hydraulic conductivity at pilot points;

2. With the increasing ensemble size, our proposed method can obtain more accurate estimation of both source characteristics and the hydraulic conductivity field. Furthermore, too large an ensemble size may result in heavy computational burden, and the sensitivity of estimation results to the ensemble size becomes weak. For this study, the ensemble size of 2000 is sufficient to provide satisfactory results;

3. With the increasing number of pilot points, the RMSE metric decreases monotonically, but the AES metric characterizing the uncertainty or confidence of the estimation
tends to first decrease and then increase. Perhaps it can be explained that the elevated number of pilot point introduce noises while bringing more additional information. For this study, the pilot point number of 80 might be a reasonable choice for this study;

4. The temporal distribution of measurements influences the identification of contaminant source parameter and hydraulic conductivities. To some extent, the proposed method performs better with the increase in the observations. Specially, the propose method performs better with the increase in the overlapping degree of monitoring time and pollution occurrence. For this study, the inversion results by assimilating the hydraulic head and contaminant concentration data collected every 4 days clearly outperforms that by assimilating the data collected in the last 10 days.
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